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ABSTRACT

This study aimed to examine an assumption regarding whether generative artificial intelligence (GAI)
tools can overcome the cognitive intensity that humans suffer when solving problems. We examine the
performance of ChatGPT and GPT-4 on NAEP science assessments and compare their performance
to students by cognitive demands of the items. Fifty-four 2019 NAEP science assessment tasks were
coded by content experts using a two-dimensional cognitive load framework, including task cognitive
complexity and dimensionality. ChatGPT and GPT-4 answered the questions individually and were
scored using the scoring keys provided by NAEP. The analysis of the available data for this study was
based on the average student ability scores for students who answered each item correctly and the
percentage of students who responded to individual items. The results showed that both ChatGPT
and GPT-4 consistently outperformed most students who answered each individual item in the NAEP
science assessments. As the cognitive demand for NAEP science assessments increases, statistically
higher average student ability scores are required to correctly address the questions. This pattern
was observed for Grades 4, 8, and 12 students respectively. However, ChatGPT and GPT-4 were
not statistically sensitive to the increase of cognitive demands of the tasks, except for Grade 4. As
the first study focusing on comparing cutting-edge GAI and K-12 students in problem-solving in
science, this finding implies the need for changes to educational objectives to prepare students with
competence to work with GAI tools such as ChatGPT and GPT-4 in the future. Education ought
to emphasize the cultivation of advanced cognitive skills rather than depending solely on tasks that
demand cognitive intensity. This approach would foster critical thinking, analytical skills, and the
application of knowledge in novel contexts among students. Furthermore, the findings suggest that
researchers should innovate assessment practices by moving away from cognitive intensity tasks
toward creativity and analytical skills to more efficiently avoid the negative effects of GAI on testing.
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1 Introduction

Humans face increasing challenges in solving problems or designing solutions if the tasks are more cognitively
demanding. This is largely due to the limited working memory capacity for processing complex problems and serves
as a fact that has limited humans’ ability to solve science problems and learn science (Paas et al., 2003). With the
development of Generative Artificial Intelligence (GAI) such as ChatGPT, it is that GAI can solve problems that humans
were not able to (Latif et al., 2023), especially for those that were time-pressing and cognitively demanding. It is thus
critical to examine whether cutting-edge GAI tools outperform humans in problem-solving, particularly in overcoming
cognitively demanding tasks. Addressing this question is imperative in the current landscape where GAI is ubiquitous
in education and every sector of society, because the answer, better or worse, may alter the educational goals set up to
enhance future financial and societal advances in the rapidly changing world.

In traditional educational settings, improving students’ knowledge and ability to solve increasingly cognitively demand-
ing problems has always been one of the critical educational goals. High cognitive demanding tasks usually require
students to make connections, analyze and evaluate evidence, and draw conclusions, and are considered essential
for students to develop a deeper understanding of science (Estrella et al., 2020). Students educated to possess such
fundamental skills would be more likely to succeed in their future careers, where precedent challenges may occur, and
this essential skill is needed to meet the challenge. Therefore, educational systems have been consciously designed
to help students achieve this goal. For example, large cross-national studies found that countries that perform well
on international science tests, like Singapore, have textbooks designed specifically to improve a variety of cognitive
skills for students rather than simply emphasizing recall and comprehension (Johnson & Boon, 2023). Such textbooks
and others provide students with various opportunities to improve their cognitive skills by using scientific knowledge
to solve problems. Included in these learning materials are some higher-cognitive-demanding tasks, which can be
challenging for students to perform and are supposed to prepare students with the essential competence for career
success in the future. Many educators contend that cognitively intensive tasks are essential to improve student’s learning;
others argue that cognitively intensive tasks pose additional pressure to students without known benefits.

With the surge of GAI, researchers and educators need to reconsider this problem. Does education need to rely on high
cognitive intensity tasks to promote efficient learning if GAI can overcome such barriers? Prior research has shown
the powerful problem-solving ability of ChatGPT. For example, Zeng (2023) examined the problem-solving ability of
ChatGPT and found that it was accurate on tasks requiring common sense and knowledge. Orru et al. (2023a) compared
ChatGPT with 20 humans in solving both practice problems and transfer problems and concluded that ChatGPT was
in line with the mean performance of humans. These results show some potential for GAI to overcome cognitively
demanding issues when solving problems.

Should GAI become capable of surpassing human performance in tasks that require significant cognitive effort, it could
necessitate an immediate and crucial dialogue regarding the reconsideration of our educational objectives. In essence, the
domain must introspectively consider and pinpoint the fundamental abilities that will be crucial for the workforce of the
future, one that will function in an GAI-dominated environment. These skills may extend beyond traditional knowledge
and technical expertise, encompassing abilities that will allow individuals to coexist and collaborate effectively with
GAI systems (Zhai, 2022), such as critical thinking, creativity, emotional intelligence, and adaptability, among others.
We must prioritize these skills, positioning them at the forefront of our educational goals. By doing so, we can ensure
that future generations are well-prepared and adept at navigating the ever-evolving technological landscape. This
not only prepares them for the working world but also empowers them to contribute effectively to society at large.
Therefore, the advent of GAI and its impacts on education should be closely examined, and based on the outcomes,
educators must redefine and refine the education goals and the approach to education, ensuring they remain relevant and
effective in the age of GAI (Zhai, 2023).

This study represents one such effort. We aim to examine the most powerful GAI tools’ (i.e., ChatGPT and GPT-4)
performance on cognitively demanding tasks with the US National Assessment of Educational Progress (NAEP)
science items. NAEP science is rigorously designed to provide a fair and accurate measure of US students’ academic
achievement that reflects trends (Zhai & Pellegrino, 2023). The tasks are designed with varying levels of cognitive
demands that require K-12 students to use scientific knowledge to identify science principles, use science principles,
use scientific inquiry, and use technological design. These assessment tasks thus provide a perfect measure to examine
GAUI’s ability to solve problems, as well as compare GATI’s ability with that of students. We specifically asked the
following research questions:

¢ a) Can ChatGPT or GPT-4 outperform age-appropriate average humans on NAEP science assessments?

* b) How do ChatGPT and GPT-4 perform on NAEP science assessments by cognitive demand, compared to
age-appropriate average students?



GPT Outperforms Human on Problem Solving ZHAL, NYAABA & MA

2 Cognitive Load on Science Problem Solving

Cognitive load in science education discusses the mental effort required by students to process and comprehend scientific
knowledge and concepts (Sweller’s, 2011; Paas, et al., 2003). Sweller’s (2011) cognitive load theory was adopted
to examine NAEP science assessments, highlighting the different ways GAI and humans handle the cognitive load.
Sweller’s cognitive load includes three types: Intrinsic Cognitive Load (ICL), Extraneous Cognitive Load (ECL), and
Germane Cognitive Load (GCL).

ICL refers to the inherent difficulty associated with a specific task. In science problem-solving, ICL deals with the
complexity of scientific knowledge itself (Gupta & Zheng, 2020). The NAEP Science Assessments cover a wide range
of scientific topics, each with its inherent complexity (Bergner & von Davier, 2018; Lim & Sireci, 2017). The ICL of
these assessments is tied to the nature of the scientific knowledge being tested, from basic principles in early education
to more complex theories in higher grades (Gerjets et al., 2009). This intrinsic load is unchangeable as it is directly
linked to the content’s complexity. For example, questions on ecosystems or the laws of motion inherently may require
a certain level of cognitive processing due to their complexity.

The ECL is imposed by the way information is presented to learners and can be controlled by task design. This is where
the design and structure of the NAEP assessments play a crucial role (Hadie & Yusoff, 2016). If the assessments are
formulated with complex wording, ambiguous instructions, or include unnecessary information, they increase the ECL
(Tugtekin & Odabasi, 2022). This can detract from students’ ability to concentrate on the primary scientific knowledge
being assessed. Therefore, ensuring that the assessments are straightforward, clear, and directly focused on the intended
scientific principles is key to minimizing ECL and may have an effect on the performance of students (Behmke &
Atwood, 2013).

GCL is concerned with the mental work done by learners to understand and assimilate new information into their
existing knowledge base (Paas & Van Merriénboer, 2020). This type of load is essential for deep learning and is
associated with the processing and construction of schemas (Pengelley et al., 2023). In the context of the NAEP Science
Assessments, GCL will involve creating questions that not only assess students’ recall of scientific facts but also their
ability to apply concepts, analyze data, and think critically (Lagalante, 2023). This could involve scenario-based
questions that require students to apply their understanding to novel situations, thereby promoting deeper cognitive
processing and understanding.

Understanding the working memory’s role in these assessments is also vital. Working memory’s limited capacity
means that if an assessment is too high in either intrinsic, extraneous or germane load, it could overwhelm students,
leading to poor performance (Feldon et al., 2019). Balancing these loads is crucial in accurately assessing students’ true
understanding of science (Wang et al., 2017). Working memory is the mental space where information is temporarily
held and manipulated. It has a limited capacity, which is why cognitive load theory is so important in designing science
assessments. The intrinsic, extraneous, and germane loads all compete for these limited working memory resources
(Paas & Van Merriénboer, 2020).

Numerous scholarly works have investigated the impact of cognitive load on science learning, highlighting the
importance of managing cognitive load to optimize learning outcomes and enhance problem-solving skills. It is posited
that students’ cognitive processing ability to comprehend science knowledge is limited, and therefore, the teaching and
assessment of science require the management of cognitive load demand based on students’ levels and needs (Sweller,
2011). In the context of this study, it is assumed that the concept of working memory is not directly applicable to GAI
tools like ChatGPT and GPT-4 as it is to humans.

Cognitive demand in science focuses on identifying the level and kind of reasoning required of students to successfully
engage with a task that focuses on using science knowledge when engaging in scientific practices (Park, 2011).
Cognitive demand levels in science range from tasks that require recall (memory) and are in direct correspondence
with definitions to using knowledge to conduct tasks (Park, 2011). By categorizing science tasks according to two key
dimensions— the integration of science content (i.e., disciplinary core ideas and crosscutting concepts) and practices
and the cognitive complexity, Tekkumru-Kisa et al. (2015) identified nine distinct categories of cognitive activities. The
first dimension refers to integration (that is, scientific content, scientific practices, or the combination of the two). The
second dimension, cognitive complexity, includes five levels. In the lowest two levels, memorization and scripted tasks
are given respectively. There are few chances for students to engage in critical thinking and reasoning about science
content and/or practices in these tasks. In the upper three rows, high-level tasks are given—Levels 3 and 4 contain tasks
that require guidance for comprehension, while level 5 tasks involve doing science.

The concept of cognitive load in science is instrumental to teachers in evaluating and predicting the performance of
their students. It demonstrates the varied levels of comprehension among the students. The information that is obtained
about the mental processes of students using cognitive load has the potential to shed light on the issue of the variation in
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learning outcomes that exist across different learners even though they receive the same instruction (Hadie & Yusoff,
2016). It has been found that many teachers face difficulties in using higher-level cognitively demanding tasks in
science assessment, with the level of cognitive demand tending to decline after implementation (McCormick, 2016).

3 GAI, ChatGPT, and Problem-solving

ohn McCarthy first proposed Al in 1956 at the Dortmund conference. Al appears to have received much attention
recently due to the development of machine learning (Jordan & Mitchell, 2015). A variety of definitions exist for Al
due to its polysemy nature (Zhai et al., 2020). Nonetheless, many definitions center on Al as a computer-based tool that
simulates human-like thinking, including reasoning, argumentation, learning, sense-making, communication, analysis,
decision-making, and generalization. This describes how AI mimics human intelligence. The most recent agent of Al
that has received much attention in education is the GAI chatbots (i.e., ChatGPT and GPT-4) developed by OpenAl
(2022). Chatbots are considered one of the most advanced Al systems that can solve difficult problems with greater
accuracy due to their broader general knowledge and problem-solving abilities.

ChatGPT inherits its architecture from the GPT-3.5 model and leverages a transformer-based architecture consisting
of numerous layers of self-attention and feed-forward neural networks (Assaraf, 2022). The model is trained on a
massive corpus of text data in two steps: pretraining and fine-tuning. The pretraining process used a large amount of
publicly available text data, allowing the model to learn a wide range of syntactic and semantic features. Fine-tuning is
performed on specific conversational datasets, enabling the ChatGPT to specialize in a dialogue context. To optimize
the model, reinforcement learning was employed based on human feedback. GPT-4 is an upgraded version of ChatGPT
with more reliability and creativity to handle more nuanced tasks (OpenAl, 2023).

The ability of ChatGPT to respond to questions or generate responses is a form of problem-solving that has the potential
to benefit various fields, including education (Zhai, 2023). Research on GAI and problem-solving explores various
aspects of GAL, its applications, challenges, and impact on different areas of life, with a focus on how GAI can be
used to solve complex problems by imitating human behavior using advanced algorithms and techniques (Kung et
al., 2023). However, the quality of these responses is crucial in determining the effectiveness of GAI chatbots in
problem-solving. For examples, the study conducted by Li et al. (2023) tested ChatGPT’s accuracy in answering
questions from Taiwan’s educational examinations. ChatGPT demonstrated a high accuracy rate, often exceeding 80%,
indicating its effectiveness as a learning tool in mathematics education. This suggests that ChatGPT can significantly
aid in improving self-regulation and potentially revolutionize middle school math education. On the other hand,
an assessment of ChatGPT versions PT-3.5 and GPT-4 in solving biostatistical problems indicated a below-average
performance on initial attempts, though GPT-4 managed to provide all correct answers within three attempts with
precise guidance.

Furthermore, study by Ignjatovi¢ and Stevanovié¢ (2023) and Orru et al (2023) focused on ChatGPT’s cognitive abilities,
particularly in problem-solving and verbal insight tasks (Orru et al., 2023b). The findings revealed that ChatGPT could
match human performance in practice and transfer problems, aligning with the most probable outcomes expected from
a human sample. This parity in performance underscores ChatGPT’s capability to mirror the average success rate of
human subjects, thereby showcasing its proficiency in cognitive tasks.

Williams (2023) and Seetharaman (2023) also presented insights into the broader implications of ChatGPT’s capabilities.
Williams for instance, emphasized the challenges in detecting and aligning advanced artificial general intelligence (AGI)
with collective well-being, while Seetharaman highlighted ChatGPT’s potential in education, enhancing skills essential
for practice and critical thinking. These varied studies collectively underscore ChatGPT’s adeptness in cognitive
functions and its promising role in diverse educational and practical applications.

In light of the prior findings, it is important to consider the level of thinking that chatbots can produce, including
higher-order thinking, common thinking, and creative solutions (Bang et al., 2023). While chatbots have demonstrated
the ability to generate responses that are comparable to those of humans in some cases, the extent to which they can
produce creative and original solutions to science problems remains an open question.

3.1 Higher-order Thinking

GALI technologies have revolutionized problem-solving by enabling the analysis of vast amounts of data with high
levels of certainty (Daher et al., 2023). Deep learning algorithms are often utilized to search for patterns in large
datasets, enabling GAI to detect complex relationships that may be difficult for humans to uncover (Bergen et al., 2019;
Najafabadi et al., 2015). ChatGPT has become increasingly important recently as a means of applying GAI to solving
higher-order thinking problems. For instance, the study conducted by Sinha et al. (2023) provides important insights
into the potential of GAI in solving higher-order problems in pathology. This is an indication that this level of cognition
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in GAI has the potential to be a useful tool for students and academics alike, enabling them to develop critical thinking
abilities if effectively utilized (Latif et al., 2023).

3.2 GAI and Common-sense Problem-solving

Common sense refers to the knowledge that is generally accepted as true and accessible to everyone (Rosenfeld, 2011).
Common sense includes basic knowledge about the natural world, social norms, and the ability to make judgments and
decisions based on experience. The study by Bian et al. (2023) on ChatGPT’s ability to solve commonsense problems
highlights that while GAI can achieve good accuracy in commonsense questions, it still struggles with certain types
of knowledge, including social and temporal commonsense. The study suggests that ChatGPT is an inexperienced
commonsense problem solver and often generates knowledge with a high noise rating. While it is true that open
GAI-powered chatbots have the potential to solve a wide range of problems with multimodalities (Cao et al., 2023),
researchers have also acknowledged that many challenges still exist that require further study and development (Aktay
et al., 2023; Bian et al., 2023). Further research and development are necessary to address these issues and realize the
full potential of OpenAl chatbots in solving real-world problems in the education (Adiguzel et al., 2023).

4 Methods

4.1 Instruments and Materials

In order to examine the ability of ChatGPT and GPT-4 to solve science problems as compared to students, we adopted
54 released 2019 NAEP science assessments, including test items for grade levels 4, 8, and 12. The NAEP assessments
are conducted periodically in reading, mathematics, science, writing, U.S. history, civics, geography, and other subjects
(Zhai & Pellegrino, 2023). We chose the science test because science uses empirical standards, logical arguments,
and skeptical review to distinguish itself from other ways of knowing and thinking (NGSS Lead States, 2013). In
the context of the NAEP science assessment, the subject domain content is integrated with four types of science
practices to form performance expectations. The three domain content areas are physical science, life science, and
earth and space sciences (National Assessment Governing Board, 2019), while the science practices include identifying
science principles, using science principles, using scientific inquiry, and using technological design. NAEP items assess
students’ use of knowledge when involved in these science practices. Moreover, it is believed that the test items defined
the cognitive load experienced by students, and therefore a well-designed assessment would aim to allow students
to focus on demonstrating their knowledge and skills in the assessed areas (Briiggemann et al., 2023; Prisacari &
Danielson, 2017). These features made NAEP items the most appropriate for us to test our hypothesis about GAIL

The 2019 NAEP test is the latest and most openly available data as of the time of this study. Unlike previous NAEP
science items, the 2019 NAEP contained a key recommendation on the distribution of questions by science content
area and grade, with equal weight given to all three science disciplines in grade 4, an emphasis on Earth and Space
Sciences in grade 8, and an emphasis on Physical Science and Life Science at grade 12. This recommendation provided
a comprehensive view of science examinations across all K-12 grade levels and enabled the researchers to fully
evaluate the effectiveness of ChatGPT and GPT-4 in problem-solving. The 2019 assessment saw the participation of
representative samples of students from across the country, including 30,400 4th graders from 1,090 schools, 31,400
8th graders from 1,070 schools, and 26,400 12th graders from 1,760 schools.

Using the NAEP Question Tools (The Nation’s Report Card, 2022), we collected all the available assessment items for
each grade and for all content classifications; a sum total of 33 multiple-choice questions, a sum total of 4 selected
response items, a total of 3 scenario-based task questions, a sum total of 11 short constructed response questions, and a
sum total of 3 extended constructed response questions, making a grand total of 54 items(an overview of the assessment
items refers to Table 1) Multiple choice serves as the principal format in assessments. This paradigm poses a question,
or a statement accompanied by a finite range of potential responses, typically extending between three and five options,
with only one being accurate. The assessment objective revolves around evaluating the student’s recollection and
comprehension of specific subject matter. In comparison to multiple choice, selected responses resemble multiple
choice in terms of providing an array of potential answers. However, the distinguishing factor lies in the fact that
these may accommodate multiple correct responses. The utility of such items is to appraise the student’s capacity for
analysis, evaluation, and application of knowledge as opposed to simple recollection. A scenario-based task is a unique
category of assessment that necessitates the application of acquired knowledge and skills to a practical or theoretical
circumstance. The student may be presented with a scenario and solicited to resolve a problem, arrive at a decision, or
illustrate a process. These tasks often demand interdisciplinary knowledge, thereby assessing higher-order cognitive
faculties, namely application, analysis, synthesis, and evaluation. Short-constructed response items demand a written
answer, albeit generally confined to a few sentences. The response requires more than mere recollection; students are
expected to elucidate, interpret, or apply their knowledge. These items serve to gauge a student’s understanding of a
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concept, complemented by their capacity for written expression. Extended Constructed Response, as the name suggests,
requires a more comprehensive response relative to Short Constructed Response. The response can span from a single
paragraph to multiple ones. The evaluative focus is not only on the student’s ability to explain, interpret, or apply
knowledge but also on their proficiency in in-depth exploration of a subject matter. This format invariably necessitates
higher-order cognitive abilities and offers a more robust platform to assess a student’s writing skills.

Table 1: Table 1 Assessment format and number of NAEP 2019 Science

Grade level Multiple Selected Scenario-  Short Con- Extended Sum
Choice (#) Responses (#) Based structed Constructed #
Task (3) Response  Response (#)
#
Physical 4 3 - 0 3 0 6
Sci-
ence
8 3 3 0 0 0
12 2 - 1 2 1
total 8 3 1 5 1 18
life 4 6 - 1 0 0
Sci-
ence
8 5 0 0 1 0 6
12 6 - 0 2 0 8
total 17 0 1 3 0 21
Earth 4 1 - 0 1 1 3
Sci-
ences
8 3 1 1 1 7
12 4 - 0 1 0
total 8 1 1 3 2 15
Grand
Total sum 33 4 3 11 3 54
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4.2 Coding of the Cognitive Load for the 2019 NAEP Tasks

Coding Framework and Procedures. To address the research questions, three content experts were employed to code
the cognitive demand of the 2019 NAEP assessment tasks using a two-dimensional cognitive load framework (NGSS
Lead States, 2019), illustrated in Table 2. This framework first categorizes tasks based on their independent cognitive
complexity, which reflects the cognitive demand of students’ long-term memory schemes (Tekkumru-Kisa et al., 2015).
This dimension escalates from “Scripted” (Task Complexity 2, TK2) to “Guided” (Task Complexity 3, TK3), and finally
to “Doing Science” tasks (Task Complexity 4, TK4). The complexity also augments from integrating two dimensions
(e.g., TK2D2, TK3D2, TK4D2) to integrating three dimensions (e.g., TK2D3, TK3D3, TK4D3). The cognitive load of
an item is, however, a synthesis of the degree of independence demanded from the student in formulating a response
and the extent of dimensional integration.

Items are designed to span this range of cognitive complexities, facilitating a diverse representation of cognitive
complexity within each assessment. Notably, an item’s cognitive load comprises two primary components: the level of
independence demanded from the student in responding to the item and the degree of dimensionality integration.

For instance, consider this NAEP 2019 Grade Four (4) Science question (Question ID:2019-4S8 #14 KO783El) in
Figure 1, under the Physical Science (PS) content category with a difficulty level of “Hard,” which required students
to determine how sounds and pitch are produced. Specifically, this question presents a science task where a student
plucks a rubber band stretched between two nails to make a sound and is asked to explain what makes the sound and
how to alter the pitch. Using the framework provided in Table 2, we determined the cognitive load of this task by
assessing the dimensions of content engagement required. Following this, the task asked students to apply knowledge of
sound generation and modification, which involves understanding the concepts of vibration and tension (how plucking
the rubber band generates sound and how increasing tension affects pitch). This required students engaging with two
dimensions of content: recognizing how the scientific concept is developed (how sound is produced) and applying this
understanding to a practical scenario (altering pitch).

Given this description, this task fell into the "Two Dimensions" category of the framework. Within this category, there
are three levels of guidance: Scripted Tasks (TK-2D2) where the student is expected to follow a script to work with
(or is told how to use) two dimensions to complete a task; Guided Tasks (TK-3D2) provides guidance or scaffolding
for students to use two dimensions to complete a task; and Doing Science (TK-4D2), where student engages in two
dimensions of content to make sense of and/or recognize how the scientific body is developed. In our coding process,
this question does not seem to provide a script or definition for the students to follow, nor does it appear to offer guidance
or scaffolding. Instead, students were expected to apply their understanding directly to a scientific phenomenon that
involves doing experiments. Therefore, the most appropriate code for the cognitive load of this task seems to be
TK-4D2. The student is engaged in doing science by applying two dimensions of content to understand and explain the
phenomenon of sound production and modification.

The panel of three raters who undertook the coding task possesses expertise in science education in general, with
disciplinary expertise in physics, chemistry, and biology, respectively. To ensure uniformity in data interpretation and
analysis, all raters were provided with clear guidelines and underwent appropriate training. A few sample items were
first selected and assigned to all raters for independent grading. They then discussed the discrepancies till a consensus
was met. In this way, they got familiar with the coding framework and ensured their understanding of the coding
framework was on the same page. The items were then distributed among the raters for independent coding. The
raters used half a day to code the items using the cognitive load framework. To examine the interrater reliability, we
calculated the intraclass correlation coefficient (ICC = .978), indicating very high agreement among the raters regarding
the cognitive coding of the items (see Table 3).

Coding Results . Table 4 shows the coding results for each item with the two dimensions of cognitive load. To
better assess the cognitive demands using the two-dimensional codes, we aggregated the codes by multiplying the two
dimensions. For example, if an item was coded as having a cognitive load of task 2 level and dimension level 3 with an
aggregate load of 6. We also included the difficulty rank provided by National Center for Education Statistics (NCES)
for reference.

Table 4: Descriptive and Coding Results of the Selected NAEP Assess-

ment Tasks
ID Grade Type Subject Difficulty Cognitive Load
Dimension Task  Aggregated
1 4 SCR  Physical Science  Medium 3 2 6
4 MC  Physical Science  Hard 2 2 4
3 4 MC  Physical Science  Hard 3 2 6
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4.3 Statistical Analysis

To answer our research questions, we first asked ChatGPT and GPT-4 to answer the questions individually and used
the scoring rubric to assign scores to their responses. This provides the performance of the ChatGPT and GPT-4.
However, because some items require responders to observe simulations or images, to which altered cognitive demand
significantly, we thus removed these items from our item pool. Eventually, only 47 items were included in the final
comparison between students, ChatGPT and GPT-4.

Due to privacy protection reasons, NAEP student data was restricted, and individual student performance was not
accessible to researchers, which created challenges for us in comparing ChatGPT and GPT-4 and student performance.
The available data on student performance are the average student ability scores for students who answered each
item correctly calculated using Item Response Theory by NCES, and the percentage of students (POS) that correctly
responded to individual items. Given this study is a secondary analysis and we directly employ the information provided
by NCES, assessing score validity is beyond the scope of this study.

To answer the research question (a), we compared ChatGPT and GPT-4s’ performance with the POS and estimated the
placement of ChatGPT and GPT-4 in the student population according to their ability. Specifically, if ChatGPT and
GPT-4 correctly solve the problem n, for which POS is a,,, we estimate that ChatGPT and GPT-4 are ranked as the
medium among students who correctly answer the question, and the placement is,

an/24+ (1 —ay)=1—a,/2

If ChatGPT and GPT-4 incorrectly solve the problem n, for which POS is an, we estimate that ChatGPT and GPT-4 are
ranked as the medium among students who incorrectly answer the question, and the placement is,

(1—an)/2

For example, assuming for an item, 86% of students answered it correctly. If ChatGPT answers this item correctly, we
rank ChatGPT as 1-.86/2= 57%, suggesting that ChatGPT’s performance is higher than 57% of students. If ChatGPT
fails this item, we rank ChatGPT as (1-.86)/2= 7%, suggesting that ChatGPT outperforms 7% of students.

To answer the research question (b), we conducted a crosstabulation analysis between ChatGPT and GPT-4 scores,
required average student ability scores (RASAS) and the cognitive load of items by grade level, respectively. RASAS is
the average ability of students who correctly answered the individual question, which are reported by The Nation’s
Report Card. NEAP Crosstabulation analysis is a statistical method used to analyze the relationship between two or
more categorical variables. The output of a crosstabulation is a contingency table, which presents the multivariate
frequency distribution of the categories. Each cell in the table represents a count of the number of times a particular set
of categories occurs together. By looking at the distribution of counts and/or percentages across the cells of the table,
we can gain insights into the potential relationship between the variables.

5 Results

5.1 Can ChatGPT or GPT-4 outperform humans on NAEP science assessments?

Figures 1-3 show the percentages of students in Grades 4, 8, and 12, who scored below ChatGPT or GPT4 for each item.
For some items, ChatGPT or GPT4 requests for more information were not excluded. The medians of the percentages
were 83%, 70%, and 81% for ChatGPT at Grade 4, 8, and 12, respectively, and 74%, 71%, and 81% for GPT4 at Grades
4, 8, and 12, respectively. The interquartile ranges of the percentages were 20%, 28%, and 23% for ChatGPT at Grades
4, 8, and 12, respectively, and 30%, 8%, and 21% for GPT4 at Grades 4, 8, and 12, respectively. The results suggest
that, compared with the sample of students who answered each individual item, ChatGPT and GPT4 usually perform
above the median (Note that for a few items, ChatGPT or GPT4 requested more information and did not give an answer,
so their responses were treated as missing values).

It can also be observed that ChatGPT and GPT4 performed similarly on most items. In particular, ChatGPT and GPT4
produced the same answer to 90%, 75%, and 94% of items in Grades 4, 8, and 12. For items for which either ChatGPT
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A rubber band is stretched between two nails as shown.

= =

A student plucks the rubber band, and it makes a sound.

What does the rubber band do that makes the sound?

What could the student do to make the pitch of the sound higher?

Figure 1: Explain how to produce sounds (NAEP, Science, Grade: 4, Year: 2019)

or GPT4 requested additional information, the other one that did not request additional information often produced
unsatisfactory answers.

5.2 How ChatGPT and GPT-4 perform on NAEP science assessments by cognitive demand,

compared to humans? The findings of Kendall’s 7, correlation analysis were employed to elucidate the performance of
ChatGPT and GPT-4 on NAEP science assessments compared to average students, segregated by cognitive demand
levels.

In Grade 4, there was a significant positive correlation between the Required Average Student Ability Score (RASAS)
and Cognitive Load (CL), 7, (4) = .511, p =.022, 95% CI [.153, .750]. This implies that as cognitive demand increases,
students who can correctly address the question need significantly increased average scores (or ability). Meanwhile,
both ChatGPT (ChatGPTscore: 7,(4) = -.677, p = .013, 95% CI [-.850, -.373]) and GPT-4 (GPT4score: 7, (4) = -.602,
p =.026, 95% CI [-.810, -.258]) demonstrated significant negative correlations with cognitive load, indicating that their
performance declined with increased cognitive demand. In sum, the findings suggest that for the Grade 4 assessment
tasks, 4th grade students, ChatGPT, and GPT-4 were all sensitive to cognitive load when solving the problems.

At Grade 8, the correlation between the RASAS and cognitive load (CL) was significant, 7,(8) = .600, p = .005, 95% CI
[.294, .795], suggesting that the level of cognitive demand significantly impacts the average students’ performance by
RASAS. For both GAI models, negative correlations were observed, albeit not statistically significant (ChatGPTscore:
7(8) =0, p = 1.00, 95% CI [-.407, .407]; GPT4score: 74(8) =-.417, p =.119, 95% CI [-.704, -.012].The findings
suggest that for Grade 8 assessment tasks, students’ performance was sensitive to cognitive load, while both ChatGPT
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Table 2: A Framework of Cognitive Load for Science Assessment

Increasing Cognitive Load

Task/DI One Dimension Two Dimensions Three Dimension
Doing Science N/A-a student can- Student engages in Student engages in
(TK=4) not “do” science with two dimensions to three dimensions to
only one dimension. ~ make sense of content make sense of content
and/or recognize how and/or recognize how
the scientific body is  the scientific body of
developed. knowledge is devel-
CODE: TK4D2 oped.
CODE: TK4D3
Guided Tasks Student is given some  Student is given some  Student is given some
(TK=3) guidance or scaffold- guidance or scaffold- guidance or scaffold-
ing with only a prac- ing to use two dimen- ing to use three di-
tice to complete OR  sions to complete a mensions to complete
is provided guidance task. a task.
toward supplying ap- CODE: TK3D2 CODE: TK3D3
propriate content as
an answer
Scripted Tasks Student follows a Student follows a Student follows a
(TK=2) script (outline) of a  script to work with script to work with

practice OR is told
how to use content to
solve a problem

(or is told how to use)
two dimensions to
complete a task.
CODE: TK2D2

(or is told how to use)
there dimensions to
complete a task.
CODE: TK2D3

Memorized Tasks

(TK=1)

Student repeats or
must provide defini-
tion of practices or
content

N/A-memorization
cannot be completed
where  integration
of dimensions is
required

N/A-memorization
cannot be complete
where  integration
of dimensions is
required.

Table 3: Intraclass Correlation Coefficient of The Cognitive Load Rating of the Items

Intraclass 95% Confidence Interval F Test with True Value 0
Correlation®
Lower Bound  Upper Bound  Value df, df
Single Measures 9364 761 990 44.800 5 10
Average Measures .978¢ 905 997 44.800 5 10

and GPT-4 were not. The findings suggest that for the Grade 8 assessment tasks, students were sensitive but ChatGPT,
and GPT-4 were insensitive to cognitive load when solving the problems.

In Grade 12, the RASAS and CL had a significant positive correlation, 7,(12) = .513, p =.008, 95% CI [.204, .729],
indicating an increasing RASAS for students to successfully perform on tasks with increasing cognitive demand.
Meanwhile, both GAI models again demonstrated negative correlations (ChatGPTscore: 74(12) =-.162, p = .477, 95%
CI [-.480, .194]; GPT4score: 713(12) = -.246, p = .279, 95% CI [-.545, .107]), although these were not significant. The
findings suggest that for Grade 12 assessment tasks, students’ performance was sensitive to cognitive load, while both
ChatGPT and GPT-4 were not.

In summary, these findings suggest that for each of the three grade levels, higher average student ability scores are
required on NAEP science assessments with increased cognitive demand. However, the performance of both ChatGPT
and GPT-4 might not significantly impact the same conditions, except for the lowest grade 4.

a.Estimation is based on Fisher’s r-to-z transformation. RASAS = Required Average Student Ability Score; CL = Cognitive Load.
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Figure 2: percentage of students in Grade 4 scored below ChatGPT or GPT4 for each item

Table 5: Problem-Solving Abilities of Student, ChatGPT, and GPT-4 by Cognitive Demand

Grade Level  Variables Kendall’s 73 Slgmﬁcance 95% Confidence Intervals (2 — tailed)®
(2-tailed)
Lower Upper
4 RASAS-CL bH11* 0.022 0.153 0.750
ChatGPTscore -CL  —.677* 0.013 -0.850 -0.373
GPT4sore-CL —.602* 0.026 -0.810 -0.258
8 RASAS-CL .600%** 0.005 0.294 0.795
ChatGPTscore-CL 0 1 -0.407 0.407
GPT4sore-CL -0.417 0.119 -0.704 -0.012
12 RASAS-CL S513%* 0.008 0.204 0.729
ChatGPTscore -CL  -0.162 0.477 -0.480 0.194
GPT4sore-CL -0.246 0.279 -0.545 0.107

6 Conclusions and Discussion

This study found that both ChatGPT and GPT-4 consistently outperformed the majority of students who answered each individual
item in the NAEP science assessments. Additionally, ChatGPT and GPT-4 demonstrated a high degree of consistency in their
performance. They produced the same answer for a significant proportion of the items across Grades 4, 8, and 12, with percentages
of agreement reaching 90%, 75%, and 94%, respectively. This similarity indicates that both models have a comparable level
of accuracy and understanding when it comes to answering science-related questions. The research findings indicate that as the
cognitive demand of NAEP science assessments increases, higher average student ability scores are required to correctly address the
questions. This pattern was observed for Grade 4, Grade 8, and Grade 12 students respectively. However, neither ChatGPT nor
GPT-4 demonstrated a significant correlation with cognitive load except for grade 4, indicating that their performance is not sensitive
to cognitive demand. We suspect that the inconsistent performance of ChatGPT and GPT between grade 4 and grades 8 and 12 may
be due to the small number of items. This finding suggests that for higher-grade level problem-solving, ChatGPT and GPT-4 may
overcome the challenges brought by the increasing cognitive demands. The findings of this study have significant implications for
educational practices and the role of GAI in assessments.
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Figure 3: percentage of students in Grade 8 scored below ChatGPT or GPT4 for each item

The consistent outperformance of both ChatGPT and GPT-4 compared to most students in the NAEP science assessments underscores
the potential of GAI models to enhance educational outcomes and adds to the concern of misuse of LLMs in educational settings.
These models demonstrate a high level of accuracy and understanding in addressing science-related questions, surpassing the
performance levels of many students. The findings are consistent with prior research showing that ChatGPT and GPT-4 models
possess high-order thinking and common-sense problem-solving ability (Bang et al., 2023; Bian et al., 2023). Given that NAEP
represents the current education outcomes of the US across elementary to secondary schools, the findings are substantial and have
amplified generalizability power, thus adding to the literature of GAI’s ability in scientific problem-solving. On the one hand, scholars
are increasingly recognizing the capacity of GAI, particularly in the realm of artificial generative intelligence, as a transformative
force in educational and learning contexts (Latif et al., 2023); this progress concurrently amplifies apprehensions regarding the
potential misapplication of Large Language Models, including their use in outsourcing and related areas (Stokel-Walker, 2022).

The finding that ChatGPT and GPT-4 outperform students in solving science problems but are not sensitive to the cognitive demand
required by these problems can be attributed to several potential reasons, with corresponding implications for education. One possible
reason is that GAI models like ChatGPT and GPT-4 excel in pattern recognition and information retrieval (OpenAl, 2022). They are
trained on extensive datasets and have access to vast amounts of information, allowing them to generate accurate responses. Their
lack of sensitivity to cognitive demand demonstrates’ GAI’s potential to overcome the working memory that humans suffer when
using higher-order thinking required by the problems.

The results of this study carry significant implications for the evolution of assessment practices within educational paradigms.
Initially, there is an imperative for educators to overhaul traditional assessment practices (Zhai & Wiebe, 2023). This reform is
essential to ensure that these evaluations more accurately align with the evolving demands of skills and knowledge essential for
student success in future societal contexts. The omnipresence of GAI in students’ lives indicates a shift away from emphasizing
rote factual knowledge and basic skills, which are less pertinent in an era where such information is readily accessible through GAI
technologies (Latif et al., 2023). Subsequently, given the noted insensitivity of GAI to cognitive load and its potential role as a tool in
students’ future professional endeavors, it becomes crucial to recalibrate educational assessments. The focus of these assessments
should pivot away from solely measuring cognitive intensity to a greater emphasis on creativity and the application of knowledge
in novel contexts. This shift recognizes the growing importance of innovative thinking and problem-solving skills in a landscape
increasingly influenced by advanced GAI technologies.

Consequently, education objectives should shift to nurturing critical thinking, problem-solving, creativity, and other cognitive abilities
that GAI models may struggle to replicate. The finding underscores the need to strike a balance between utilizing GAI models and
fostering human cognitive abilities. While GAI models can provide valuable assistance, they should not replace the development of
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Figure 4: percentage of students in Grade 12 scored below ChatGPT or GPT4 for each item

higher-order cognitive abilities, encouraging students to think critically, analyze information, and apply knowledge to novel situations.
For example, by focusing on inquiry-based instruction, students can actively explore scientific problems, develop hypotheses, conduct
experiments, and analyze results. This process cultivates cognitive skills and ensures that students are not solely reliant on GAI
models for problem-solving; instead, GAI can be an assistant to investigate science problems (Herdiska & Zhai, 2023).

Education stakeholders should consider students’ development of metacognitive skills and ethical considerations related to GAI
technology. Students should be equipped with the ability to critically evaluate and interpret the outputs of GAI models, understand
their limitations and biases, and make informed decisions when using GAI tools. The capacity of ChatGPT and GPT-4 in this study
empowers education to consider how to guide students in appropriate and ethical uses of GAI. Ethical awareness, including issues
such as data privacy, algorithmic bias, and the impact of GAI on society, should also be integrated into education objectives.

The capacity of GAI demonstrated in this study also indicates a significant shift, presenting challenges for which many educators
are currently unprepared. This lack of preparedness among teaching professionals is a critical issue as they confront the task
of integrating GAI into educational settings and guiding students in appropriate use of GAIL such as ChatGPT in education. To
effectively navigate this transition, it is imperative for the educational system to offer comprehensive professional development
opportunities. Such initiatives should aim to equip teachers with the necessary skills and knowledge, enabling them to guide students
in harnessing the capabilities of GAI effectively and ethically. This approach is essential for educators to not only adapt to but also
optimally exploit the transformative potential of GAI in educational contexts.

Limitations

Despite the success of ChatGPT and GPT-4 on NAEP tasks, it is crucial to recognize the limitations of these models, such as their
dependence on provided information and the need for additional context. Further research is needed to explore the full potential of
GAl in education and ensure its ethical and effective implementation for the benefit of students and educators alike. Furthermore, it
is important to note that when either ChatGPT or GPT-4 requested additional information for certain items, the model that did not
request additional information often produced unsatisfactory answers. This finding suggests that these models heavily rely on the
information provided to generate accurate responses. Consequently, the lack of additional context can significantly impact the quality
of their answers, which aligns with prior research (Lee & Zhai, 2023).

In addition, due to privacy protection reasons, NAEP student data was restricted, and individual student performance was not
accessible to researchers, which created challenges for us in comparing ChatGPT and GPT-4 and student performance. The available
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data on student performance are the average student ability scores for students who answer each item correctly calculated using Item
Response Theory, and the percentage of students that correctly responded to individual items. Future research should compare the
individual students’ performance with large language models to better understand their difference and potentials. Further research is
also needed to examine the inconsistent performance of ChatGPT and GPT between grade 4 and grades 8 and 12.
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