
Received: November 1, 2023. Revised: May 2, 2024. Accepted: May 28, 2024

© The Author(s) 2024. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution
NonCommercial-NoDerivs licence (http://creativecommons.org/licenses/by-nc-nd/4.0/), which permits non-commercial
reproduction and distribution of the work, in any medium, provided the original work is not altered or transformed in
any way, and that the work properly cited. For commercial re-use, please contact journals.permissions@oup.com

International Mathematics Research Notices, 2024, 2024(15), 11488–11512

https://doi.org/10.1093/imrn/rnae134
Advance access publication date 21 June 2024

Article

On the Local Fourier Uniformity Problem
for Small Sets
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3École Polytechnique Fédérale de Lausanne (EPFL), Lausanne, Vaud, Switzerland
4Department of Mathematics and Statistics, University of Turku, 20014 Turku, Finland
*Correspondence to be sent to: e-mail: joni.p.teravainen@gmail.com
Communicated by Zeev Rudnick

We consider vanishing properties of exponential sums of the Liouville function λ of the form

lim
H→∞ limsup

X→∞
1

logX

∑
m≤X

1
m

sup
α∈C

∣∣∣∣ 1H
∑
h≤H

λ(m + h)e2π ihα

∣∣∣∣ = 0,

where C ⊂ T. The case C = T corresponds to the local 1-Fourier uniformity conjecture of Tao, a central
open problem in the study ofmultiplicative functionswith far-reaching number-theoretic applications.
We show that the above holds for any closed set C ⊂ T of zero Lebesgue measure. Moreover, we prove
that extending this to any set C with non-empty interior is equivalent to the C = T case, which shows
that our results are essentially optimal without resolving the full conjecture. We also consider higher-
order variants. We prove that if the linear phase e2π ihα is replaced by a polynomial phase e2π ihtα for
t ≥ 2 then the statement remains true for any set C of upper box-counting dimension < 1/t. The
statement also remains true if the supremum over linear phases is replaced with a supremum over
all nilsequences coming form a compact countable ergodic subsets of any t-step nilpotent Lie group.
Furthermore, we discuss the unweighted version of the local 1-Fourier uniformity problem, showing
its validity for a class of “rigid” sets (of full Hausdorff dimension) and proving a density result for all
closed subsets of zero Lebesgue measure.

1 Introduction
The aim of this paper is to establish new results concerning the local t-Fourier uniformity conjecture
over sets ofmeasure zero resulting from recent progress in our understanding of the Chowla and Sarnak
conjectures. Throughout, let λ(n) = (−1)�(n) denote the Liouville function, where �(n) is the number of
prime divisors of n (counted with multiplicities).

1.1 Local t-Fourier uniformity
A t-step nilmanifold is a quotient space G/�, where G is a t-step nilpotent Lie group and � is a
discrete cocompact subgroup of G. For technical reasons, we assume throughout this work that every
nilpotent Lie group under consideration is either connected or spanned by the connected component
of the identity element and finitely many other group elements. (This, or similar, restrictions on G are
a standard convention when studying nilsystems in ergodic theory and encompasses most relevant
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examples; see [17, Subsection 2.1] or [10, p. 155] together with Appendix B.) For f : N → C, we write

Em≤Mf (m) = 1
M

∑
m≤M

f (m) and E
log
m≤Mf (m) = 1

logM

∑
m≤M

f (m)

m

for the Cesàro and logarithmic averages of f , respectively. The local t-Fourier uniformity conjecture of
Tao states the following.

Conjecture 1 [29, Conjecture 1.7]. Let t ∈ N. For each t-step nilmanifold G/� and any f ∈ C(G/�),
we have

lim
H→∞

limsup
M→∞

Em≤M sup
g∈G

∣∣∣Eh≤Hλ(m + h)f (gh�)

∣∣∣ = 0 (1.1)

or, for the logarithmic averages,

lim
H→∞

limsup
M→∞

E
log
m≤M sup

g∈G

∣∣∣Eh≤Hλ(m + h)f (gh�)

∣∣∣ = 0. (1.2)

(We remark that Tao’s original formulation of the conjecture assumes G to be connected and simply
connected and f to be Lipschitz continuous. The restriction on f can be relaxed since the space of
Lipschitz functions on G/� is dense in the space of continuous functions by the Stone–Weierstrass
theorem.Concerning the restriction onG, it follows from Proposition B.1 that Conjecture 1 for connected
and simply connected G is equivalent to our formulation.) As shown by Tao [29, Theorem 1.8], the
validity of the logarithmic local t-Fourier uniformity conjecture (1.2) for all t ≥ 1 is equivalent to two
important conjectures in multiplicative number theory, namely the logarithmic Chowla conjecture
on autocorrelations of the Liouville function and the logarithmically averaged version of Sarnak’s
Möbius orthogonality conjecture. We recall that the logarithmically averaged Chowla conjecture is the
statement that for any k ∈ N and any natural numbers h1 < . . . < hk, we have

lim
M→∞

E
log
m≤Mλ(m + h1) · · · λ(m + hk) = 0. (1.3)

The logarithmically averaged Sarnak conjecture in turn is the statement that for any deterministic
sequence a : N → C, we have

lim
M→∞

E
log
m≤Mλ(m)a(m) = 0.

See, for example, the survey [5] for a discussion of these conjectures and for some of the progress
made towards them.

1.2 Local 1-Fourier uniformity for small sets
The local t-Fourier uniformity problem is still open, and even the case t = 1 seems to be out of reach
using present techniques. By Fourier expansion, the local 1-Fourier uniformity problem is equivalent to

lim
H→∞

limsup
M→∞

Em≤M sup
α∈T

∣∣Eh≤Hλ(m + h)e(hα)
∣∣ = 0, (1.4)

where we use the standard notation e(t) = e2π it for t ∈ R. This was proved in the regime H ≥ Mε for any
fixed ε > 0 in [20], and improved to H ≥ exp((logM)θ ) for any fixed θ > 5/8 in [22], and very recently
further to H ≥ exp(C(logM)1/2(log logM)1/2) for some C > 0 in [32].

Until a few years ago, (1.4) was known to hold only in the case when the supremum in α is taken
over a finite set, which follows from the work of Matomäki–Radziwiłł–Tao [21]. McNamara [23] was the
first to improve on this result in the logarithmic case by showing that for all (closed; by continuity,
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11490 | A. Kanigowski et al.

the problem of taking supC is the same as taking supC, so all the results in the paper are about closed
subsets) sets C ⊂ T of box-counting dimension < 1, we have

lim
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C

∣∣Eh≤Hλ(m + h)e(hα)
∣∣ = 0. (1.5)

McNamara also gave an example of C satisfying (1.5) and of full Hausdorff dimension. A larger class
of C satisfying (1.5) was provided by Huang–Xu–Ye [11] by considering the class of closed subsets whose
packing dimension is < 1. Additionally, they provided the first example of an infinite, closed, and
uncountable subset C of T for which the non-logarithmic version of (1.5) holds. More precisely, they
showed

lim
H→∞

limsup
M→∞

Em≤M sup
α∈C

∣∣Eh≤Hλ(m + h)e(hα)
∣∣ = 0, (1.6)

for all sets C of packing dimension 0. We note that all sets considered in [11] and [23] are closed with
zero Lebesgue measure.

Our first result is the following.

Corollary 1.1. For each closed C ⊂ T with Leb(C) = 0, the logarithmic local 1-Fourier uniformity
(1.5) holds.

We also show (in Section 4) that the restriction to sets of measure zero in Corollary 1.1 is crucial,
as relaxing this condition somewhat would lead to a resolution of the full logarithmic local 1-Fourier
uniformity conjecture.

Theorem 1.2. Suppose that there exists a set C ⊂ T with non-empty interior such that the
logarithmic local 1-Fourier uniformity (1.5) holds for C. Then the same holds for C = T.

We will also show in Theorem 4.1 below that a slight extension of Corollary 1.1 (allowing Dirichlet
character twists, which we can handle with the same argument) cannot be extended to any positive
measure set without settling the logarithmic local 1-Fourier uniformity conjecture in full.

Corollary 1.1 is a special case of Theorem 1.3 below which deals with Cesàro averages instead
of logarithmic averages. To state this theorem, we introduce the following notation. For a set M =
{M1,M2,M3, . . .} ⊂ N with M1 < M2 < M3 < . . . and a function f : M → C, write

limsup
M∈M
M→∞

f (M) = limsup
i→∞

f (Mi) and lim
M∈M
M→∞

f (M) = lim
i→∞

f (Mi),

where the latter is only defined when the limit on the right-hand side exists.

Theorem1.3. There exists a setM ⊂ N of logarithmic density 1 such that the following holds. (The
logarithmic density δ(M) of a set M ⊂ N is limM→∞ E

log
m≤M�M(m) when this limit exists.) Let

C ⊂ T be any closed set with Leb(C) = 0. Then we have

lim
H→∞

limsup
M∈M
M→∞

Em≤M sup
α∈C

∣∣∣Em≤h<m+Hλ(h)e(hα)

∣∣∣ = 0. (1.7)

Corollary 1.1 follows from Theorem 1.3 by partial summation. (Indeed, by partial summation, for any
bounded sequence a : N → R, we have

limsup
M→∞

1
logM

∑
m≤M

a(m)

m
= limsup

M→∞
1

logM

∑
k≤M

k−2
∑
m≤k

a(m).
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The claim follows by applying this with a(m) being the sequence inside the averaging operator in
(1.7).) To obtain the Cesàro statement (1.6), we need to put some further restrictions on C.

Theorem 1.4. Assume that C ⊂ T is a closed set for which there is a sequence (qn) of natural
numbers such that

lim
n→∞ ‖qnα‖ = 0 for eachα ∈ C (1.8)

and

(qn) has bounded prime volume, that is,sup
n

∑
p∈P
p|qn

1
p

< +∞. (1.9)

(Given t ∈ R, ‖t‖ stands for the distance of t to the nearest integer(s).) Then (1.6) holds.

We will show in Appendix C that there exist sets C ⊂ T of full Hausdorff dimension satisfying (1.8)
and (1.9).

1.3 Local polynomial t-Fourier uniformity for small sets
We now consider the t ≥ 2 case of Conjecture 1, with the supremum over g being taken over a sparse
set. An important special case is that when G/� is isomorphic to a torus T

d, d ∈ N; then, by Fourier
expansion, the claim is equivalent to

lim
H→∞

limsup
M→∞

Em≤M sup
deg(P)≤t

∣∣Eh≤Hλ(m + h)e(P(h))
∣∣ = 0, (1.10)

where the supremum is over polynomials P(X) ∈ R[X] of degree atmost t. See [22] for a result establishing
this in the regime H ≥ exp((logM)θ ), for any fixed θ > 5/8. Less is known in the case t ≥ 2 compared to
the t = 1 case about statements of the form

lim
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C

∣∣Eh≤Hλ(m + h)e(αht)
∣∣ = 0. (1.11)

To our knowledge, the only previous result here is the case where C is finite; this follows from [1,
Theorem 5]. We can improve on this by showing that any closed set C of box-counting dimension < 1/t
has this property. Recall that the upper box-counting dimension of a set C ⊂ T is defined as the infimum
over all s ≥ 0 such that

limsup
J→∞

min{k ≥ 1: C can be covered by k intervals of length ≤ 1/J}
Js

= 0.

The lower box-counting dimension of C is defined similarly with lim inf in place of limsup, but we
will not make use of this notion.

Theorem 1.5. Let t ≥ 2. There exists a setM ⊂ N of logarithmic density 1 such that for any closed
C ⊂ T of upper box-counting dimension < 1/t, we have

lim
H→∞

limsup
M∈M
M→∞

∼ Em≤M sup
α∈C

∣∣Eh≤Hλ(m + h)e(αht)
∣∣ = 0. (1.12)

Again by partial summation, we can also obtain a version of (1.12), where we use limsupM→∞ and a
logarithmic average E

log
m≤M.
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1.4 A stronger local t-Fourier uniformity problem
Wenow turn to the case of general nilpotent Lie groupsG. Togetherwith (1.1) and (1.2),we could consider
their stronger and more symmetric versions:

lim
H→∞

limsup
M→∞

Em≤M sup
g,g′∈G

∣∣Eh≤Hλ(m + h)f (gm+hg′�)
∣∣ = 0 (1.13)

and

lim
H→∞

limsup
M→∞

E
log
m≤M sup

g,g′∈G

∣∣Eh≤Hλ(m + h)f (gm+hg′�)
∣∣ = 0 (1.14)

for all f ∈ C(G/�). See [22] for a result proving this in the regime M ≥ Hε with ε > 0 fixed. (By [22,
Theorem 4.3] and the non-pretentiousness of the Liouville function ([21, (1.12)]), for any ε > 0 one has
Em≤M supg |Eh≤Hλ(m + h)f (g(m + h)�)| = oM→∞(1) in the regime M ≥ Hε , where the supremum is over
all polynomial sequences g : Z → G. Specializing to polynomial sequences of the form n �→ gng′ with
g, g′ ∈ G, we get a similar supremum as in (1.13).) These symmetric versions have rather neat dynamical
reformulations (see the strong LOMO property below), and in the case t = 1 they are equivalent to (1.1)
and (1.2), respectively, as it is enough to consider f being a character ofG/�.Moreover, by Tao’s work [29],
the statement (1.2) implies the logarithmic Chowla conjecture (1.3), and also (1.3) implies (1.14), so (1.2)
and (1.14) turn out to be equivalent. (The implication from (1.2) to (1.3) follows from [29, Theorem 1.8
and Remark 1.9]. For the implication from (1.3) to (1.14), note that the proof in [29] that the logarithmic
Chowla conjecture (1.3) implies (1.2) works equally well to show that (1.3) implies (1.14) (or even a more
general version in which gm+hg′ is replaced with g(m + h), where g(·) is any polynomial sequence from
Z to G).)

Despite the equivalence of (1.2) and (1.14), for t ≥ 2 partial progress on (1.14) with the supremum
over a small set is harder to obtain than for (1.2). This is already seen in the case of abelian G, where we
are now interested in sets C ⊂ T for which we can show

lim
H→∞

limsup
M→∞

E
log
m≤M sup

P(n)=αnt+Q(n)
α∈C,deg(Q)≤t−1

∣∣Em≤h<m+Hλ(h)e(P(h))
∣∣ = 0. (1.15)

For this problem, one can show (see Subsection 6.1) that if (1.15) holds for some infinite, closed C
containing a rational number, then (1.15) holds with t − 1 in place of t for the full set C = T. Hence,
we cannot hope to be able to show (1.15) for very “large” infinite sets (in particular those that contain
at least one rational number). On the other hand, whenever C is countably infinite and contains no
rational numbers, we are able to prove (1.15). In fact (1.15) for such C is a straightforward consequence
of the following theorem:

Theorem 1.6. Let t ∈ N. Let G/� be a t-step nilmanifold and let f ∈ C(G/�). For each countable
compact subset C ⊂ G for which for all g ∈ C the nil-rotation g′� �→ gg′� is ergodic,

lim
H→∞

limsup
M→∞

E
log
m≤M sup

g∈C,g′∈G

∣∣∣Eh≤Hλ(m + h)f (gm+hg′�)

∣∣∣ = 0. (1.16)

(We recall Leibman’s condition (Thm. 2.17 in [17]): If G is generated by its connected component
G◦ and g, then the translation by g on G/� is ergodic if and only if it is ergodic on the torus
G/([G,G]�).) In particular, the local t-Fourier uniformity holds on C.

As a corollary, we get that (1.15) holds for sets C as in the above theorem.
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Corollary 1.7. Let t ≥ 2. For each countable, closed subset C ⊂ T of irrational numbers, we have

lim
H→∞

limsup
M→∞

E
log
m≤M sup

P(n)=αnt+Q(n)
α∈C,deg(Q)≤t−1

∣∣∣Eh≤Hλ(m + h)e(P(m + h))

∣∣∣ = 0. (1.17)

1.5 A dynamical interpretation and the strong LOMO property
In order to see the relationship of the stronger local t-Fourier uniformity statements (1.13), (1.14)
with dynamics, more precisely with Sarnak’s conjecture [26], recall first the concept of strong LOMO
(acronym of “Liouville orthogonality of moving orbits”; or logarithmic strong LOMO) introduced and
studied in [1], [2], [9], and [13]. Given a homeomorphism T of a compact metric space X, we say that it
satisfies the strong LOMO property if for all increasing sequences (bk) ⊂ N with density d({bk : k ≥ 1}) =
0, all sequences (xk) ⊂ X and all f ∈ C(X), we have

lim
K→∞

1
bK

∑
k<K

∣∣∣ ∑
bk≤n<bk+1

f (Tnxk)λ(n)

∣∣∣ = 0 (1.18)

or in its logarithmic form (here we assume that δ({bk : k ≥ 1}) = 0)

lim
K→∞

1
log bK

∑
k<K

∣∣∣ ∑
bk≤n<bk+1

1
n
f (Tnxk)λ(n)

∣∣∣ = 0. (1.19)

(The density of A ⊂ N is defined as d(A) = limM→∞ Em≤M�A(m) (when this exists).) Even
though the strong LOMO property looks much stronger than the Liouville orthogonality, that is,
limN→∞ En≤Nf (Tnx)λ(n) = 0 for all f ∈ C(X) and x ∈ X, Sarnak’s conjecture (predicting the Liouville
orthogonality of all zero topological entropy dynamical systems (X,T)) is equivalent to the strong
LOMO property for the class of zero topological entropy systems [2].

In order to see the relationship between (1.13) and the strong LOMO property (1.18), we consider the
homeomorphism T : G × G/� → G × G/� given by

T : (g, g′�) �→ (g, gg′�). (1.20)

Then (1.13) can be read as (remembering that f ∈ C(G/�))

lim
H→∞

limsup
M→∞

Em≤M sup
g,g′∈G

∣∣∣Eh≤Hλ(m + h)f ◦ Tm+h(g, g′�)

∣∣∣ = 0 (1.21)

while (1.18) can be read as

lim
K→∞

1
bK

∑
k<K

sup
g,g′∈G

∣∣∣ ∑
bk≤n<bk+1

λ(n)f ◦ Tn(g, g′�)

∣∣∣ = 0 (1.22)

(see, e.g., [9]). Now, the equivalence of (1.21) and (1.22) follows from the following simple lemma.

Lemma 1.8. Let B be a normed space, and let (zn) ⊂ B be bounded. Then

lim
H→∞

limsup
M→∞

Em≤M

∥∥∥Eh≤Hzm+h

∥∥∥ = 0 (1.23)

if and only if for each increasing sequence (bk) ⊂ N with d({bk : k ≥ 1}) = 0, we have

lim
K→∞

1
bK

∑
k<K

∥∥∥ ∑
bk≤n<bk+1

zn
∥∥∥ = 0. (1.24)
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An analogous result holds for logarithmic averages (with the logarithmic density δ in place of the
density d).

It follows that the stronger local t-Fourier uniformity problem (1.13) is equivalent to the strong LOMO
property of the homeomorphisms of the form (1.20) and similarly with logarithmic averages (cf. [13]).
(The space G × G/� is locally compact but need not be compact. However, the problem of Liouville
orthogonality (or of LOMO) of T can still be studied here since we have a lot of probability T-invariant
measures: each such measure can be disintegrated over its projection on the first coordinate and the
conditional (probability) measures are invariant under fiber nil-rotations. Since the latter are of zero
entropy, in particular, it is natural to consider T as a zero entropy homeomorphism of G × G/�. In
particular, the Liouville orthogonality (or LOMO) can be studied for special continuous observables, for
example, for the continuous functions depending only on the second coordinate. Of course, the problem
of non-compactness disappears if we take C ⊂ G a compact subset and consider the relevant restriction
of T. The problem is also irrelevant in abelian case, as we can simply consider T as defined on G/�×G/�:
T(g�, g′�) = (g�, gg′�).) Hence, Sarnak’s conjecture implies the local t-Fourier uniformity for each t ≥ 1.
Although Lemma 1.8 is practically proved in [1], [13], and [15], for the sake of completeness we will
provide a proof in Appendix A.

1.6 Strategy of the proofs
1.6.1 Proof of Theorems 1.3 and 1.5
The proofs of Theorems 1.3 and 1.5 are number-theoretic in nature. For the proof of Theorem 1.3, we
use the union bound, the second moment method and the density version of the two-point Chowla
conjecture, proved in [31]. When combined with the fact that e((α − β)h) = 1 + O(h|α − β|), we prove
the result for all sets C that can be covered by o(J) intervals of length 1/J as J → ∞. A relatively short
measure-theoretic argument shows that this property holds for all closed C of Lebesgue measure 0. For
the proof of Theorem 1.5, we use largely the same strategy. The main difference is that for t ≥ 2 we have
e((α−β)ht) = 1+O(ht|α−β|), so we can only obtain the desired conclusion for sets C that can be covered
by o(J1/t) intervals of length 1/J as J → ∞.

1.6.2 Proofs of Theorems 1.4 and 1.6
The proofs of Theorems 1.4 and 1.6 are dynamical; we prove these results by showing that the strong
LOMO or logarithmic strong LOMO holds for certain systems; see [6], [11], [14], and [28] for some other
systems for which this property has been shown (see also Corollary 3.25 in [5]). The scheme of proofs
of our results is as follows:

• Take a class of topological systems for which we know that the (logarithmic) Liouville orthogonality
holds.

• Prove that in fact all the systems of this class satisfy the (logarithmic) strong LOMO property.
• For Theorem 1.6, we use the class A1 of those zero entropy topological systems for which the set of

ergodic measures is countable, relying on a celebrated theorem of Frantzikinakis and Host [6]. For
Theorem 1.4, we use the class A2 of systems whose all invariant measures yield measure-theoretic
systems that are (qn)-rigid, relying on a result from [14]. Lastly, we give an alternative proof of
Corollary 1.1 by considering the class A3 of systems whose invariant measures yield measure-
theoretic systems with singular spectra, relying on a dynamical interpretation of Tao’s two-point
logarithmic Chowla result [28], given in Corollary 3.25 in the survey [5].

In Appendix A, we give the proof of Lemma 1.8, in Appendix B we show that results of a certain type
can be extended from connected, simply connected Lie groups to more general Lie groups (which is
needed for the proof of Theorem 1.6), and in Appendix C, we show a general construction of subsets
C ⊂ T of full Hausdorff dimension for which (1.6) is satisfied.

2 Proof of Theorem 1.3
2.1 Lemmas for Theorem 1.3
We start with two-point Chowla, with Cesàro averages at almost all scales.
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Lemma 2.1. There exists a set M ⊂ N with δ(M) = 1 such that the following holds. For any
integer h 
= 0,

lim
M∈M
M→∞

Em≤Mλ(m)λ(m + h) = 0.

Proof. This is [31, Corollary 1.13(ii)] with g1 = g2 = λ. �

Lemma 2.1 quickly implies the following lemma about the frequency of large values of the sum∑
h≤H λ(m + h)e(αhs). We use A � B to denote that |A| ≤ CB for some absolute constant C.

Lemma 2.2. There exists a set M ⊂ N with δ(M) = 1 such that for any ε > 0 and H ≥ 1,

limsup
M∈M
M→∞

∼ sup
‖a‖∞≤1

∼ 1
M

∣∣∣∣∣∣
⎧⎨
⎩m ∈ [1,M] ∩ N :

∣∣∣∣∣∣
1
H

∑
h≤H

λ(m + h)a(h)

∣∣∣∣∣∣ ≥ ε

⎫⎬
⎭
∣∣∣∣∣∣ � ε−2

H
,

where the supremum is taken over all sequences a : N → C with ‖a‖∞ = supn∈N |a(n)| ≤ 1.

Proof. Let M be as in Lemma 2.1. Let Sa,M be the set whose cardinality we are interested in. By
Chebyshev’s inequality and the fact that the number of h1,h2 ≤ H with h2 − h1 = h is max{H− |h|, 0}, we
obtain

|Sa,M|
M

≤ (εH)−2
Em≤M

∣∣∣∣∣∣
∑
h≤H

λ(m + h)a(h)

∣∣∣∣∣∣ 2

= (εH)−2
∑

h1,h2≤H

Em≤Mλ(m + h1)λ(m + h2)a(h1)a(h2)

≤ (εH)−2
∑

h1,h2≤H

∣∣∣∣Em≤Mλ(m)λ(m + h2 − h1)
∣∣∣∣ + ε−2H

M

= (εH)−2
∑
|h|≤H

(H − |h|)
∣∣∣∣Em≤Mλ(m)λ(m + h)

∣∣∣∣ + ε−2H
M

.

The contribution of the terms h 
= 0 is, by Lemma 2.1,� H−100 (say) as soon asM ∈ M is large enough
in terms of H. The contribution of the term h = 0 in turn is � ε−2/H. Hence, we conclude that

limsup
M∈M
M→∞

∼ sup
‖a‖∞≤1

∼ |Sα,M|/M � ε−2/H,

as desired. �

2.2 Reduction from zero measure to covering numbers
In this subsection, we show that C being closed and of measure zero implies a condition that is easier
to work with in our proof of Theorem 1.3. In fact, we prove this in a slightly more general form for sets
that are allowed to have positive measure (we thank the referee for pointing out this generalization).
For a set C ⊂ R, let Nr(C) be the least number of closed intervals of length r whose union covers C.

Lemma 2.3. Let C ⊂ [0, 1] be a closed set. Then,

limsup
r→0

rNr(C) ≤ Leb(C).
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Proof. This is somewhat similar to [27, Lemma 6.6]. Let ε > 0. By the definition of the Lebesguemeasure,
there is an open set U such that C ⊂ U and Leb(U) ≤ Leb(C) + ε. By compactness, we can assume that
U is a union of finitely many intervals I1, . . . , IK for some natural number K. Removing any overlapping
parts of the intervals Ij (and possibly adding some singleton intervals), we may also assume that the Ij
are disjoint. Note that each Ij satisfies limr→0 rNr(Ij) = Leb(Ij). Hence,

limsup
r→0

rNr(C) ≤
K∑
j=1

limsup
r→0

rNr(Ij) =
K∑
j=1

Leb(Ij) ≤ Leb(C) + ε.

Letting ε → 0, the claim follows. �

2.3 Proof of Theorem 2.4
We will in fact prove the following more general theorem from which Theorem 1.3 is an immediate
consequence.

Theorem 2.4. There exists a set M ⊂ N of logarithmic density 1 such that the following holds.
Let C ⊂ T be any closed set. Then we have

lim
H→∞

limsup
M∈M
M→∞

Em≤M sup
α∈C

∣∣∣Em≤h<m+Hλ(h)e(hα)

∣∣∣ � Leb(C)1/4.

Proof. Let M ⊂ N with δ(M) = 1 be as in Lemma 2.2. Write ε = Leb(C) ∈ [0, 1]. Then by Lemma 2.3 for
every H large enough in terms of ε there exist some J = JH ≤ 2ε3/4H and α1, . . . ,αJ ∈ R (depending on H)
such that

C ⊂
⋃
j≤J

[
αj,αj + ε1/4

H

]
.

Using e(β) = 1 + O(|β|), it follows that

sup
α∈C

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αh)

∣∣∣∣∣∣ ≤ max
j≤J

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αjh)

∣∣∣∣∣∣ + O(ε1/4H).

Dividing both sides by H and considering the values of

sup
α∈C

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αh)

∣∣∣∣∣∣
smaller than K0ε

1/4H (and greater than this number), for K0 a large absolute constant and for ε > 0 small
enough, we obtain

limsup
M∈M
M→∞

Em≤M sup
α∈C

∣∣∣ 1
H

∑
h≤H

λ(m + h)e(αh)

∣∣∣

≤K0ε
1/4 + limsup

M∈M
M→∞

1
M

∣∣∣∣∣∣
⎧⎨
⎩m ≤ M : max

j≤J

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αjh)

∣∣∣∣∣∣ ≥ ε1/4H

⎫⎬
⎭
∣∣∣∣∣∣

≤K0ε
1/4 +

∑
j≤J

limsup
M∈M
M→∞

1
M

∣∣∣∣∣∣
⎧⎨
⎩m ≤ M :

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αjh)

∣∣∣∣∣∣ ≥ ε1/4H

⎫⎬
⎭
∣∣∣∣∣∣ .
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By Lemma 2.2, this is

≤ K0ε
1/4 + O(ε−1/2J/H) � ε1/4,

recalling that J ≤ 2ε3/4H. This completes the proof. �

3 Proof of Theorem 1.5
Proof of Theorem 1.5. Let M ⊂ N with δ(M) = 1 be as guaranteed by Lemma 2.2. We must show that
for any ε > 0 and for any C ⊂ [0, 1] of upper box-counting dimension < 1/t, we have

limsup
H→∞

limsup
M∈M
M→∞

Em≤M sup
α∈C

∣∣∣∣ 1H
∑
h≤H

λ(m + h)e(αht)
∣∣∣∣ ≤ ε. (3.1)

Since C has upper box-counting dimension < 1/t, for any large enough H there is some J ≤ ε4H and
some α1, . . . ,αJ ∈ R such that we have

C ⊂
⋃
j≤J

[
αj,αj + ε2

Ht

]
.

Note that since e(β) = 1 + O(|β|) we have

sup
α∈C

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αht)

∣∣∣∣∣∣ ≤ max
j≤J

∣∣∣∣∣∣
∑
h≤H

λ(m + h)e(αjh
t)

∣∣∣∣∣∣ + O(ε2H).

If we let

Sα =
⎧⎨
⎩m ∈ N :

∣∣∣∣∣∣
1
H

∑
h≤H

λ(m + h)e(αht)

∣∣∣∣∣∣ ≥ ε

2

⎫⎬
⎭

then, for ε > 0 small enough and H sufficiently large, by the union bound, we have

limsup
M∈M
M→∞

Em≤M sup
α∈C

∣∣∣∣∣∣
1
H

∑
h≤H

λ(m + h)e(αht)

∣∣∣∣∣∣
≤ limsup

M∈M
M→∞

Em≤M max
j≤J

∣∣∣∣∣∣
1
H

∑
h≤H

λ(m + h)e(αjh
t)

∣∣∣∣∣∣ + O(ε2)

≤ ε

2
+ limsup

M∈M
M→∞

Em≤M max
j≤J

1Sαj
(m) + O(ε2H)

≤ ε

2
+

∑
j≤J

(
limsup

M∈M
M→∞

Em≤M1Sαj
(m)

)
.

Applying Lemma 2.2 with a(h) = e(αjht), this is

≤ ε

2
+ O

(
ε−2 J

H

)
≤ ε

for ε > 0 small enough, recalling that J ≤ ε4H. �
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4 Optimality of Results
In this section, we prove two theorems showing that our results on the logarithmic local 1-Fourier
uniformity problem cannot be extended much without settling the full conjecture. One of them is
Theorem 1.2, stated in the introduction. The other one is the following implication.

Theorem 4.1. Suppose that there is a measurable set C ⊂ T of positive Lebesgue measure such
that for all Dirichlet characters χ we have

limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C
|Eh≤Hλ(m + h)χ(m + h)e(hα)| = 0. (4.1)

Then the logarithmic local 1-Fourier uniformity conjecture holds.

Morally speaking, the assumption (4.1) is not much stronger than the case χ = 1 (for example, the
proof of Corollary 1.1 carries through with a character twist), although we cannot prove a rigorous
implication from the case χ = 1 to the general case.

4.1 Proof of Theorem 4.1
In this subsection, we prove Theorem 4.1.

Proof of Theorem 4.1. We first claim that under the assumption of the theorem we have

limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C
|Eh≤Hλ(m + h)e(hα)1h≡a(modr)| = 0 (4.2)

for any integers a, r ≥ 1. Indeed, we have

limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C
|Eh≤Hλ(m + h)e(hα)1h≡a(modr)|

= limsup
H→∞

limsup
M→∞

E
log
m≤Mr1m≡−a+1(modr) sup

α∈C
|Eh≤Hλ(m + h)e(hα)1h≡a(modr)|

= limsup
H→∞

limsup
M→∞

E
log
m≤Mr1m≡−a+1(modr) sup

α∈C
|Eh≤Hλ(m + h)e(hα)1m+h≡1(modr)|

= 0,

since 1m+h≡1(modr) is a finite linear combination of Dirichlet characters (modr) evaluated atm+h. Taking
linear combinations of (4.2), we now conclude that

limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C
|Eh≤Hλ(m + h)e(h(α + β))| = 0 (4.3)

for every rational number β.
Let ε ∈ (0, 1). Since C is measurable and of positive measure, by Lebesgue’s density theorem there

exist integers 0 ≤ a ≤ q−1 such that for the interval I = [a/q, (a+1)/q] we have Leb(C∩ I) ≥ (1− ε)Leb(I).
Therefore, we have

Leb
(
[0, 1] \

q−1⋃
b=0

(C + b
q

)

)
≤ ε. (4.4)
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We now estimate

limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈[0,1]
|Eh≤Hλ(m + h)e(hα)|

≤ limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈⋃q−1
b=0(C+b/q)

|Eh≤Hλ(m + h)e(hα)|

+ limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈[0,1]\⋃q−1
b=0(C+b/q)

|Eh≤Hλ(m + h)e(hα)|

≤
q−1∑
b=0

limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C
|Eh≤Hλ(m + h)e(h(α + b

q
))|

+ limsup
H→∞

limsup
M→∞

E
log
m≤M sup

α∈[0,1]\⋃q−1
b=1(C+b/q)

|Eh≤Hλ(m + h)e(hα)|.

Each of the summands in the sum over b is 0 by (4.3). Moreover, the expression on the last line is by
Theorem 2.4 and (4.4),

� Leb
(
[0, 1] \

q−1⋃
b=1

(C + b/q)
)1/4

≤ ε1/4.

Letting ε → 0, the claim follows. �

4.2 Proof of Theorem 1.2
In this subsection, we prove Theorem 1.2.

We begin with the following lemma about the discrepancy of the sequence pα(mod1), where p runs
over primes. As usual, we define the discrepancy of a sequence (xk)Kk=1 ⊂ [0, 1] by

sup
I⊂[0,1]

I interval

∣∣∣∣ 1K |{k ≤ K : xk ∈ I}| − Leb(I)
∣∣∣∣ .

Lemma 4.2. Let ε ∈ (0, 1) and P ≥ ε−10. Let α ∈ R. Then the discrepancy of the sequence
(pα(mod1))p≤P is ≤ ε unless there exists an integer 1 ≤ � � ε−10 such that ‖�α‖ � ε−10/P.

Proof. By the Erdős–Turán inequality, if the discrepancy of (pα(mod1))p≤P is > ε, then for some integer
1 ≤ k � ε−2 we have

∣∣Ep≤Pe(kpα)
∣∣ � ε2. (4.5)

Let Q = ε5P/(log P)10. Then, Dirichlet’s approximation theorem tells us that for some integers 1 ≤ � ≤
Q and awe have |α−a/�| ≤ 1/(�Q) ≤ 1/�2. Using a standard estimate for exponential sums of the primes
[12, Theorem 13.6], this implies that � � ε−5(log P)10. But then

∣∣∣α − a
�

∣∣∣ ≤ ε−5(log P)10

P
.

(This is stated with the von Mangoldt weight, but a similar estimate holds for the unweighted prime
sum.) This gives the desired claim if ε ≤ (log P)−2. Suppose then that ε > (log P)−2. Then we have α =
a/� + M/P for some (log P)10 ≤ |M| � (log P)20. But now, splitting into short intervals and arithmetic
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progressions, we have

Ep≤Pe
(
k
(
a
�

+ M
P

)
p
)

=
∑
1≤j≤�

(j,�)=1

e
(
akj
�

)
1
P

∫ P

1
Et<p≤t+ε2M−1P1p≡j(mod�)e

(
M
P
t
)
dt + O(ε2)

� 1
ϕ(�)

· ε−2

M
+ O(ε2),

where for the last line we used the Siegel–Walfisz theorem, an evaluation of the Ramanujan sum, and
the bounds ε > (log P)−2, |M| � (log P)20. Comparing with (4.5), we conclude that � � ε−10 and M � ε−10,
so the claim follows. �

Proof of Theorem 1.2. Since C has non-empty interior, there exist real numbers 0 < a < b < 1 such that
[a, b] ⊂ C. Hence, by assumption we have

limsup
H→∞

limsup
X→∞

E
log
x≤X sup

α∈[a,b]
|Ex<n≤x+Hλ(n)e(αn)| = 0. (4.6)

Our task now is to show that for any function α : R → [0, 1] we have

limsup
H→∞

limsup
X→∞

E
log
x≤X|Ex<n≤x+Hλ(n)e(α(x)n)| = 0. (4.7)

Let ε > 0 be small, and let P be large enough in terms of ε. We first claim that

limsup
H→∞

limsup
X→∞

E
log
x≤XE

log
p≤P|Ex<n≤x+Hλ(n)e(α(x)n)

+ Ex/p<m≤(x+H)/pλ(m)e(pα(x)m)| ≤ ε.

(4.8)

Indeed, by the complete multiplicativity of λ and Elliott’s inequality [20, Proposition 2.5] (with f (n) =
λ(n)e(α(x)n) and δ = (log log P)−1/10), for any x ≥ H ≥ P ≥ 3 we have

−Ex/p<m≤(x+H)/pλ(m)e(α(x)pm) = Ex<n≤x+Hλ(n)e(α(x)n) + O((log log P)−1/10)

for all primes p ≤ P outside an exceptional set of pwith logarithmic sum � (log log P)1/5. Now, averaging
over p ≤ P, we get

E
log
p≤P| − Ex/p<m≤(x+H)/pλ(m)e(α(x)pm) − Ex<n≤x+Hλ(n)e(α(x)n)| � (log log P)−1/10.

Further taking logarithmic averages over x ≤ X and taking limsups the claim (4.8) follows (since P is
large enough in terms of ε).

Now we have (4.8). Restricting the p average in that estimate, we obtain

limsup
H→∞

limsup
X→∞

E
log
x≤XE

log
p≤P1pα(x)∈[a,b](mod1)

∣∣∣Ex<n≤x+Hλ(n)e(α(x)n)

+ Ex/p<m≤(x+H)/pλ(m)e(pα(x)m)

∣∣∣ ≤ ε.

(4.9)
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By the dilation invariance of logarithmic averages and (4.6), we can bound

limsup
H→∞

limsup
X→∞

E
log
x≤XE

log
p≤P1pα(x)∈[a,b](mod1)|Ex/p<m≤(x+H)/pλ(m)e(pα(x)m)|

= limsup
H→∞

limsup
X→∞

E
log
y≤XE

log
p≤P1pα(py)∈[a,b](mod1)|Ey<m≤y+H/pλ(m)e(pα(py)m)|

≤ E
log
p≤P limsup

H→∞
limsup

X→∞
E
log
y≤X1pα(py)∈[a,b](mod1)|Ey<m≤y+H/pλ(m)e(pα(py)m)|

= 0.

Hence, by the triangle inequality, (4.9) implies

limsup
H→∞

limsup
X→∞

E
log
x≤XE

log
p≤P1pα(x)∈[a,b](mod1)|Ex<n≤x+Hλ(n)e(α(x)n)| ≤ ε. (4.10)

Introduce the sets

X1 =
{
x ∈ [1,X] :

∑
p≤P

1pα(x)∈[a,b](mod1)

p
≥ ε1/2 log log P + 1

}
,

X2 = [1,X] \ X1.

Then it suffices to show that for j ∈ {1, 2} we have

limsup
H→∞

limsup
X→∞

E
log
x≤X1Xj (x)|Ex<n≤x+Hλ(n)e(α(x)n)| ≤ ε1/2, (4.11)

as letting ε → 0 the desired claim (4.7) follows.
Using (4.10), we have

limsup
H→∞

limsup
X→∞

E
log
x≤X1X1 (x)|Ex<n≤x+Hλ(n)e(α(x)n)|

≤ ε−1/2 limsup
H→∞

limsup
X→∞

E
log
x≤X1X1 (x)E

log
p≤P1pα(x)∈[a,b](mod1)|Ex<n≤x+Hλ(n)e(α(x)n)|

≤ ε1/2.

(4.12)

Hence, what remains to be shown is that

limsup
H→∞

limsup
X→∞

E
log
x≤X1X2 (x)|Ex<n≤x+Hλ(n)e(α(x)n)| ≤ ε1/2. (4.13)

Note that for x ∈ X2 there exists P′ ∈ [log P, P/2] such that pα(x) ∈ [a, b](mod1) holds for < b−a
2

P′
log P′

primes p ∈ [P′, 2P′]. By Lemma 4.2, we conclude that there exists an absolute constant C0 ≥ 1 such that,
for each x ∈ X2, there is an integer 1 ≤ � ≤ C0ε

−10 for which ‖�α(x)‖ ≤ C0ε
−10/(log P). Since P is large

enough in terms of ε, by splitting the sums of length H into sums of length (log P)1/2 and applying the
triangle inequality, we see that

limsup
H→∞

limsup
X→∞

E
log
x≤X1X2 (x)|Ex<n≤x+Hλ(n)e(α(x)n)|

≤ limsup
X→∞

E
log
x≤X1X2 (x)|Ex<n≤x+(log P)1/2λ(n)e(α(x)n)| + O(ε2)

≤
∑

1≤k≤�≤C0ε−10

limsup
X→∞

E
log
x≤X

∣∣∣Ex<n≤x+(log P)1/2λ(n)e
(kn

�

)∣∣∣ + O(ε2).
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But by the Matomäki–Radziwiłł–Tao estimate [21, Theorem 1.3] for short exponential sums of the
Liouville function, and the assumption that P is large enough in terms of ε, this is ≤ ε if ε > 0 is small
enough. This gives (4.13), completing the proof. �

5 An Alternative Proof of Corollary 1.1
Let us recall some basic notions of topological dynamics and ergodic theory. Let T be a homeomorphism
of a compact metric space X. By M(X) we denote the space of all (Borel) probability measures on X.
M(X) endowed with the weak-∗ topology is compact and the set M(X,T) of T-invariant Borel probability
measures on X is a non-empty and closed subset of it.

Any member μ ∈ M(X,T) yields a measure-theoretic system (X,μ,T). Moreover, T induces a unitary
operator UT(f ) = Tf := f ◦ T on L2(X,μ). Then, the Herglotz theorem implies that each f determines a
unique (Borel) positive finite measure σf on S

1 whose Fourier transform is given by

σ̂f (n) :=
∫
S1
zn dσf (z) =

∫
X
Tnf · f dμ for all n ∈ Z.

Among spectral measures there are maximal ones (with respect to the absolute continuity relation).
Thosemaximal elements are calledmeasures of maximal spectral type that are all mutually absolutely
continuous with respect to one another. Recall that (X,μ,T) is rigid along (qn) if Tqn f → f in L2(X,μ) for
each f ∈ L2(X,μ). As σ̂f (qn) → 1 for each f ∈ L2(X,μ) with ‖f‖ = 1, by the Riemann–Lebesgue lemma, it
follows that rigid systems have singular maximal spectral type.

If (X′,μ′,T′) is another measure-theoretic system, then by a joining of it with (X,μ,T) we mean an
element of ρ ∈ M(X′ × X,T′ × T) such that its projections on X′ and X are μ′ and μ, respectively. Clearly,
(X′ × X, ρ,T′ × T) is a measure-theoretic dynamical system.

5.1 Lemmas
Lemma 5.1. Assume that (X,μ,T) and (Y, ν, Id) are two dynamical systems. Let ρ be a joining of

T and Id. Then the maximal spectral types of T and of T × Id are the same.

Proof. Consider F = f ⊗ g with |g| = 1. We have

∫
F ◦ (T × Id)nF dρ =

∫
f (Tnx)f (x) · |g(y)|2dρ(x, y) =

∫
f (Tnx)f (x) dμ(x),

so the spectral measure of F is the same as that of f . �

Lemma 5.2. Let G be a compact abelian group and C a closed subset of it. Let T : C×G → C×G be
given by T(x, g) = (x, g + x). Then T is a homeomorphism of C × G and for each ρ ∈ M(C × G,T)

the maximal spectral type of the unitary operator UT acting on L2(C × G, ρ) is equal to

σT =
∑
χ∈Ĝ

aχχ∗(σ ),

where aχ > 0,
∑

χ∈Ĝ aχ < +∞ and σ = π∗(ρ) with π(x, g) = x.

(By χ∗(σ ) we denote the image of σ via the map χ .)

Proof. Let F(x, g) = f (x)χ(g) with χ ∈ Ĝ. Then

∫
F(Tn(x, g))F(x, g) dρ(x, g) =

∫
χ(nx)|f (x)|2dρ(x, g)

=
∫

(χ(x))n|f (x)|2dρ(x, g) =
∫

(χ(x))n|f (x)|2dσ(x) =
∫

zn dχ∗(|f (x)|2σ),
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so

σF = χ∗(|f (x)|2σ) � χ∗(σ ) = σ1⊗χ

and the result follows. �

Lemma 5.3. Let (X,T) be a topological system in which for all ν ∈ M(X,T) the corresponding
measure-theoretic dynamical system (X, ν,T) has singular spectral type. Then (X,T) satisfies
the logarithmic strong LOMO property.

Proof. Let (xk) ⊂ X and let (bk) ⊂ N satisfy δ({bk : k ≥ 1}) = 0. We want to show that

1
log bK

∑
k<K

∣∣∣ ∑
bk≤n<bk+1

1
n
f (Tnxk)λ(n)

∣∣∣ → 0. (5.1)

Consider the space X × Y, with Y = {e2π ij/3 : j = 0, 1, 2} (on Y we consider the action of identity). Let
((xk, ak))k≥1 ⊂ X × Y with ak to be specified shortly. Set f̃ (x, η) = f (x)η for x ∈ X and η ∈ Y. Then

1
log bK

∑
k<K

∑
bk≤n<bk+1

1
n
f̃ (Tnxk, ak)λ(n)

= 1
log bK

∑
k<K

ak
∑

bk≤n<bk+1

1
n
f (Tnxk)λ(n)

and we can select (ak) ⊂ Y so that the values ak
∑

bk≤n<bk+1

1
n f (T

nxk) lie in a fixed convex cone (in C) of
angle < π . Let S denote the left-shift on the symbolic shift-space {−1, 1}Z and let Xλ denote the orbit
closure of λ under S (where we view λ as an element of {−1, 1}Z by extending it to Z in an arbitrary way
using ±1). In view of [2, Lemma 18], (5.1) is now equivalent to

lim
K→∞

1
log bK

∑
k<K

ak
∑

bk≤n<bk+1

1
n
f (Tnxk)π0(Snλ) = 0

= lim
K→∞

1
log bK

∑
k<K

∣∣∣ ∑
bk≤n<bk+1

1
n
f (Tnxk)π0(Snλ)

∣∣∣. (5.2)

To compute the limit of the left-hand side above, consider the sequence

⎛
⎝ 1
log bK

∑
k<K

∑
bk≤n<bk+1

1
n

δ(T×Id×S)n(xk ,ak ,λ)

⎞
⎠

K≥1

⊂ M(X × Y × Xλ).

By passing to a subsequence if necessary,we can assume that this sequence converges to ameasure ρ

which, by the zero logarithmic density of (bk),must be T×Id×S-invariant. So, it is a joining of ν ∈ M(X,T),
ν ′ ∈ M(Y, Id) and a Furstenberg system κ of λ [6]; the latter is true because κ ∈ M(Xλ, S), where κ satisfies

κ = lim
K→∞

1
log bK

∑
k<K

∑
bk≤n<bk+1

1
n

δSnλ = lim
K→∞

1
log bK

∑
n<bK

1
n

δSnλ.

Hence, the limit of the left-hand side in (5.2) is
∫
f̃⊗π0 dρ. Because of Lemma 2.1, the spectralmeasure

σπ0 for π0 understood as an element of L2(ρ) (this spectral measure is precisely the same as the spectral
measure of π0 when viewed as an element of L2(Xλ, κ) since ρ is a joining) is the Lebesgue measure on
the circle, see [5]. On the other hand, by Lemma 5.1 and our assumption that any measure in M(X,T)

yields a dynamical system of singular spectral type, the spectral measure σf̃ of f̃ ∈ L2(ρ) is singular.

Therefore, f̃ and π0 are orthogonal and hence (5.2) holds. �
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5.2 Proof of Corollary 1.1
We apply the above to T(x, y) = (x, x+ y) on C×T. In view of Lemma 5.2, for each invariant measure for
T the maximal spectral type of the measure-theoretic system corresponding to the measure is singular
(as C has Lebesgue measure zero, each measure on it must be singular with respect to the Lebesgue
measure). It follows from Lemma 5.3 that (C × T,T) satisfies the logarithmic strong LOMO property,
which we apply to f (x, y) = e2π iy. Finally, use Lemma 1.8.

6 Proofs of Theorem 1.6 and Corollary 1.7
Theorem 1.6 is an immediate consequence of the following lemma:

Lemma 6.1. Let C = {gk : k ≥ 1} ⊂ G, where the nil-rotations Lgk (g�) = gkg� are ergodic. Then,
the homeomorphism T : C × G/� → C × G/�, T(gk, g′�) = (gk, gkg′�) satisfies the strong LOMO
property.

Proof. Because of our assumptions on the set C, the homeomorphism T has only countably many
ergodic measures. Indeed, it follows from [8, 17] that a nil-rotation Lgk is ergodic if and only if it is
uniquely ergodic. Hence, for each gk ∈ C, there is exactly one measure invariant on the fiber over
gk. Hence, by the work of Frantzikinakis and Host [6, Theorem 1.1], it satisfies the logarithmic Sarnak
conjecture. In fact, as noticed in [9, Corollary 1.2], the theorem of Frantzikinakis and Host implies that
all zero entropy systems with a countable set of ergodic measures satisfy the logarithmic strong LOMO
property. It follows that T satisfies the logarithmic strong LOMO property. �

Proof of Corollary 1.7. Let C = {αk : k ∈ N} ⊂ T be closed with all αk irrational. Consider the following
groups of (d + 1) × (d + 1) upper triangular matrices:

G =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 Z Z · · · Z Z R

0 1 Z · · · Z Z R

0 0 1 · · · Z Z R

...
...

...
. . .

. . .
. . .

...
0 0 0 · · · 1 Z R

0 0 0 · · · 0 1 R

0 0 0 · · · 0 0 1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, � =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 Z Z · · · Z Z Z

0 1 Z · · · Z Z Z

0 0 1 · · · Z Z Z

...
...

...
. . .

. . .
. . .

...
0 0 0 · · · 1 Z Z

0 0 0 · · · 0 1 Z

0 0 0 · · · 0 0 1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

Note that G is a d-step nilpotent Lie group generated by the connected component of the identity and
a finitely generated torsion-free subgroup, and � is a discrete and cocompact subgroup of G. Through
the diffeomorphic map

ϕ : (x1, . . . , xd−1, xd) �→

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1 0 · · · 0 xd
0 1 · · · 0 xd−1

...
...

. . .
...

...
0 0 · · · 1 x1
0 0 0 0 1

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

�

we can identify the nilmanifold G/� with the torus T
d. Also, define

gk =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 1 0 · · · 0 0
0 1 1 · · · 0 0
...

...
. . .

. . .
...

...
0 0 · · · 1 1 0
0 0 · · · 0 1 α1

0 0 0 0 0 1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
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and note that the nil-rotation induced by gk on G/� is ergodic and congruent, via ϕ, to the affine linear
transformation Tk(x1, x2, . . . , xd) = (x1 + αk, x2 + x1, . . . , xd + xd−1) on T

d.
By applying Theorem 1.6 to the nilmanifold G/� and the countable closed set of ergodic nil-rotations

{gk : k ∈ N} ⊂ G, and invoking the isomorphism ϕ, we get for any continuous function f : Td → C that

lim
H→∞

limsup
M→∞

E
log
m≤M sup

k∈N
sup
x∈Td

∣∣∣∣Eh≤Hλ(m + h)f (Tm+h
k x)

∣∣∣∣ = 0.

Iterating the transformation Tk yields

Tn
k(x1, x2, . . . , xd) =

(
nαk + x1, . . . ,

(
n
d

)
αk +

d∑
i=1

(
n

d − i

)
xi

)
. (6.1)

So, by selecting x = (x1, . . . , xd) ∈ T
d appropriately, we can achieve in the last coordinate of

Tn
k(x1, x2, . . . , xd) any polynomial of degree d whose leading coefficient is αk. The conclusion of Corollary

1.7 now follows from (6.1) applied to the function f (x1, . . . , xd) = e(xd). �

6.1 What happens if C contains a rational number?
We will now show that if (1.17) holds for some t ≥ 2 and some set C containing a rational number, then
(1.17) holds with t − 1 in place of t with the full set C = T. So, while

lim
H→∞

limsup
M→∞

E
log
m≤M sup

α∈C

∣∣Eh≤Hλ(m + h)e(αht)
∣∣ = 0 (6.2)

holds for t = 1 and all closed sets C ⊂ T with Leb(C) = 0 by Theorem 1.5, we do not expect that our
methods can prove (6.2) for all closed sets C ⊂ T with Leb(C) = 0 in the case t ≥ 2.

Let a ∈ Z, q ∈ N be such that (1.17) holds with t for the set C =
{
a
q

}
. Then, since the function n �→

e
(
− a

q n
t
)
is q-periodic, we have a Fourier expansion

1 =
q∑

b=1

cbe
(
a
q
nt + bn

q

)

for some complex numbers cb. Multiplying both sides by e(Q(n)), where Q is any polynomial of degree
≤ t− 1, we see from the triangle inequality that (1.17) holds with t− 1 in place of t for the full set C = T.

7 Proof of Theorem 1.4
7.1 Some Cantor sets and rigidity
We are interested in C ⊂ T that are closed and for which there exists a sequence (qn) such that, for any
α ∈ C, we have

lim
n→∞ ‖qnα‖ = 0. (7.1)

Remark 7.1. In general, consider any strictly increasing sequence kn and let

C =
⋂
n≥1

{α ∈ T : ‖2knα‖ ≤ 1/�n}.

Then the set C is closed and it satisfies (7.1) if �n → ∞. Some information about Hausdorff
dimension of such sets can be found in [18]. In Appendix C, using rather standard tools, we
will present constructions of Cantor sets satisfying (7.1) and having full Hausdorff dimension.
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Lemma 7.2. If C satisfies (7.1) then for all invariant measures ν of the homeomorphism T(x, y) =
(x, x + y) acting on C × T the sequence (qn) is a rigidity time for (C × T, ν,T).

Proof. For each α ∈ C, on {α} × T, the homeomorphism T acts as the rotation by α and the observation
follows by (7.1) (Tqn (α, y) = (α, y + qnα) → (α, y) pointwise). �

7.2 Rigidity and a proof of Theorem 1.4
Lemma 7.3. Let us fix (qn) with bounded prime volume. If (X,T) is a topological system such

that all invariant measures yield rigidity, with (qn) being a rigidity time, then (X,T) satisfies
the strong LOMO property. (Since we are talking about rigidity along a fixed sequence, the
assumption “all” can be replaced with “all ergodic”.)

Proof. We need to prove that in the orbital models (extended by the three-point space A = {e(j/3) : j =
0, 1, 2}, cf. the proof of [2, Corollary 9]) obtained by (bk) and (xk), the points are quasi-generic only for
(qn)-rigid measures and then we use [14, Theorem 2.1].

So let Y = (X × A)N and let S be the left shift. Let

y = (yn), yn = Tn−bkxk forbk ≤ n < bk+1

and a = (an) with an = ak for bk ≤ n < bk+1. Clearly, the set Z := {v ∈ Y : (v1, a1) = (Tv0, a0)} is closed.
Hence, because of the properties of (y, a),

( 1
Nr

∑
n<Nr

δSn(y,a)

)
(Z) → 1.

Basic properties of weak-∗-topology then yield that if ρ is the limit of these empiric measures then ρ

is S-invariant and

ρ({((x, a), (Tx, a), (T2x, a), . . .) : x ∈ X, a ∈ A}) = 1.

Let us see now what is the projection ρ1 of ρ on the first coordinate X × A: namely, it is the limit of
(assuming that bK < Nr < bK+1)

1
Nr

(∑
j<K

∑
bj≤n<bj+1

δ(Tnxj ,aj) +
∑

bK≤n<Nr

δ(TnxK ,aK)

)
,

so we obtain a measure that is T× Id-invariant. It is hence a joining of a measure that is T-invariant and
of a measure on A. Since these two measures are (qn)-rigid, ρ is (qn)-rigid. Now, by the above, ρ is just
the image of ρ1 by the embedding

(x, a) �→ ((x, a), S(x, a), S2(x, a), . . .),

so also ρ is (qn)-rigid. For the remaining points in the closure of the orbit of (y, a), we apply the same
argument as in [1] or [2]. (If nj → ∞ and v = limj→∞ Snj (y, a), then for some x1, x2 ∈ X and a1, a2 ∈ A, we
have v = ((x1, a1), (Tx1, a1), . . . , (T�x1, a1), (x2, a2), (Tx2, a2), . . .) for some � ≥ 0.) �

Proof of Theorem 1.4. The result follows from Lemmas 7.2 and 7.3. �
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Appendix A. Proof of Lemma 1.8
We first show that (1.23) implies (1.24). Let (bk) be an increasing sequence with d({bk : k ≥ 1}) = 0. Then
we have limK→∞ K/bK = 0. Let H ≥ 1 be an integer. We have

∥∥∥∥∥∥
∑

bk≤n<bk+1

zn − 1
H

∑
bk≤m<bk+1

∑
h≤H

zm+h

∥∥∥∥∥∥ � H.

Hence,

limsup
K→∞

1
bK

∑
k<K

∥∥∥∥∥∥
∑

bk≤n<bk+1

zn

∥∥∥∥∥∥ ≤ limsup
K→∞

1
HbK

∑
k<K

∑
bk≤m<bk+1

∥∥∥∥∥∥
∑
h≤H

zm+h

∥∥∥∥∥∥
= limsup

K→∞
1

HbK

∑
m<bK

∥∥∥∥∥∥
∑
h≤H

zm+h

∥∥∥∥∥∥ .

Letting H → ∞ shows that (1.23) implies (1.24).
We now show that (1.24) implies (1.23). Observe that if (1.23) fails, then there is some increasing

function H : N → N with H(m) ≤ logm+ 1 (say) and some increasing sequence (Mi) satisfying Mi+1 > M2
i

such that

limsup
i→∞

Em≤Mi

1
H(Mi)

∥∥∥∥∥∥
∑

m≤k≤m+H(Mi)

zk

∥∥∥∥∥∥ > 0. (A.1)

By the pigeonhole principle, for each i ≥ 1 there exists a(i) ∈ [1, 2H(Mi)] ∩ N such that the left-hand
side of (A.1) is

� limsup
i→∞

H(Mi)Em≤Mi�m≡a(i)(mod2H(Mi))

1
H(Mi)

∥∥∥∥∥∥
∑

m≤k≤m+H(Mi)

zk

∥∥∥∥∥∥ . (A.2)

By passing to a subsequence if necessary, we may assume that limi→∞ a(i)
H(Mi)

:= a0 ∈ [0, 2] exists. Now
we see that (A.2) is

limsup
i→∞

1
Mi

∑
�≤ Mi

2H(Mi )

∥∥∥∥∥∥
∑

(2�+a0)H(Mi)≤k≤(2�+1+a0)H(Mi)

zk

∥∥∥∥∥∥

= limsup
i→∞

1
Mi

∑
(

Mi
2H(Mi )

)9/10≤�≤ Mi
2H(Mi )

∥∥∥∥∥∥
∑

(2�+a0)H(Mi)≤k≤(2�+1+a0)H(Mi)

zk

∥∥∥∥∥∥ .
(A.3)
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Now, let M∗
� denote the least element of the sequence (Mi) that is ≥ �. Then M∗

� = Mi for all � ∈
[
( Mi
2H(Mi))

)9/10,Mi] (recalling that Mi > M2
i−1). Define a strictly increasing sequence (bk) by b2k = �(2k +

a0)H(M∗
k)�, b2k+1 = �(2k + 1 + a0)H(M∗

k)�. Then bk+1 − bk → ∞ as k → ∞, so d({bk : k ≥ 1}) = 0. Also, we
have b�Mi/(2H(Mi))� � Mi. Hence, (1.24) with this sequence (bk) contradicts (A.1).

The case of logarithmic averages is proved completely analogously.

Appendix B. Assumptions on Nilpotent Lie Groups
The aim of this section is to prove that a wide range of nilpotent Lie groups can be realized as a factor of
a subgroup of a connected, simply connected nilpotent Lie group. The precise statement is as follows.

Proposition B.1. Let G be a nilpotent Lie group,� a discrete cocompact subgroup of G, and assume
that G is spanned by the connected component of the identity element and finitely many other
group elements.Then there exists a connected and simply connected Lie group Ĝwith the same
nilpotency step as G, a closed Lie subgroup G̃ of Ĝ and a surjective Lie group homomorphism
π̃ : G̃ → G such that �̂ = π̃−1(�) is a cocompact lattice in Ĝ. In particular, the nilmani-
fold G/� is isomorphic to the nilmanifold G̃/�̂ which embeds as a subnilmanifold into the
nilmanifold Ĝ/�̂.

In what follows let G◦ denote the connected component of the identity element of a nilpotent Lie
group G. If G◦ is simply connected and G/G◦ is a finitely generated and torsion-free group then the
conclusion of Proposition B.1 follows directly from [25, Theorem 2.20]. In the case when G/G◦ is a finitely
generated abelian group, Proposition B.1 was proved in [10,Lemma 7, p. 156]. The main ingredient in our
proof of Proposition B.1 is a generalization of [10,Lemma 7, p. 156] from the abelian case to the nilpotent
case given in the next lemma. The notion of a free nilpotent group is defined in Section B.1.

Lemma B.2. Let G be an s-step nilpotent Lie group and assume that G is spanned by G◦ and q
elements τ1, . . . , τq. Then there exist a simply connected s-step nilpotent Lie group G̃ and a
surjective Lie group homomorphism π̃ : G̃ → Gwhose kernel ker(π̃) is discrete. Moreover, there
exist τ̃1, . . . , τ̃q ∈ G̃ such that π̃ (̃τi) = τi for i = 1, . . . , q, G̃ is spanned by G̃◦ and τ̃1, . . . , τ̃q, and the
group 〈̃τ1, . . . , τ̃q〉 is a free s-step nilpotent group and isomorphic to G̃/G̃◦. In particular, G̃/G̃◦ is
a finitely generated and torsion-free group.

Proof of Proposition B.1 assuming Lemma B.2. Let G and � be as in the statement of Proposition B.1. In
view of Lemma B.2, there exists a simply connected Lie group G̃ of the same nilpotency step as G such
that G̃/G̃◦ is a finitely generated torsion-free group, and a surjective Lie group homomorphism π̃ : G̃ → G
whose kernel ker(π̃) is discrete. Define �̃ = π̃−1(�) and note that �̃ is a discrete and cocompact subgroup
of G̃ and the nilmanifolds G̃/�̃ andG/� are isomorphic.We can now apply [25, Theorem 2.20] and embed
G̃ into a connected, simply connected nilpotent Lie group Ĝ of the same nilpotency step and such that
the induced embedding �̂ of �̃ into Ĝ remains a discrete and cocompact subgroup of Ĝ. �

Free nilpotent cover
Given a groupH letHn denote the nth term of the lower central series ofH, that isH1 = H andHn+1 = [Hn,H],
n ∈ N. (Given two subsets L,M of H we denote by [L,M] the subgroup of H generated by all commutators
[l,m] = lml−1m−1 with l ∈ L,m ∈ M. [L,M] is a normal subgroup of H whenever L,M are normal.) By
definition, the group H is nilpotent (of step ≤ n) if Hn+1 = {e} for some n. It is easy to check that Hn is the
subgroup of H generated by all commutators of the form

[. . . [[g1, g2], g3], . . . , gn],

where g1, . . . , gn ∈ H. Note that, for every group H, the factor H/Hn+1 is a nilpotent group (of step ≤ n).
For every n ∈ N there exists a surjective homomorphism H/Hn+1 → H/Hn with the kernel isomorphic

to Hn/Hn+1. In other words, there is a short exact sequence

{e} → Hn/Hn+1 → H/Hn+1 → H/Hn → {e}. (B.1)
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If F is a free group in q generators then F/Fn+1 is called a free n-step nilpotent group in q generators.

Lemma B.3. For every finitely generated n-step nilpotent group H there exists a free finitely
generated n-step nilpotent group H̃ and a surjective group homomorphism H̃ → H.

Proof. Assume that g1 . . . gr generate H and H is nilpotent of step n. Let F be the free group with r free
generators f1, . . . , fr. Then the mapping fi �→ gi, i = 1, . . . , r induces a surjective group homomorphism
from F/Fn+1 to H. The group H̃ = F/Fn+1 is a free finitely generated nilpotent group of step n, finishing
the proof. �

Remark B.4. The groups F/Fn+1 are free objects in the variety of the nilpotent groups of degree
≤ n, see [16, Chap. VI] and [30]. Recall also the well-known fact that F/F2 - the abelianization of
a free group F - is free abelian.

Lemma B.5. Let F be a free group in q generators. Then F/Fn is torsion-free for every n ∈ N.

Proof. It follows from [19, Theorem 5.12] that Fn/Fn+1 is a free abelian fintely generated group for every
n ∈ N, therefore also torsion-free (see also [24]). If both the end terms of a short exact sequence of groups
are torsion-free, then the middle term is also torsion-free. (Assume that B is a normal subgroup of A
and both B and A/B are torsion-free. Let a ∈ A be an element of finite rank, say, ar = e. Then the coset of
a is of finite rank in A/B, so, since A/B is torsion-free, a ∈ B. But B is torsion-free, so a = e.) We apply this
observation to the sequences (B.1) with H = F:

{e} → F/F2 → F/F2 → F/F1 = {e} → {e},
{e} → F2/F3 → F/F3 → F/F2 → {e},
{e} → F3/F4 → F/F4 → F/F3 → {e},

. . .

(B.2)

and we derive the lemma by induction on n. �

Proof of Lemma B.2
Proof of Lemma B.2. Recall that that G is an s-step nilpotent Lie group generated by its connected
component G◦ and 〈τ1, . . . , τq〉 (both subgroups being obviously nilpotent of step ≤ s). (Note that a
connected Lie group is automatically path connected.)

Denote by G̃◦ the universal cover of G◦ with the homomorphism π̃0 : G̃◦ → G◦. Let φj ∈ Aut(G◦) be
given by φj(g) = τjgτ

−1
j , j = 1, . . . , q. By the universal property of the universal cover, each such φj lifts

uniquely to an automorphism φ̃j of G̃◦. Let H be the group generated by φ̃j, j = 1, . . . , q and, using Lemma
B.3, let H̃ denote the free nilpotent cover of H. Let ρ : H̃ → H be the induced factor map and let ϕ1, . . . ,ϕq

denote the generators of H̃ satisfying ρ(ϕj) = φ̃j.
Note that ρ(ϕ) is an automorphism of G̃◦ for every ϕ ∈ H̃. So we can define the semi-direct product

G̃ := G̃◦
� H̃, where

(g,ϕ) · (g′,ϕ′) = (g · ρ(ϕ)(g′),ϕ · ϕ′), ∀(g,ϕ), (g′,ϕ′) ∈ G̃◦ × H̃.

Observe that: (a) G̃◦×{eH̃} is a normal subgroup of G̃; (b) as a topological space G̃ = G̃◦×H̃ (in particular,
G̃◦ × {eH̃} is an open subgroup); (c) If τ̃j = (eG̃◦ ,ϕj) then 〈̃τ1, . . . , τ̃q〉 is isomorphic to H̃.

It follows from (a) and (b) that G̃◦ × {eH̃} is the connected component of eG̃ and it follows from (c) that
G̃ is spanned by G̃◦ × {eH̃} and τ̃1, . . . , τ̃q. Therefore, G̃/G̃◦ is isomorphic to H̃ = 〈̃τ1, . . . , τ̃q〉, which is a free
s-step nilpotent group. In particular, this group is torsion-free due to Lemma B.5.

Every element of ϕ of H̃ can be written as ϕ = ∏K
k=1 ϕji with ji ∈ {1, . . . , q}, i = 1, . . . ,K. Then π̃ : G̃ → G,

π̃(g,ϕ) = π̃0(g)
K∏
i=1

τji (B.3)
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is a well defined homomorphism satisfying π̃ (̃τi) = τi for i = 1, . . . , q. We have the following:
Claim I. ker(π̃) is discrete.

Indeed, let (g,ϕ) ∈ ker(π̃), ϕ = ∏K
k=1 ϕji . Then, by (B.3), π̃0(g) belongs to a countable subgroup generated

by τji . But π̃0 is countable to 1, hence, g belongs to a countable subset of G̃◦. Since ker(π̃0) is also closed,
it must be discrete.
Claim II. G̃ is s-step nilpotent.

Indeed, since π̃(G̃s+1) ⊂ Gs+1 = {eG} as π̃ is a homomorphism, G̃s+1 ⊂ ker(π̃) must also be discrete. On
the other hand this commutator is connected (see below), so G̃s+1 is trivial and therefore G̃ is an s-step
nilpotent group.

To complete the proof of the proposition we need to show that G̃s+1 is connected. In our situation,
G̃ = G̃◦

� H̃, where G̃◦ is (normal) path connected, and H̃ is at most s-step nilpotent.
We take t ≥ s+1.Then for each fixed (q1, . . . qt) ∈ {eG̃◦ }×H̃t we consider themap βq1,...,qt : (G̃◦×{eH̃})t → G̃

given

βq1,...,qt (a1, . . . , at) = [a1q1[a2q2[...[at−1qt−1, atqt]]]]].

Then βq1,...,qt is continuous for each choice of (q1, . . . , qt). We use now Lemma 2 (p. 12) of [10] to obtain
that G̃s+1 is spanned by the union over all t-tuples (q1, . . . , qt), t ≥ s + 1, of the sets βq1,...,qt ((G̃

◦ × {eH̃})t).
It follows that G̃s+1 is the group generated by a union of sets each of which is pathwise connected.
However, each of these sets contains eG̃, by taking ai = eG̃ and using the fact that H̃ is s-step nilpotent (so
this commutator equals {eG̃}). By the first observation in the proof of Lemma 5 (p. 155) [10] we conclude
that G̃s+1 is pathwise connected. �

Appendix C. Construction of Full Hausdorff Dimension Cantor Sets
with a Certain Diophantine Approximation Property
In this appendix, we prove the following complement to Theorem 1.4.

Proposition C.1. There exists a closed set C ⊂ [0, 1] of full Hausdorff dimension such that, for
some sequence (qn) of natural numbers, we have

lim
n→∞ ‖qnα‖ = 0 for each α ∈ C

and

sup
n

∑
p∈P
p|qn

1
p

< +∞.

The proof is based on the following lemma. We follow [7] based on [4] (see [4, Example 4.6] and its
proof), see also [3, Lemma 9].

Lemma C.2. Let (Cn)n≥1 ⊂ R be a decreasing sequence of closed sets each of which is a finite
union of pairwise disjoint closed intervals, called n-th level basic intervals. We assume that
each n−1-st level basic interval of Cn−1 includes at leastmn ≥ 2 n-th level basic intervals of Cn.
Also assume that the maximal length of n-th level basic intervals tends to zero when n → ∞.
Furthermore, assume that the gap between two consecutive n-th level basic intervals is at least
εn (with εn > εn+1 > 0).

Then, the Hausdorff dimension dimH(C) of the intersection C := ⋂
n≥1 Cn is at least

lim infn→∞
log(m1 ···mn−1)

− log(mnεn)
.

Proof. This is proved in [7, Section 6]. �

Proof of Proposition C.1. Fix a monotone sequence 0 < δn → 0. To construct sets C of the desired form
we will take a sparse sequence (kn) (how sparse this sequence is depends on (δn)) and have at stage n−1
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a closed set Cn−1 consisting of the union of small neighbourhoods [ j−δn−1

2kn−1
, j+δn−1

2kn−1
] of j

2kn−1
for some values

of j. So the distance between the n−1-st level basic intervals is at least 1
2kn−1

(1−2δn−1). Now, if kn is large
enough, we form the family of n-th level basic intervals and hence Cn by first partitioning each n− 1-st
level basic interval I into many intervals of the form [ r

2kn ,
r+1
2kn ] (two of these intervals may overlap I only

partially) and then around each point r
2kn choosing a small interval [ r−δn

2kn , r+δn
2kn ] ⊂ I.

Note that for x ∈ Cn, we have ‖2knx‖ ≤ δn. Now, each n − 1-st level basic interval contains at least

δn−1
1

2kn−1

1
2kn

= δn−12kn−kn−1 =: mn

n-th level basic intervals. Moreover, the distance between any consecutive n-th level basic intervals is

≥ εn := 1
2kn

(1 − 2δn).

It follows that

− log(εnmn) = kn−1 − log(δn−1(1 − 2δn))

and

log(m1 · · ·mn−1) = (kn−1 − 1) +
n−1∑
j=1

log δj−1.

Now, Lemma C.2 gives

dimH(C) ≥ lim inf
n→∞

(kn−1 − 1) + ∑n−1
j=1 log δj−1

kn−1 − log(δn−1(1 − 2δn))
= 1

if kn is growing fast enough compared to 1/δn. The claim follows, since the sequence (2kn ) certainly has
bounded prime volume. �
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15. Kanigowski, A., M. Lemańczyk, and C. Ulcigrai. “On disjointness of some parabolic flows.” Invent. Math.
1, no. 221 (2020): 1–111.

16. Kargapolov, M. I., and J. I. Merzljakov. Fundamentals of the Theory of Groups. New York: Springer, 1979.
17. Leibman, A. “Pointwise convergence of ergodic averages for polynomial sequences of translations on a

nilmanifold.” Ergodic Theory Dynam. Syst. 25 (2005): 201–13.
18. Liao, L., and M. Rams. “Inhomogeneous Diophantine approximation with general error functions.” Acta

Arith. 160 (2013): 25–35.
19. Magnus, W., A. Karrass, and D. Solitar. Combinatorial Group Theory: Presentations of groups in terms of

generators and relations. New York, 1966.
20. Matomäki, K., M. Radziwiłł, and T. Tao. “Fourier uniformity of bounded multiplicative functions in short

intervals on average.” Invent. Math. 220 (2020): 1–58.
21. Matomäki, K.,M.Radziwiłł, and T.Tao. “An averaged form of Chowla’s conjecture.”Algebra Number Theory

9 (2015): 2167–96.
22. Matomäki, K., M. Radziwiłł, T. Tao, J. Teräväinen, and T. Ziegler. “Higher uniformity of bounded

multiplicative functions in short intervals on average.” Ann. of Math. 197, no. 2 (2023): 739–857.
23. McNamara, R. “Sarnak’s conjecture for sequences of almost quadratic word growth.” Ergodic Theory

Dynam. Syst. 41 (2021): 3060–115.
24. Omland, T. “Free nilpotent groups are C ∗-superrigid.” Proc. AMS 148, no. 1 (2019): 283–7.
25. Raghunathan, M. Discrete subgroups of Lie groups, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band,

Vol. 68. New York-Heidelberg: Springer, 1972.
26. Sarnak, P. Three lectures on the Möbius function, randomness and dynamics, http://publications.ias.edu/

sarnak/.
27. Tao, T. “Product set estimates for non-commutative groups.” Combinatorica 28 (2008): 547–94.
28. Tao, T. The logarithmically averaged Chowla and Elliott conjectures for two-point correlations, Forum

Math. Pi 4 (2016), e8, 36.
29. Tao, T. Equivalence of the logarithmically averaged Chowla and Sarnak conjectures. Number Theory—

Diophantine Problems, Uniform Distribution and Applications, 391–421. Cham: Springer, 2017.
30. Tao, T. The free nilpotent group, lecture notes, https://terrytao.wordpress.com/2009/12/21/the-free-

nilpotent-group/.
31. Tao, T., and J. Teräväinen. “The structure of correlations of multiplicative functions at almost all scales,

with applications to the Chowla and Elliott conjectures.” Algebra Number Theory 13 (2019): 2103–50.
32. Walsh, M. “Phase relations and pyramids.” arXiv:2304.09792.

D
ow

nloaded from
 https://academ

ic.oup.com
/im

rn/article/2024/15/11488/7696943 by Princeton U
niversity user on 21 August 2024

https://doi.org/10.1017/etds.2023.22
https://doi.org/10.1017/etds.2023.22
https://doi.org/10.1017/etds.2023.22
https://doi.org/10.1017/etds.2023.22
https://doi.org/10.1016/j.aim.2023.109138
https://doi.org/10.1016/j.aim.2023.109138
https://doi.org/10.1016/j.aim.2023.109138
https://doi.org/10.1016/j.aim.2023.109138
https://doi.org/10.1016/j.aim.2023.109138
http://publications.ias.edu/sarnak/
http://publications.ias.edu/sarnak/
http://publications.ias.edu/sarnak/
http://publications.ias.edu/sarnak/
http://publications.ias.edu/sarnak/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/
https://terrytao.wordpress.com/2009/12/21/the-free-nilpotent-group/

	 On the Local Fourier Uniformity Problem for Small Sets
	 1Introduction
	 2Proof of Theorem 1.3
	 3Proof of Theorem 1.5
	 4Optimality of Results
	 5An Alternative Proof of Corollary 1.1
	 6Proofs of Theorem 1.6 and Corollary 1.7
	 7Proof of Theorem 1.4
	Funding
	Acknowledgments
	AppendixA. Proof of Lemma 1.8
	Appendix B. Assumptions on Nilpotent Lie Groups
	Free nilpotent cover
	Proof of Lemma B.2
	Appendix C. Construction of Full Hausdorff Dimension Cantor Sets with a Certain Diophantine Approximation Property


