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Study Context

Algorithm Bias

. Ethical Reasoning Education
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COURSE SETTING

= Information and Library Science
(ILS) 103, 1 credit

“Introduction to Data Management”

@



ILS 103: INTRO TO DATR MANAGEMENT

Foundations of the Data Mind: An Interlocking Modules Approach
Funded by Purdue Integrative Data Science Initiative Education Grant

Three one-credit courses were created to provide an introduction in three key areas
of data literacy:

(i) data organization and management
(ii) ethics of data collection and use, and

(iii) methods of data analysis


https://www.purdue.edu/data-science/education/education-proposals.php

COURSE FLYER

Foundations of Data Science

ECE 295-PHIL 293-ILS 295

For more details, contact Prof, Kulkarni

g milind@purdue.edu
O / I(nowledge
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Knowledge False Belief

» What is data? :
» How do we collect and manage it?
» How should it be analyzed? -
» How should it be used? Meosurements

Cutting edge jobs and research are
data centric; everybody will need to
be able to collect, analyze, manage,
and use data. But what does that Spring 2019

mean? How do you know what » Mon ILS 295, Intro to Data Management

questions to ask? How do you present  » Wed PHIL 293, Ethics of Data Science
that data to others? What are the right »Fri  ECE 295, Intro to Data Science
and wrong ways to navigate the world 3:30-4:20

of data? Take all three for the full picture!




ILS 103: INTRO TO DATA
MANRGEMENT

Learning Objectives

= Students will be able to understand a
data life cycle and identify different
types of data.

= Students will be able to identify a
variety of data collection techniques
and determine the appropriate way to
collect data for their questions.

= Students will be able to locate existing
data sets for their questions.

 B¥ - Students will be able to organize data
{ onlocal storage and in Purdue’s PURR.

= Students will apply best practices into
data visualizations.

= Students will gain tools to preserve and
publish data.
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= A minimum of 16 credit hours

- Core Courses: a minimum of 10 credit
hours

= 3 credit hours in Statistical Methods
= 3 credit hours in Computing

= 3 credit hours in Data Literacy,
Management & Analytics

« A minimum of 1 credit hour in Data Ethics
& Digital Citizenship

- Application Focus: Six (6) credit hours in
courses concentrated on applications of
data science related knowledge

= A minimum of six (6) credit hours must
be in coursework outside the student’s
program.



DATA ETHICS EDUCATION
-ALGORITHM BIAS



DATA ETHICS

Data ethics 1s about responsible and
sustainable use of data. It is about doing the
right thing for people and society.



ACTIVITY

How would you program machine intelligence for driverless
cars?


https://www.moralmachine.net/

ETHICS VS LAW

1. Ethics are rules of conduct. A Laws are rules developed by
governments in order to provide balance in society and protection to its
citizens.

2. Ethics comes from people’s awareness of what is right and wrong.

A Laws are enforced by governments to its people.

3. Ethics are moral codes which every person must conform to. A Laws are
codifications of ethics meant to regulate society.

4. Ethics does not carry any punishment to anyone who violates it. A The
law will punish anyone who happens to violate it.

5. Ethics comes from within a person’s moral values. A Laws are made with
ethics as a guiding principle.

Read more:


http://www.differencebetween.net/miscellaneous/politics/difference-between-law-and-ethics/#ixzz6cer1x9ZE
http://www.differencebetween.net/miscellaneous/politics/difference-between-law-and-ethics/#ixzz6cer1x9ZE

DATA OWNERSHIP

“In legal theory, ownership is determined by who is entitled to sell a
particular item of property.”*

“The rights associated with ownership provide a powerful basis for
control. A data owner can provide access to data or can restrict access
partially or entirely. Data owners can impose conditions on access or
use, including charging fees. Yet, if rights of ownership are recognized,
the power to control information resources must have limits as
well...any data ownership rights must similarly include exceptions that
are appropriate for the public interest.”**

*Moore GW, Berman JJ. Anatomic pathology data mining. In: Cios KJ, editor. Medical data mining and knowledge
discovery. Heidelberg: Springer, 2000. p. 61-108 [chapter 4]. As cited by Cios, Moore. 2002. Uniqueness of
medical data mining. Artificial Intelligence in Medicine 26(1-2). pp. 1-24

**Scassa T. 2018. Data ownership. CIGI Papers No. 187. https://www.cigionline.org/publications/data-ownership

@



INTELLECTUAL PROPERTY AND COPYRIGHT

= In general raw data on their own are considered facts and thus can
not be copyrighted

= Datasets can be copyrighted or licensed

= Using a dataset

When re-using existing data, be sure to clarify ownership, obtain
permissions if needed, and understand limits set by licenses.

Be sure to provide appropriate attribution and citation. If licensing
restricts sharing of the data, providing detailed information about
where the data were obtained and how the data were analyzed can help
with reproducibility.


Presenter
Presentation Notes
In general raw data on their own are considered facts and thus can not be copyrighted. However, data that are gathered together in a unique and original way, such as databases, can be copyrighted or licensed. It is important to understand data licensing from the perspective of both the data user and data creator. Note: The following are for informational purposes only.


DATA CITATION

Citing research data in a manner similar to traditional scholarly works:

= Full citations should be included in the reference list

= Give permanent identifiers, such as DOlIs, in the form of a linked URL if
possible.

= Cite data sets at the most detailed level possible and provide a version
if appropriate.


https://libguides.lib.msu.edu/citedata
https://data.research.cornell.edu/content/data-citation#examples-data-citation-styles

DATA PRIVACY

User privacy is the right to open inquiry without
having the subject of one’s interest examined or
scrutinized by others.


Presenter
Presentation Notes
Facial recognition

IBM, Microsoft quietly took down their public facial training datasets in 2021. 


PURDUE Data Classification

Confidential Information

The term “Confidential” is often used interchangeably with other
security terminology. It is not a data classification like sensitive
or restricted. It describes how information should be treated.

For example, a conversation between an individual and their
supervisor may be confidential if the employee requests the
supervisor not share that information with anyone else.




DATA ETHICS EDUCATION SUMMARY

Data ethics issues

dOwnership

dIntellectual property and copyright
dData citation

dPrivacy

dConfidentiality

Newly added topic: .
Algorithm bias & related assignment



ALGORITHM BIAS

% *destination; unsigned char **source; { extract_num-
ber (destination, *source); *source += 2; } #ifndef EXTRACT_MAC-
ROS #undef EXTRACT_NUMBER_AND_INCR #define EXTRACT_NUM-
BER_AND_IMCRi{dest, src)\ extract_number_and_incr (&dest, &src) #endif /*
not EXTRACT_MACROS =/ #endif /* DEBUG */ B /* If DEBUG is defined, Regex prints
many voluminouws messages about what it is doing (if the variable “debug’ is nonzera). If
linked with the main program in ‘inegexs, you can enter patterns and strings interactively.

u u
And if linked with the main program in “main.c’ and the other test files, you can run the al-
ready-writben tests, */ #ifdef DEBUG /™ We use standard 140 for debugging. */ #include <stdioh>
J* Itis useful to test things that *must” be true when debugging. */ #include <assert.h static int

debug = 0; tdefine DEBUG_STATEMENTIe) & #define DEBUG_PRIMT 1(x) if (debug) printf (x) #define
DEBUG_PRIMT2(x1, 2] if (debug) printf (x1, x2) #define DEBUG_PRINT2(x1, x2, x3] if [debug) printf
[x1, %2, x3) #define DEBUG_PRINT4(x1, x2, x3, x4) if (debug) printf [x1, x2, x3, x4) #define DE-
BUG_PRINT_COMPILED_PATTERM{p, 5, e\ if (debug) print_partial_compiled_pattern (s, e) #define DE
h t BUG_PRINT_DOUBLE_STRING(w, 51, 521,52, 522} \if (debug] print_double_string {w, £1, 521, 2, 522)
OCCU rS W e n CO m p u e r extern void printchar(); / Print the fastmap in human-readable farm. */ vaid print_fastmap (fastmap)
char *fastmap; { unsigned was_a_range = 0; unsigned i = 0; while (i < (1 << BYTEWIDTH)) { if (fastmapli++1)
. {was_a_range = 0; printchar (i - 1) while (i < {1 << BYTEWIDTH} && fastmap(il) { was_a_range = 1; i++; } if
a Ig O rl t h m S th at {was_a_range) { printf (") printchar {i - 1); 111 putchar (W' 1% Print a compiled pattern string in hu-
man-readable form, starting at the START pointer into it and ending just before the pointer END. */ void
print_partial_compiled_pattemn [start, end) unsigned char *start; unsigned char *end; { int ment, ment2; un-
H 5 H 5 signed char *p = start; unsigned char *pend = end; if (start == NULL) { printf (inull)\n'); return; }/* Loop aver
Syste m atl Ca | Iy d I SC rl m l n ate pattern commands, */ while {p < pend) { switch ({re_opcode_t) *p++) { case no_op: printf ("/no_op);
break; case exactn: ment = *p++; printf {"/exactn/%d’, ment); do | putchar (F); printchar (*p++); |
e = while (--menit); break; case start_memory: ment = *p4+4; printf (*/start_memory/®%d/%d", ment,
ag a l nSt Ce rta | n Conte n't *pt+); break; case stop_memory: ment = *pa4; printf ("fstop_memory/%d/%d’, ment, *pe+);
H break; case duplicate: printf ("/duplicate/%d", *p++); break; case anychar: printf ("fanychar');
break; case charset: case charset_not: { register int ¢; printf ("/charset%s’, ire_opcode_t) *(p-
H H— H 1) == charset_not 7 "_not" : ™); assert (p + *p < pend); for (€ = 0; ¢ < *p; c++) { unsigned bit;
individuals or groups in e . <P o 71 5 <V e 11
{map_byte & (1 << bit)] printchar (c * BYTEWIDTH + bitk } p += 1 + *p; break; } case beg-
= line: printf ("/begline”); break; case endline: printf ("/endline”); break; case on_failure_-
fa VO r‘ Of Ot h e r‘s WI t h O u t a jump: extract_number_and_incr (&mcnt, &p); printf ("Yon_failure_jump/0/%d’, mcnt);
break; case on_failure_keap_string_jump: extract_number_and_incr (&mcnt, &p); printf
(*fon_failure_keep_string_jump/0/%d" ment); break; case durmmy_failure_jurmp: ex-
= tract_number_and_incr (&ment, &p); printf (*/dummy_failure_jump/0/%d", ment); break;
SO u n d ba S I S . case push_dummy_failure: printf (*/push_durmmy_failure™); break; case may-
be_pop_jump: extract_number_and_incr (&ment, &p); printf
("/maybe_pap_jump/0/%d", mcnt); break; case pop_failure_-
Jump: extract_number_and_incr (&maont, &pl; printf (*fpop_-
failure_jump/0/%d", ment); break; case jump_past_alt:

RSV PR O ST S p—— e

Bias= preference, commonly assume to be an unfair preference.




CLARIFICATION

= Algorithm bias does not apply to computer
programs that have known correct solutions. If
we as humans know how to always get a correct
solution, a computer program should just do
that.

= Algorithm bias applies to problems where
humans themselves do not have methods to
always be correct.
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DISCUSSION QUESTIONS

= Which laws and regulations might be applicable to your
project?

= Which types of data need to be handled with care?
= How are we achieving ethical accountability?

= How might the legal rights of an individual be impinged by our
use of data?

= How might individuals’ privacy and anonymity be impinged
via our aggregation and linking of data?
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https://www.datascience-pm.com/10-data-science-ethics-questions/ 
https://citizenevidence.org/2020/11/10/ethics-data-open-source/


»

DISCUSSION QUESTIONS - CONT

= How do we know that the data is ethically available for its intended
use”?

= How have we identified and minimized any bias in the data or in
the model?

= How was any potential modeler bias identified, and if appropriate,
mitigated?

= How transparent does the model need to be and how is that
transparency achieved?

= What are likely misinterpretations of the results and what can be
done to prevent those misinterpretations?
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ALGORITHM BIAS ASSIGNMENT

Data ethics is about the responsible and sustainable use

of data. It is about doing the right thing for people and society.
Identify one algorithm bias example in your discipline or
interest area. The source needs to be a news article or

a journal article. Please answer the below questions.

= What’s your discipline or interest area?

= What are your perspectives on fairness and ethics in regard
to algorithm bias?

= What’s the algorithm bias example you located? Describe
the problem in your own words.

= What are your thoughts about the identified example guided
by the data ethics session?

= Source citation (APA format)



https://owl.purdue.edu/owl/research_and_citation/apa_style/apa_formatting_and_style_guide/general_format.html

ALGORITHM BIAS DETECTION

= Steve Wozniak says Apple Card discriminated against his wife. —
CNN Business, 2019

= Credit model (Women's World Banking, 2022)

= Google interfere with its search algorithms and changes your

results. - WSJ, 2019
Google Translate (Edmondson, 2022)

= Reading apps algorithm feedback to heighten human bias

= Facial recognition used in law enforcement — potential source q"\
both race and gender bias (Wilson, et al., 2019) \ 4



ALGORITHM BIAS DETECTION- CONT

= Dissecting racial bias in an algorithm used to manage the
health of populations (Obermeyer, et al., 2019; Grant, 2022; &
McKeon, 2022)

= Hiring practices (Dastin, 2018 & Lawton, 2022)
- Autonomous vehicles (Booth, et al., 2021)

- Twitter- young, thin females; rightwing politicians and news
outlets (Knight, 2021 & Milmo, 2021)

- TikTok’s algorithm shows unintentional racial bias. —
BuzzFeedNews, 2020



ALGORITHM BIAS DETECTION- CONT

= Facial recognition used in law enforcement — potential
source of both race and gender bias (Wilson, et al., 2019)

= Equitable loan decisions (Daniels, 2022)
= Financial services (Klein, 2022)
= OpenAlI's DALL-E image generator(Traylor, 2022)

- Algorithmic bias in education(Baker & Hawn, 2022)



CHALLENGE

Ethical Reasoning Development



ETHICAL REASONING PRINCIPLES

The reflexive principlism framework lists four core
moral principles as follows:

1. Preventing harms and providing benefits
(beneficence)

2. Avoiding the causation of harm (non-maleficence)

3. Supporting and respecting autonomous decisions
(respect for autonomy)

4. Fairly distributing benefits, risks, and costs
(Justice)

- Beever & Brightman, 2016



ETHICAL REASONING FRAMEWORK

Centering on the negotiation of risk and benefits

Negotiation of
Risks and
Benefits

DESIGN REASONING

@



QUESTIONS?

Wel Zakharov
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