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6 Abstract

Federated machine unlearning (FMU) aims to
remove the influence of a specified subset of
training data upon request from a trained feder-
ated learning model. Despite achieving remark-
able performance, existing FMU techniques suf-
fer from inefficiency due to two sequential op-
erations of training and retraining/unlearning on
large-scale datasets. Our prior study, PCMU, was
proposed to improve the efficiency of centralized
machine unlearning (CMU) with certified guar-
antees, by simultaneously executing the training
and unlearning operations. This paper proposes
a fast FMU algorithm, FFMU, for improving the
FMU efficiency while maintaining the unlearning
quality. The PCMU method is leveraged to train a
local machine learning (MU) model on each edge
device. We propose to employ nonlinear func-
tional analysis techniques to refin the local MU
models as output functions of a Nemytskii oper-
ator. We conduct theoretical analysis to derive
that the Nemytskii operator has a global Lipschitz
constant, which allows us to bound the difference
between two MU models regarding the distance
between their gradients. Based on the Nemyt-
skii operator and average smooth local gradients,
the global MU model on the server is guaranteed
to achieve close performance to each local MU
model with the certified guarantees.

1. Introduction

Machine unlearning (MU) aims to give data holders the
right to remove the influence of a certain subset of data from
a trained machine learning (ML) model, while maintaining
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the accuracy of the ML model on remaining data (Cao &
Yang, 2015; Golatkar et al., 2020a; Shibata et al., 2021; Gi-
nart et al., 2019; Guo et al., 2020; Garg et al., 2020; Gupta
etal., 2021; Wu et al., 2022b; Nguyen et al., 2022). Existing
research efforts on machine unlearning can be divided into
two groups: (1) Centralized machine unlearning (CMU),
where all holders’ training data collected by the server to
unlearn centralized ML models (Golatkar et al., 2020a;b;
Guo et al., 2020; Wu et al., 2020b; Nguyen et al., 2020; Izzo
etal., 2021; Neel et al., 2021; Khan & Swaroop, 2021; Bour-
toule et al., 2021; Ullah et al., 2021; Chen et al., 2021; 2022;
Fuet al., 2022; Lu et al., 2022; Setlur et al., 2022; Suriyaku-
mar & Wilson, 2022; Chundawat et al., 2022; Zeng et al.,
2022; Liu et al., 2022b; Chourasia et al., 2023; Warnecke
et al., 2023; Jagielski et al., 2023; Pawelczyk et al., 2023;
Jang et al., 2023) and (2) Federated machine unlearning
(FMU) for forgetting the target data from federated learning
(FL) models when full access to all training data becomes
unavailable (Liu et al., 2020; 2021a; Gong et al., 2021a; Liu
et al., 2021b; Gong et al., 2021b; Yuan et al., 2022; Pan
et al., 2022; Fraboni et al., 2022; Wang et al., 2022a; Liu
et al., 2022¢c; Wu et al., 2022c;a; Gao et al., 2022; Halimi
et al., 2022; Cao et al., 2023).

To the best of our knowledge, a common property of the
above methods in either CMU or FMU settings need to se-
quentially perform two expensive operations: training a ML
model on the whole dataset and producing an unlearning
model, by either retraining a new ML model on the remain-
ing data or directly unlearning the original ML model. This
strategy of sequential execution is computationally expen-
sive when training complex models over large datasets. The
above efficiency issue becomes much worse in the FMU,
since edge devices in the FMU often have limited compu-
tational resources (Dhar et al., 2021), such as smartphones,
image sensors, Internet-of-Things devices, and wearable
devices. The combination of high-dimensional models and
constrained edge devices drastically limits the applicability
of the FMU models in real world.

Our prior study, PCMU (Zhang et al., 2022b), presented a
prompt certified MU approach based on randomized gradi-
ent smoothing and quantization. It is simultaneously exe-
cutes the training and unlearning operations for improving
the CMU efficiency. The PCMU method leverages ran-
domized smoothing (RS) for certified robustness (CR) on
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classification (Cohen et al., 2019) to do RS for CMU on
gradient quantization. The authors treat data removals in the
CMU as perturbations on the whole dataset. Analogously,
they consider adversarial attacks in the CR as perturbations
on the data samples. In addition, they analogize output quan-
tized gradients in the CMU to output discrete class labels in
the CR. Since the output class labels in the CR with RS are
able to keep unchanged against adversarial attacks within a
certified radius, the output quantized gradients in the CMU
with RS can keep unchanged against data removals within
a certified budget. This implies that the CMU model with
RS directly trained on the whole dataset shares the same
gradients (and parameters) with the one retrained on only
the remaining data. The authors also derive the certified
radius regarding the gradient change before and after data
removals and the certified budget of data removals (i.e., the
maximally allowed amount of escaped data samples).

It is challenging to directly extend the idea of PCMU to the
FMU settings. Due to FL’s privacy requirement, the access
by the server to local training data on the edge devices
becomes unavailable. It is impossible to utilize the PCMU
method to train a CMU model on the server. On the other
hand, if local MU models are trained on the edge devices and
the standard aggregation methods (e.g., FedAvg (McMahan
et al., 2017)) are used to generate a global MU model on
the server, then it is difficult to guarantee the certified radius
and budget of data removals of the global MU model.

This work aims to extend the PCMU technique to the FMU
setting for improving the FMU efficiency while maintaining
the unlearning quality, by leveraging the theory of nonlin-
ear functional analysis, including Nemytskii operator and
Fréchet differentiable smooth manifolds.

First, given a specific ML task (e.g., image classification),
a local ML model f(z;G}.) (z € R™) is trained on each
edge device k with only its local data, where x is a data
sample and G}, € RT is the gradient of the local ML
model. The PCMU method (Zhang et al., 2022b) is lever-
aged to transform the original gradient G, into its smooth
and quantized version Q (G}, + ¢) for the purpose of CMU,
where @ is a gradient quantizatier to map the continuous
gradients over a discrete three-class space {—1,0,1} and
e~N (0, o?l ) is the isotropic Gaussian distribution (See
Eqgs.(20)-(21) in the PCMU paper). Thus, a local MU model
9(x:Q(Gr)) = E(f(:Q(C +2)). & ~ N(0,02]) is
generated on device k. For ease of presentation, we use
symbol gy, to replace Q(Gy).

Second, by leveraging the theory of nonlinear functional
analysis, the local MU models g(z; i) are reformulated as
output functions of a Nemytskii operator O(gy)(x), which
maps the gradient space to a function space. The theo-
retical analysis demonstrates that the Nemytskii operator
O(qx)(+) is smooth and induces a Fréchet differentiable

smooth manifold O(R?). The further analysis shows that

the smooth manifold has a global Lipschitz constant \/2%0 ,

ie. ||O(Qk)($) — O(ql)(x)H < H‘Z\k/;i;l(lrlb < CH%SZHZ for

any G, G; € RT, where C is the Lipschitz constant of Q.
This global Lipschitz property of O(gy) allows to bound
the difference between two MU models ¢(-; gx) and g(+; ;)
regarding the distance |G}, — G} ||2 between their gradients.

Last but not least, a global gradient G is aggregated on the
server by averaging the gradients of all the local ML mod-
els,ie., G = %, where K is the number of edge
devices in the FMU. Thus, the global MU model O(g)(+) on
the server is parameterized with a smooth gradient Q(G+¢),

where ¢ = (). Based on the global Lipschitz property of

O(q), we theoretically derive the global MU model O(q)(x)

on the server has a certified guarantee of (52_771})(2‘1, where

d = max ||Gx — Gy|. Namely, for k = 1,--- , K, it
1<k, I<K

holds |O(q)(x) — O(gx)(z)| < % for any input sam-

ple x. This certified guarantee of O(q)(z) ensures that the

global MU model O(q)(x) is close to each local MU model

(K—-1)Cd
V2rKo

which implies O(q)(z) with bounded errors can maintain

the certified radius and budget of data removals of the local
MU models to a certain degree.

O(qx)(x) on the edge devices within distance

Our FMU method based on the theory of nonlinear func-
tional analysis exhibits three compelling strengths against
the existing FMU techniques: (1) It inherits the superior
efficiency of the PCMU method by simultaneously execut-
ing the training and unlearning operations; (2) The global
MU model on the server is guaranteed to achieve close per-
formance to each local MU model with the certified CMU
guarantees; and (3) The MU training is conducted on only
the edge devices, which satisfies the FL’s privacy require-
ment. Empirical evaluation on real datasets demonstrates
the superior performance of our FMU model against several
state-of-the-art techniques.

2. Preliminaries

2.1. Federated Machine Unlearning

First, given a ML task (e.g., image classification), K edge
devices with their local training data D = {Dy,--- , Dk},
and a server, federated learning (FL) aims to learn a global
ML model on the server by optimizing the problem below.

KON,
in LOV) =S “EL,(w
i, L(IV) ; ~ Lr(V)
- (D
where L (W) = oA > Lw)
{z:,y: €D
where [;(W) = l(x;,y;; W) denotes the loss function of
the prediction on data example {z;, y;} € Dy, made with a
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global model parameter W. N, = | Dy denotes the size of
local dataset Dy,. N is the size of total training data D, i.e.,
N = N1+ -4 Ng. In the FL, the global model parameter
W is iteratively updated with the aggregation of all local
model parameters Wy, -, Wk on K devices in each round,
e, W =Y, Mew,.

Second, the devices submit data removal requests at a cer-
tain time. The complete training data D is partitioned into
two subsets: Df C D denoting the data which we wish the
ML model to forget and D" C D specifying the data which
we want the model to remember (D = D/ U D"). The goal
of federated machine unlearning (FMU) is to unlearn the
forgotten data D/, i.e., eliminate the influence of D/ from
W. A straightforward solution is to use the remembered
data D" as the training data to retrain new local models
on the edge devices with the data removal requests from
scratch and to produce a new global model W on the server.
However, this naive method is often time-consuming over
large-scale datasets. An efficient FMU algorithm is to di-
rectly generate a sanitized model " based on the deployed
model W, D, and D7 to approximate W, i.e., W" ~ W,

2.2. Randomized Gradient Smoothing and
Quantization for Centralized Machine Unlearning

Let G = % 2 (s yivep G(xi,y;) be the gradient average
on all data samples, where D is the training data, N is the
size of training data D, i.e., N = |D|, G(z;,y;) € RT is
the gradient of a ML model on a data sample {z;,y;} € D,
T is the dimension of the gradient G(z;, ;).

The randomized gradient smoothing for centralized machine
unlearning (CMU) on gradient quantization in the PCMU
method (Zhang et al., 2022b) is given as follows.

S(G) = argmax P (Q(G+¢)=c) (2)
ce{-1,0,1}~D

where D = N (0,0°1) is a Gaussian distribution. @ is
a gradient quantizatier to map each dimension of the con-
tinuous gradient G(z,y) € R” over a discrete three-class
space {—1,0, 1}, for mimicking the classification in the ran-
domized smoothing for certified robustness. .S is a smooth
version of (). S returns whichever gradient classes Q? is
most likely to return when G is perturbed by noise €.

The authors theoretically derive the certified radius R re-
garding the data change and the certified radius R’ about
the gradient change of the MU model before and after data
removals. The following theorem analyzes the correlation
between two types of certified radii and the certified budget
of data removals (Zhang et al., 2022b).

Theorem 1. Let L be the Lipschitz constant of gradient

G(z,y) € RY, then

R> gR’ 3)

The certified budget B’ of data removal from R’ is

36dL2
B < N — 4
N ) @ P

where ® ! is the inverse of the standard Gaussian CDF. Let

pe(G) be the output probability of @ over gradient class

¢ ie., p.(G) = IP’D(Q(G +¢) = c¢). p/y and py are the
e~

probabilities on the most probable class c4 and the runner-

up class cp respectively.

The above theorem shows that the smooth gradient quan-
tizatier S can always output the correct and unchanged
quantized gradients as long as the data removals B’ (i.e., the
number of escaped data samples in D) is within a certified
budget of N — prg=rgyi3—rz=ryz. This implies that
the CMU model with randomized gradient smoothing and
quantization directly trained on the whole dataset D shares
the same gradients (and parameters) with the one retrained
on only the remembered data D", which is the gold standard
for evaluating the MU performance.

3. Fast Federated Machine Unlearning

In this work, we first train a local ML model f(z;G},)
(x € R™) on each edge device k£ and leverage the PCMU
method (Zhang et al., 2022b) to transform the original model
gradient G, into its smooth and quantized version Q (G +€)
for the fast MU on the edge devices. We further generate
a local MU model g(z; Q(Gy)) = IaE(f(:c; Q(Gy +¢))),

e ~ N(0,02I) on device k. By leveraging the theory of
nonlinear functional analysis, we reformulate g(x; q;) as
output functions of a Nemytskii operator O(qy)(x), where
g = Q(G). We theoretically prove that the Nemytskii
operator N (g )(+) is smooth and induces a Fréchet differen-
tiable smooth manifold N (R?). The further analysis shows
that the smooth manifold has a global Lipschitz constant
\/2%0. Based on global Lipschitz property of O(IR?), we de-
rive the bounded difference between the global MU model
O(q)(x) on the server and the local MU model O(g;)(z)
on each device k, where ¢ = Q(G). Thus, the global MU
model on the server is guaranteed to achieve close perfor-
mance to each local MU model with the certified CMU
guarantees. This help O(¢)(z) maintain the certified radius
and budget of data removals of the local MU models based
on the PCMU method to a certain degree.

Nonlinear functional analysis is a branch of mathematical
analysis that deals with nonlinear mappings (i.e., nonlin-
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ear operators) between infinite-dimensional vector spaces
and certain classes of nonlinear spaces (Riesz & Sz.-Nagy,
1955). The following definitions describe the differentiabil-
ity properties of operators between Banach spaces and the
Nemytskii operator.

In functional analysis, a Banach space is a complete normed
vector space. It is often used for the computation of vector
length and distance between vectors.

Definition 1. A Banach space is a complete normed space
(X, || - |]), where it is complete if any Cauchy sequence
in X has a limit. Namely, for every Cauchy sequence
T1,Ta,--- € X, there exists some x € X, such that
the sequence’s convergence to x can be expressed as

lim ||x; — z|| = 0. The norm || - || of a normed space
n—00
(X, || - 1) is @ complete norm if (X, || - ||) is a Banach space.

LP spaces are function spaces defined using a natural gener-
alization of the p-norm for finite-dimensional vector spaces.
Specifically, (R™, || - || ») is the vector space R™ equipped
with the LP-norm, i.e.,

n
Zn)||Lr = (Z |2i|P)Pfor 1 < p < oo;

‘|(.’IZ1,.’I)2, Tty

i=1 (5)
(1,22, @n)llLoe = sup |zi

1<i<n

The L? function spaces are defined using a natural general-
ization of the L”-norm for finite-dimensional vector spaces.

Next, we define LP(2) Space. When 1 < p < oo,

LP(Q) = {h(z) : @ C R — R,/Q h(z)Pdz < o0} (6)

equipped with the norm ||h(z)||» = ([, |h(z)[Pdz)1/?.
When p = oo,
L= () = {h(z) : Q CR" = R, sup|h(z)| < o0} (7)
zEQ

equipped with the norm ||h(x)|| L~ = sup|h(x)|.
e

Definition 2. Let X, Y be two Banach spaces. The operator
L : X — Y is linear if and only if L(ax; + Bxs) =
aL(xy) + BL(x2) for any a, 8 € Rand x1,x9 € X. The

lL(@) |y
lzllx -~

operator norm of L is defined by ||L||,, = sup
zeX,x#

Definition 3. Let Q2 C R™ be a domain and 'Y be a Banach
space. Given a functional F : Q x X — R foranyy €Y,
a new functional O(y) : Q@ — R is defined as O(y)(z) =
F(z;y). The operator O is a Nemytskii operator.

In order to better understand the concept of Nemytskii op-
erators, we use linear functions as an example to explain
it. The linear functions are essentially linear functionals

from Banach spaces to R, as well as a Nemytskii operator
from certain Banach spaces to the space of bounded linear
functionals from LP to R, i.e., B(LP). Consider a linear
function h(x) = gz, where ¢,z € R™. If the domain of z
is a Banach space (R"™, || - ||z»), then g(x) can be treated
as a functional from L? to R. Based on the Holder In-
equality, we can get |h(z)| = |qz| < ||¢|| .+ ||x| Lr, Where
p' is the conjugacy of p satisfying - + > = 1. This im-
plies that the operator norm || hHop of the linear functional
h@)is [Bllop = sup P~ jg|,. Thus, h(x) isa
zeR™ x#0

bounded linear functional from L” to R for any ¢ € LY,
ie., g(r) € B(LP) forany g € L . If we further consider
q as a vector, the mapping P(q):q — h(z) € S(L?), i
P(¢)(x) = h(x ) can be viewed as an operator from the
Banach space L' to the Banach space S(LP). The operator
P(q) : LP" — S(LP) is a Nemytskii operator.

In terms of the above analysis, we define a hypothesis
space H (H = {f(z; Q(Q))|VQ(G))}) as a Banach mani-
fold in L? space. We reformulate the non-smooth models
f(z;Q(@)) as output functions of a Nemytskii operator
P : R® — LP with P(q)(x) = f(z;Q(G)). We define
another Nemytskii operator O : R® — LP with the random-
ized gradient smoothing and quantization as follows.

0()() =E(f(:Q(G +¢))), e ~N(0,0°]) (8
Namely, we have

OQ(G)()

1 ~ _llel3 )
= Gromprz [, PQGHe)()e” =7 de

Oa)() =

Definition 4. Let X and Y be two Banach spaces, and o is

an operator from X to'Y. The operator o is called Fréchet

differentiable at x € X if there exists a bounded linear

operator L : X — Y, such that

lo(z 4+ h) — o(x) — L(z
1Allx

lim Ay

lAllx —0

=0 (10

The linear operator L(x) is called the Fréchet derivative of
oatzx.

The following theory demonstrates that the Nemytskii oper-
ator O(q)(+) is smooth and induces a Fréchet differentiable
smooth manifold O(R?).

Theorem 2. O is Fréchet differentiable and O(R3) C LP

is a smooth manifold.

Please refer to Appendix A.1 for detailed proof of Theorem 2.

Now, we analyze the advantage of the randomized gradient
smoothing techniques and the reason why we choose Ne-
mytskii operator O(q)(x) or O(gy)(x) as global model or
local model in the FMU setting. Since O(R?)(-) is a smooth
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manifold, it guarantees that the gradient quantizatiers g are
trainable. Most importantly, the smooth manifold O(R3)(-)
has a global Lipschitz constant which is independent of the
input data, as demonstrated in Theorem 3. This indepen-
dence property ensures that the certified MU guarantees
of the smooth local models can be maintained to a certain
degree against any data removals within the certified budget.
On the other hand, the manifold P(R?)(-) without the ran-
domized gradient smoothing is only locally Lipschitz with
respect to g and the Lipschitz constant is determined by
the input data. In addition, the Lipschitz constant regard-
ing g could be rather large since it is hard to control the
amplification of difference through propagation over neural
networks and thus the Lipschitz constant keeps increasing
with the number of layers, which prevents the global model
from preserving the certified MU guarantees of the local
models in the FMU.

Theorem 3. Let G}, € R” be the gradient of the local ML
model on edge device k, Q be the gradient quantizatier, C'
be the Lipschitz constant of Q, g = Q(G},), and O be the
smooth Nemytskii operator. If |Gy, — Gi|l2 < d for any
gk, qi € R3, then we have

19 10(ar) (=) — O(@) (@) ooy < % if1<p<oo,

cd

[0(ar)(x) — O(q) (@) e () < Tore

ifp=o0
(1D
forany Q C R™.

Please refer to Appendix A.1 for detailed proof of Theorem 3.

According to Theorem 3, the following theorem demon-
strates that the smooth global model O(g)(x) on the server
is close to each smooth local model O(gx)(x) on the edge
devices within distance % for the preservation of the
MU certificates of the smooth local models based on the

PCMU method to a certain degree.

Theorem 4. Let G, € RT be the gradient of the local
ML model on edge device k, Q) be the gradient quantiza-
tier, C be the Lipschitz constant of Q, qx = Q(Gy), O
be the smooth Nemytskii operator, and O(qi)(x) be the
smooth local model on device k. Let G = % be
the gradient of the global ML model on the server by aver-
aging the gradients of all the local ML models, ¢ = Q(GQ),
and O(q)(x) be the smooth global model on the server. If
max |Gy — Gi||2 = d, then we have

1<k <K
210@@) — 0@ @)l < &1 <p <o
06)(@) - 0@ @)lrey < & % irp = oo

(12)

forany Q C R™.

Please refer to Appendix A.1 for detailed proof of Theorem 4.

Therefore, O(q)(x) on the server has a certified guarantee
of E=1)Cd
V2rKo
this certified guarantee of O(q)(x) ensures that the smooth

global model O(q)(z) is close to each smooth local model
O(qy)(x) on the edge devices within distance %. No-
tice that Theorem 4 is satisfied for any 2 C R", that is, the
certified guarantee is independent of the input data. There-
fore, it assures the closeness between the smooth global and
local models on any data sample x € R".

in LP space for any 1 < p < oo. Namely,

The standard deviation ¢ in Gaussian noise in the random-
ized gradient smoothing serves as a tradeoff hyperparameter
to well balance the MU performance and prediction ac-
curacy achieved by the smooth global model. A larger o
results in higher closeness between the smooth global and
local models and thus better preservation of the certified MU
guarantees by the smooth local models, while a smaller o
leads to better prediction accuracy. Especially, when ¢ — 0,
the smooth global model O(q)(x) on the server converges
to the non-smooth one P(q)(x), which is validated by The-
orem 5. In the PCMU method (Zhang et al., 2022b), the
randomized gradient smoothing is a necessary step to pro-
vide the certified MU guarantees (i.e., the certified radius
regarding the gradient change and the certified budget of
data removals) of the smooth models. the randomized gra-
dient smoothing, P(q)(x) fails to provide any certificate
guarantees for the FMU task.

Theorem 5. Let G be the gradient of the global ML model
on the server, Q be the gradient quantizatier, ¢ = Q(GQ),
and O and P be the smooth and non-smooth Nemytskii
operators respectively. O(q)(x) — P(q)(x) for any data
sample x € R™ if o — 0.

Please refer to Appendix A.1 for detailed proof of Theorem 5.

FFMU model training. On the device side, a local ML
model f(z; G}) (x € R™) is trained on each edge device k
with only its local data. The PCMU method (Zhang et al.,
2022b) is leveraged to transform the original gradient G
into its smooth and quantized version Q (G, + ¢). The local
MU model is reformulated as output functions of a smooth
Nemytskii operator O(gg)(z).

O(gn)(x) = E(f(z; Q(Gx +¢))), e ~ N (0,0°T)  (13)

On the server side, the gradient G of the global ML model
on the server is aggregated by averaging the gradients of all
the local ML models.

LGt +Gx
G—# (14)
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Table 1: Performance with 10% data removal and CNN on Fashion-MNIST

Performance Runtime (s)
Metric Accuracy Errort  Error”  Error’ | Training Unlearning Total
Retrain 84.40 15.60 14.70 15.75 211 1,636 1,847
Knowledge Distillation 81.05 18.95 17.51 20.28 213 2,734 2,947
Rapid Retraining 81.86 18.14 17.56 17.50 198 1,850 2,048
MacForget 82.36 17.64 16.82 16.81 227 1,830 2,057
FedEraser 81.64 18.36 17.70 16.72 369 3,610 3,979
VeriFi 77.31 22.69 22.29 19.89 234 1,943 2,177
Class-Discriminative Pruning 81.10 18.90 17.61 19.03 232 1,719 1,951
UN 80.87 19.13 17.90 16.69 234 1,965 2,199
RCAD 79.44 20.56 19.92 18.97 493 5,865 6,358
1J 82.47 17.53 17.22 13.24 232 1,846 2,078
Noisy-GD 83.56 16.44 16.01 14.37 232 1,866 2,098
FFMU 84.55 15.45 14.88 15.07 1,288 0 1,288
Table 2: Performance with 20% data removal and CNN on Fashion-MNIST
Performance Runtime (s)
Metric Accuracy Errort  Error™  Error? | Training Unlearning Total
Retrain 84.39 15.61 14.74 15.12 198 2,340 2,538
Knowledge Distillation 81.58 18.42 17.63 19.69 227 5,459 5,686
Rapid Retraining 82.34 17.66 16.49 16.71 187 3,658 3,845
MacForget 81.02 18.98 18.37 16.75 213 3,608 3,821
FedEraser 79.51 20.49 19.33 18.65 369 3,610 3,979
VeriFi 81.65 18.35 16.53 19.82 219 3,908 4,127
Class-Discriminative Pruning 81.89 18.11 16.93 18.59 240 3,409 3,649
UN 82.20 17.80 16.43 18.85 221 3,935 4,156
RCAD 79.27 20.73 20.40 18.38 346 7,091 7,437
1 82.17 17.83 16.51 19.00 232 3,622 3,854
Noisy-GD 81.98 18.02 17.07 17.68 244 3,751 3,995
FFMU 84.55 15.45 14.83 15.19 1,288 1) 1,288

The global gradient G is converted to its smooth and quan-
tized version Q(G + ¢).

The global MU model is reformulated as output functions
of a smooth Nemytskii operator O(q)(z).

O(q)(z) = E(f(z:Q(G +2))), e ~N(0,0°I)  (15)

After the model training, O(q)(x) will be the output of our
FFMU algorithm for fast federated machine unlearning.

4. Experiments

In this section, we have evaluated the effectiveness of our
FFMU model and other comparison methods for federated
machine unlearning over three popular image classifica-
tion datasets: Fashion-MNIST (Xiao et al., 2017; Gupta
et al., 2021; Fu et al., 2022), CIFAR-10 (Krizhevsky, 2009;
Golatkar et al., 2020a;b; Thudi et al., 2021a; Gupta et al.,
2021; Fu et al., 2022), and SVHN (Netzer et al., 2011; Guo
et al., 2020; Bourtoule et al., 2021). We train the classifiers
on the training set and test them on the test set for three
datasets. We train a convolutional neural network (CNN)
on Fashion-MNIST for clothing classification. We train
LeNet over CIFAR-10 for image classification. We apply
the ResNet-18 architecture on SVHN for street view house
number identification. We evaluate the performance of vari-
ous machine unlearning methods on three datasets with the
ratio of data removal between 5% and 20%.

Baselines. We compare the FFMU model with ten state-of-
the-art federated machine unlearning models. Knowledge
Distillation is a federated unlearning method to eliminate
a client’s contribution by subtracting the accumulated his-
torical updates from the model and leveraging the knowl-
edge distillation method to restore the model’s performance
without using any data from the clients (Wu et al., 2022a).
Rapid Retraining is a rapid retraining approach to fully
erase data samples from a trained FL model (Liu et al.,
2022c). MacForget introduced a mask gradient generator
that continuously generates mask gradients, and apply them
to the neurons of the neural network and stimulate them to
unlearn the memorization of the given samples (Liu et al.,
2020). FedEraser is a federated unlearning methodology
that can eliminate the influence of a federated client’s data
on the global federated learning (FL) model while signifi-
cantly reducing the time used for constructing the unlearned
FL model (Liu et al., 2021a). VeriFi is a unified frame-
work integrating federated unlearning and verification that
allows systematic analysis of the unlearning and quantifi-
cation of its effect, with different combinations of multi-
ple unlearning and verification methods (Gao et al., 2022).
Class-Discriminative Pruning proposed to utilize CNN
channel pruning to guide the federated machine unlearning
process (Wang et al., 2022b). UN performs unlearning at the
client (to be erased) by reversing the learning process, i.e.,
training a model to maximize the local empirical loss (Hal-
imi et al., 2022). RCAD can unlearn spurious features in the
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Table 3: Performance with 10% data removal and LeNet on CIFAR-10

Performance Runtime (s)
Metric Accuracy Errort  Error”  Error’ | Training Unlearning Total
Retrain 53.66 46.34 42.67 47.76 165 1,666 1,831
Knowledge Distillation 52.32 47.68 47.09 49.66 143 1,999 2,142
Rapid Retraining 49.68 50.32 47.82 49.56 144 1,345 1,489
MacForget 51.98 48.02 47.75 48.21 151 1,358 1,509
FedEraser 52.84 47.16 45.89 46.28 375 4,160 4,543
VeriFi 49.56 50.44 49.05 51.88 144 1,429 1,573
Class-Discriminative Pruning 50.07 49.93 48.05 53.84 194 1,123 1,317
UN 52.13 47.87 46.21 48.50 187 1,441 1,628
RCAD 51.74 48.26 47.10 46.76 311 6,142 6,453
1J 52.01 47.99 47.33 46.75 172 1,358 1,530
Noisy-GD 50.78 49.22 47.18 49.96 145 1,467 1,612
FFMU 54.84 45.16 42.78 47.68 986 0 986
Table 4: Performance with 20% data removal and LeNet on CIFAR-10
Performance Runtime (s)

Metric Accuracy Errort  Error™  Error? | Training Unlearning Total
Retrain 54.97 45.03 41.20 45.86 166 3,152 3,318
Knowledge Distillation 51.62 48.38 47.53 48.46 145 3,869 4,014
Rapid Retraining 51.67 48.33 46.79 4497 141 2,664 2,805
MacForget 50.71 49.29 48.89 48.71 148 2,725 2,873
FedEraser 52.53 47.47 45.51 47.54 367 6,993 7,360
VeriFi 50.57 49.43 48.73 49.92 149 2,812 2,961
Class-Discriminative Pruning 52.27 47.73 46.46 47.88 165 2,297 2,462
UN 53.51 46.49 43.81 46.44 184 2,919 3,103
RCAD 49.60 50.40 49.73 47.84 313 7,890 8,203
I 51.39 48.61 47.60 46.90 183 2,825 3,008
Noisy-GD 51.77 48.23 46.75 47.50 145 2,960 3,105
FFMU 54.84 45.16 42.59 46.00 986 1) 986

training data by increasing entropy only on examples gen-
erated along the adversarial direction (Setlur et al., 2022).
1J is an online unlearning algorithm that is both computa-
tionally and memory efficient by leveraging the infintesimal
jacknife (Suriyakumar & Wilson, 2022). Noisy-GD is a
robust data-deletion guarantee that can satisfy differential
privacy to ensure true data deletion (Chourasia et al., 2023).

Variants of FFMU model. We evaluate two versions of
FFMU to show the strengths of different techniques. FFMU-
N uses the FedAvg method to aggregate the local MU mod-
els on the edge devices into a global MU model on the server.
FFMU performs the aggregation process with Nemytskii
operator transformation and average smooth local gradients.
FFMU can guarantee the global MU model on the server to
achieve close performance to each local MU model with the
certified guarantees.

Evaluation metrics. By following the same settings in
representative machine unlearning models (Golatkar et al.,
2020a;b; Thudi et al., 2021a; Fu et al., 2022), we use four
popular measures in machine unlearning to verify the per-
formance of different methods: Accuracy, Errorf (clas-
sification errors on the forgotten data D7), Error™ (errors
on the remembered data D"), and Error! (errors on the
test data). Since the model W (Retrain) that uses only
the remembered data D" as the training data retrained from
scratch has never seen the forgotten data DY, it is often
used as the gold standard for evaluating the unlearning per-

formance (Golatkar et al., 2020a; Fu et al., 2022). Ideally,
the accuracy and three errors of the unlearning models W"
should match that of the retrained model W".

Machine unlearning accuracy with varying ratios of
data removal. Tables 1-4 exhibit the accuracy obtained by
twelve federated machine unlearning approaches by vary-
ing the ratio of unlearning request / data removal between
10% and 20%. Retrain represents the model retrained on
only the remembered data D" from scratch, without the
knowledge of the forgotten data Df. A federated machine
unlearning algorithm with more similar performance to the
Retrain model achieves a better unlearning result. It is ob-
served that among eleven approaches except the Retrain
model, no matter how large the ratios of data removal are,
the FFMU method achieves the closest accuracy to the Re-
train model in all tests, showing the effectiveness of FFMU
to the federated machine unlearning. Compared to the abso-
lute performance difference between other baselines and the
Retrain model, FFMU, on average, achieves at least 22.09%
and 9.43% improvement of absolute accuracy difference on
Fashion-MNIST and CIFAR-10 respectively. In addition,
the promising performance of FFMU over Fashion-MNIST
and CIFAR-10 implies that FFMU has great potential as
a general federated machine unlearning solution to other
image datasets, which is desirable in practice.

Machine unlearning error with varying ratios of data
removal. Tables 1-4 also show the classification errors on
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Figure 1: Performance of FFMU variants with 20% data removal

the deleted data DY (Errorf), errors on the remembered
data D" (Error™), and errors on the test data (Error?)
by twelve federated machine unlearning methods respec-
tively. We have observed that the performance of our FFMU
method behaves similarly and achieves at least 20.35%
and 14.98% descrease of absolute error difference on two
datasets respectively. FFMU substantially outperforms the
performance of other baselines in most tests, especially on
Fashion-MNIST. In addition, the errors by our FFMU are
not sensitive to the ratio of data removals. This is because
that our FFMU method performs one-time operation of
simultaneous training and unlearning when addressing a
series of machine unlearning requests, as long as the ratio
of actual data removals is below the certified budget of data
removals in our FFMU. However, other baselines need to
sequentially handle these unlearning requests one by one.

Ablation study. Figure 1 exhibits the unlearning perfor-
mance with the Retrain model and two variants of FFMU
on three datasets. We have observed the FFMU achieves
the closest accuracy and errors to the Retrain model over
three datasets, which are obviously better than FFMU-N. A
reasonable explanation is that FFMU leverages the PCMU
method to utilize the randomized gradient smoothing and
quantization for supporting certified MU on the edge de-
vices. The global Lipschitz property of Nemytskii operator
ensures the global MU model to achieve close performance
to each local MU model, which implies the certified guaran-
tees on the devices are maintained in the global MU model.

Running time. Tables 1-4 report the running time achieved
by all comparison methods over two dataset to produce
machine unlearning results respectively. We observe that
FFMU scales well with deep neural network architectures
over different image datasets and shows good efficiency for
federated machine unlearning. Our FFMU method achieves
better efficiency than other baseline methods in most experi-
ments. In addition, our FFMU method performs one-time
operation of simultaneous training and unlearning when ad-
dressing a series of machine unlearning requests. However,
other baseline methods need to sequentially handle these
machine unlearning requests one by one. This is clearly
a computationally expensive process when the number of
machine unlearning requests is huge.
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Impact of standard deviation. Figure 2 (a) measures the
performance effect of standard deviation of the Gaussian
distribution in the randomized smoothing for machine un-
learning by varying ¢ from 0.025 to 0.03. Notice that the
Retrain and FFMU-N models do not contain the module of
randomized smoothing. Thus, their accuracy scores keep
unchanged with varying ¢. We have witnessed the perfor-
mance curves by FFMU initially increase quickly and then
become stable or even slight drop when o continuously in-
creases. Initially, a large o can help utilize the strength of
randomized gradient smoothing and quantization for directly
training a machine unlearning model in advance. Later on,
when o continues to increase and goes beyond some thresh-
olds, the performance curves become stable. A rational
guess is that after the data removals have been already cer-
tified at a certain threshold and considered in the training
of machine unlearning models, our FFMU model is able to
generate a good machine unlearning result. When o con-
tinuously increases, this does not affect the performance of
federated machine unlearning any more.

Impact of data removal ratio. Figure 2 (b) evaluates the
accuracy impact of data removal ratios varying from 5% to
20% on three datasets of Fishion-MNIST, CIFAR-10, and
SVHN. It is observed that when changing data removal
ratios, the accuracy by our FFMU model matches well
with that of the retrained model from scratch. The per-
formance by our FFMU model keeps relatively stable, since
our method directly trains a unlearning model based on the
certified budget of data removals in advance and performs
one-time operation of simultaneous training and unlearning,
as long as the ratio of actual data removals is below the
certified budget of data removals. Thus, we do not need
to re-unlearn the model when a new unlearning request is
coming. This shows the potential of our FFMU model on ad-
dressing a series of federated machine unlearning requests.

5. Related Work

(1) Centralized Machine Unlearning. Trustworthy ma-
chine learning has attracted active research in recent
years (Palanisamy et al., 2018; Zhou et al., 2020b; Zhang
et al., 2020; Zhou et al., 2021; Zhao et al., 2021; Ren et al.,
2021; Zhang et al., 2021c;a; Zhou et al., 2022b; Jin et al.,
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2022b; Zhang et al., 2022b; Zhou et al., 2010; 2009; Cheng
et al., 2011; Zhou & Liu, 2012; Cheng et al., 2012; Zhou
& Liu, 2013; Su et al., 2013; Zhou & Liu, 2014; Su et al.,
2015; Zhou & Liu, 2015; Zhou et al., 2015a; 2016; 2018b;a;
Ren et al., 2019; Zhou et al., 2019b;a;c; Zhou & Liu, 2019;
Wau et al., 2020a; 2021a; Zhou et al., 2020c;a; Jin et al.,
2021; Wu et al., 2021b). Machine unlearning, one of impor-
tant research topics in the trustworthy machine learning, is
gaining attention in recent years (Cao & Yang, 2015; Ginart
et al., 2019; Guo et al., 2020; Golatkar et al., 2020a; Garg
et al., 2020; Shibata et al., 2021; Gupta et al., 2021; Wu
et al., 2022b; Nguyen et al., 2022). Machine unlearning can
be broadly grouped into two categories: exact unlearning
and approximate unlearning methods. In exact unlearning,
the impact of the data to be forgotten is excluded from the
model, as if retraining the model on the remaining data
from scratch (Cauwenberghs & Poggio, 2000; Karasuyama
& Takeuchi, 2009; Cao & Yang, 2015; Ginart et al., 2019;
Chen et al., 2019; Schelter, 2020; Li et al., 2021; Mahade-
van & Mathioudakis, 2021; Brophy & Lowd, 2021; Schelter
et al., 2021; Chen et al., 2022). In approximate unlearning,
the methods aim to approximate the parameters that would
have been obtained if the model was trained without using
the data to be unlearned (Baumhauer et al., 2020; Graves
et al., 2021; Golatkar et al., 2021; Thudi et al., 2021b; Liu
et al., 2021a; Marchant et al., 2022; Zeng et al., 2022; Liu
et al., 2022b; Chourasia et al., 2023).

Certified Machine Unlearning. Subsequent works follow
similar approximate definitions in (Ginart et al., 2019) to
provide certified unlearning guarantees for strongly-convex
learning problems (Guo et al., 2020; Neel et al., 2021;
Sekhari et al., 2021). certified removal is a certified-removal
mechanism that applies a Newton step on the model param-
eters that largely remove the influence of the deleted data
points (Guo et al., 2020). PCMU executes one-time oper-
ation of simultaneous training and unlearning in advance
for a series of machine unlearning requests, without the
knowledge of the forgotten data (Zhang et al., 2022b).

(2) Federated Machine Unlearning. Parallel, distributed,
and federated learning have been extensively studied in re-
cent years (Lee et al., 2019; Wu et al., 2021a; Goswami
et al., 2020; Zhang et al., 2021b; Zhou et al., 2022a; Guo
et al., 2022; Jin et al., 2022a; Zhang et al., 2022a; Che
et al., 2022; Yan et al., 2022a; Liu et al., 2022a; Yan et al.,
2022b;c; Liu et al., 2023; Li et al., 2022; Liu et al., 20213;
Zhou & Liu, 2013; Zhou et al., 2014; Bao et al., 2015; Zhou
et al., 2015b;c; Lee et al., 2015; Zhou, 2017). Although the
Centralized machine unlearning techniques dominate the
existing research efforts, federated machine unlearning has
attracted active research in recent years (Liu et al., 2020;
2021a; Gong et al., 2021b; Liu et al., 2021b; Yuan et al.,
2022; Pan et al., 2022; Fraboni et al., 2022). Wang et al.
proposed to utilize CNN channel pruning to guide the feder-

ated machine unlearning process (Wang et al., 2022b). Liu
et al. proposed a rapid retraining approach to fully erase
data samples from a trained FL. model (Liu et al., 2022c).
Wu et al. developed a general pipeline for simultaneously
three common types of federated unlearning requests: class
unlearning, client unlearning, and sample unlearning (Wu
et al., 2022c). Wu et al. proposed a novel federated un-
learning method to eliminate a client’s contribution by sub-
tracting the accumulated historical updates from the model
and leveraging the knowledge distillation method to restore
the model’s performance without using any data from the
clients (Wu et al., 2022a). VeriFi is a unified framework
integrating federated unlearning and verification that allows
systematic analysis of the unlearning and quantification of
its effect, with different combinations of multiple unlearning
and verification methods (Gao et al., 2022). UN performs
unlearning at the client (to be erased) by reversing the learn-
ing process, i.e., training a model to maximize the local
empirical loss (Halimi et al., 2022). FedRecover can re-
cover an accurate global model from poisoning attacks with
small cost for the clients, by using the server to estimate the
clients’ model updates (Cao et al., 2023).

PCMU is the only method to simultaneously execute the
training and unlearning operations for dramatically improv-
ing the unlearning efficiency in centralized setting (Zhang
et al., 2022b). To the best of our knowledge, other machine
unlearning methods iTo the best of our knowledge, a com-
mon property of the above methods in either centralized or
federated settings need to sequentially perform two expen-
sive operations: training a ML model on the whole dataset
and producing an unlearning model, by either retraining a
new ML model on the remaining data or directly unlearning
the original ML model. This strategy of sequential execu-
tion is computationally expensive when training complex
models over large datasets. Motivated the idea of PCMU,
this work is the first to simultaneously execute the training
and unlearning operations for improving the FMU efficiency
while maintaining the unlearning quality, by leveraging the
theory of nonlinear functional analysis, including Nemytskii
operator and Fréchet differentiable smooth manifolds.

6. Conclusions

In this work, we proposed a fast FMU algorithm for improv-
ing the FMU efficiency while maintaining the unlearning
quality. First, the PCMU method is leveraged to train a
local MU model on each edge device. Second, the local MU
models are reformulated as output functions of a Nemyt-
skii operator. Based on the Nemytskii operator and average
smooth local gradients, the global MU model on the server
is guaranteed to achieve close performance to each local MU
model with the certified guarantees. Finally, the theoretical
analysis is conducted to bound the difference between two
MU models regarding the distance between their gradients.
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A. Appendix
A.1. Theoretical Proof
Theorem 2. O is Fréchet differentiable and O(R?®) C LP is a smooth manifold.

Proof. According to Definition 4, in order to prove that an operator o is Fréchet differentiable, we first need to

find a bounded linear operator L(x) and then demonstrate that the limit condition in the definition is satisfied, i.e.,
lim leGth)—o@-L@Ally , g
I1a]lx—0 121 '

Without loss of generality, we prove this theorem when o = 1. As N'(0,0%1) = 0 3N(0, 1) in R3, it is easy to extend the
proof process to other o values by following the same strategy. For ease of presentation, we rewrite O(q) as follows.

0 = aira [, PN F e 16)

A linear operator L(q)(e) : R® — LP defined as follows.

1 ~lla—=13
L@(©)0) =~z [ POO T (a—)ee (7
where L(q) is the bounded linear operator regarding the Fréchet derivative of O(q).
We compute
d _latse—cl3 lla+se—el3
d—e_ T = e 2 2(q—|—se—a)e (18)
s

By integrating Eq.(18) from 0 to 1, we get

2 2
llate—cll3 lla—<ll3

_ B L jatse—ci3
e T —e 2 :—/ e 2 (q+ se—¢e)eds (19)
0

Next, we compute

IIO(q +6)() = 0(@)() = L(g)e()l e (e

7” m)3/2 / P(e)() (6 B ¢ st te bl (q— €)€> de’ Lr(Q) -~
By combining Eq.(19) and Eq.(20), we obtain
10(g +€)(-) = O(g) (") — L(@)e(")l e ()
1 Lo hatse—cil _la—cl3
_H 27r)3/2/ P(e)() (/0 e 2 (q+se—e)e—e 2 (q—e)eds) ds‘Lp(Q) 1)
In terms of the Fubini’s theorem, we have
10(g +€)(-) = O(@)(-) = L(g)e(")l|Lr ()
:H (2771)3/2 01 (/}Rd P(e)(-)(e” latoceld e i )(qg—¢e)e+ e"‘“;‘“'gsgdg) ds’ @) 22
Notice that ) e ) e .
(27T)3/2/R3e 2 EdE:(QW)S/z/Riie 2 e"de = |¢e]|3 (23)
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It is obvious that |P(e)(x)| < 1 for any € and x. Thus, we have

_latse—eld )
3/2//]1{3 T sededs| < 1 oo el (24)

Similar to Eq.(19), we derive

llatse—cli3 lla—<I3 Lo grste—ci2
e 27671122:7/ ez “(q+ se — e)edt (25)
0

In addition, we calculate

1 ! llatse—=l3 lla—<li3
P(e T e ) (g — e)eded H
on 3/2/0 /}R3 e )(q — €)ededs )
o P(e)(-)e— 5t dedsdt (26)
= 2 — p—
2ﬂ)3/2 ) ) (q+ se — e)e(q — €)ededs HLP(Q)
1 1 _laote- latste—cl2 )
Vo [ [ [.e o+ se — ellall — ellelPdedsat]
According to the dominated convergence theorem, when € — 0, we have
HQ+3té EH2 EH% 2
€ g+ se —ellallg — ell2|le][*de — 7 |lq —¢ellzde (27)
R<

By plugging Eq.(27) into Eq.(26), when ¢ — 0, we derive

HW /01 /1 /RS P(&?)(')(e*”q“;%”% — e~ Hq;”% Vg — {—:)ed{—:dsdt‘

LP(Q)

1 _ld'i3 (28)
q 2 2
<| e / d], o el
By integrating Eq.(24) and Eq.(28), we get
10(g +€)(-) = O(a)(-) = L(q)e ()| r () = O(€?) (29)

(g+e)() —O0(@)() = L(q)e(-)|| r () — O too. This implies that the limit condition in Definition 4 is
satisfied and thus L(q) is Fréchet derivative of O. By following the similar strategy, we can derive that O(q) is infinitely
Fréchet differentiable. Notice that O(q) can be treated as a global chart for the manifold O(R?). Thus, O(R?) is a smooth
manifold.

Theorem 3. Let G, € R” be the gradient of the local ML model on edge device k, () be the gradient quantizatier; C' be the
Lipschitz constant of Q, g = Q(Gy), and O be the smooth Nemytskii operator. If |G, — Gi||2 < d for any qi., q € R3,
then we have

27 10(gr) () = O(a) (@)l ooy < if1 <p<oo,

V2ro (30)
Cd
10(gr)(z) — O(@) (@) || Lr () < i ifp=oc

for any Q C R™.
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Proof. Again, without loss of generality, we prove this theorem when o = 1. By following the same strategy, it is easy to

extend the proof process to other o values. For ease of presentation, we rewrite O(q) as follows.

1 la—<li3

0W)() = Gy [, PO e

We compute

10(ar) () = O(@) ()l e ()
1

s [ @0 (5 - o

Lr(Q)

Notice that

d _lag—cts(a—a)l} g —e+slag—a) 3

7€ > =—e > (@ —e+s(ge—a))(ae —a)
By integrating Eq.(33) from 0 to 1, we get

_ llag—=13 _lla—=13 L g —etstap—apl3
e” T —e 2 =—/e 2 (@ —e+s(ax —a))(ax — @)ds
0

By combining Eq.(32) and Eq.(34), we obtain
HO(Qk —O(@) ()l Lr ()

| / (/eW@z—e+s<qk—ql>><qk—ql>ds)ds\

Lr(Q)

1 g — s+e(qk a)ll3

27r)3/2/ / (@ — &+ s(ae — @))(aw fqz)dsdsHLp(m
In terms of the Fubini’s theorem, we have
||O(Qk) a) ()l (o)
gy —ets(ag— ‘H)”Q d d
2 J— J— —
27r (21372 ]R3 (@ — e+ s(ar — @) (e — q)deds Lo(@)

For ease of presentation, let U = q; + s(qi. — qi) and V = q, — q;. We rewrite Eq.(36) as follows.

HO(Qk @) (- )”LT’(Q
—H // e T 5”2(U—5)Vdgds‘
2m)3/2 L»(Q)
1 —HU —|u-cl3 Vv
&) —ded
Qw)g/z/ JRC W - eyyrdeds]| IV

€29

(32)

(33)

(34)

(35)

(36)

(37

Notice that 0 < P(q)(x) < 1 for any q and x and W is a unit vector. By utilizing standard Gaussian integrals, for any

unit vector u, we have

1 ! Ple e —lu—<i3 (U — Yuded ‘
(2m)3/2 [y Jgs ejuasas L ()
1 1 —iu— an
< — e)ulded ’
—lh@2m)32 o /R3e SJuldeds Lr(Q)
1 1 HsH
= - e |Eu\d€ds
(27T)3/2 0o JR3
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We rotate the coordinate system such that the unit vector u coincides with any coordinate axis. Let u,v1,vo be the standard
basis of the rotated coordinate system. In other words, for any € € R3, we decompose ¢ into

2
e = (eu)u + Z(evg)vg (39)
=1

As the Jacobian of rotation is 1, by employing standard Gaussian integrals, we obtain

—usu2 -2 4 levy13 |su|2
e leulde = [ e 2 e leu|de
R3 R3

e (40)
:/ P dry - -drpy, = 2(27r)%
R3
Accordingly, we derive
e~ (1 — Syuded — 41
3/2/ /Rs (U — €)ude SHLP(Q) = HWHM(Q) (41)
Thus, when 1 < p < oo, we obtain
1 1 _ _
10(ar)(-) = O(a) )l e () < WIQHI% —all2 = fIQ\HQ(Gk) —Q(G1)|l2
cd (42)
< \/j|Q|||Gk — G|z < rlﬂl
When p = oo, we get
1 1 _ _
0 )—=0 MNere) £ =5 llar — = —|Q(Gk) — Q(G
10(qx)(+) (@)()lle() < @ )1/2 lax — aill2 MHQ( k) — Q(G1)l|2 )
IGi — Gilla < %
\/7 k= Gill2 < Jon
1
10(qx)(-) = Oa) ()| L= () < WH% — a2 (44)

Therefore, the proof is concluded.

Theorem 4. Let G, € R” be the gradient of the local ML model on edge device k, () be the gradient quantizatier, C be the
Lipschitz constant of Q, qi,. = Q(G), O be the smooth Nemytskii operator, and O(qy)(x) be the smooth local model on
device k. Let G = % be the gradient of the global ML model on the server by averaging the gradients of all the
local ML models, ¢ = Q(G), and O(q)(z) be the smooth global model on the server. 1f1<r£1:li><<K||Gk — Gill2 = d, then we

have

K-1)Cd .
91 [0)a) ~ Ol @liey < =L i1 < p < o6,
(45)
Cd
[06)a) = Ofa)@)lurie) < 2 ifp =
Sforany Q C R™.
Proof. Similar to the conclusion of Theorem 3, we have
_ C 5 = )
217HI0(g) () — O(ar) (@)l ooy < \/—MHG = Gil2if1 < p < oo,
(46)

HO(‘I)(CC)_O(Qk)(x)”LP(Q)<r IG = Grll2 if p =00
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— ~ —~ —_ —_ K __ &
According to the definition of G = SE2CK forany k€ {1,--- K}, G — Gy = w

Thus, based on the norm’s triangle inequality, we obtain

= = || 21—1 I#k G C_7Y16||2 Zl:l l#k HG— GkHQ (K 1)d
-G = J < > <
||G k:||2 (47)

Therefore, the proof is concluded.

Theorem 5. Let G be the gradient of the global ML model on the server; Q) be the gradient quantizatier, ¢ = Q(G), and O
and P be the smooth and non-smooth Nemytskii operators respectively. O(q)(z) — P(q)(z) for any data sample x € R™ if
o — 0.

Proof. For ease of presentation, let ¢ = o1. We rewrite O(q) as follows.

0l)a) = sz [, Pla+ om)(a)e™ % ar “9)

2 2 2
713 713 [kl

It is obvious that |P(q+ o7)(z)e” 2 | < e "z ande "2 isintegrable. According to the continuity of P(q + o7)(x),
we obtain P(q + o7)(x) — P(q)(x) if 0 — 0. In terms of the dominated convergence theorem, we have the following
conclusion.

1 13 1 12
(271_)3/2/]1{3 P(q-i-O'T)(gj)e_llz‘ dr — (271_)3/2/]Rg P(Q)(-T)e_%dT ifo—0 (49)

Therefore, the proof is concluded.

A.2. Additional Experiments

Machine unlearning performance and running time with varying ratios of data removal. Tables 5-15 exhibit the
classification accuracy, errors, training time, and unlearning time obtained by twelve federated machine unlearning
approaches by varying the ratio of unlearning request / data removal between 2% and 20% on three datasets of Fashion-
MNIST, CIFAR-10, and SVHN respectively. Similar trends are observed for the comparison of federated machine unlearning
effectiveness and efficiency in these figures: our FFMU method achieves the smallest absolute performance difference
with the Retrain model, regarding Accuracy (;3%), Errort (;3%), Error” (;3%), and Error! (;2%) on three datasets
respectively. Our FFMU method achieves better efficiency than most baseline methods in most experiments. Our FFMU
method performs one-time operation of simultaneous training and unlearning when addressing a series of federated machine
unlearning requests. The above experiment results demonstrate that FFMU is effective as well as efficient for addressing the
federated machine unlearning problem. This advantage is very important for entitling data owners to the right to have their
private data removed from trained complex models at their requests in a timely and cost-efficient manner in privacy-critical
applications that usually require near-zero tolerance of data leaking.
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Table 5: Performance with 5% data removal and CNN on Fashion-MNIST

Performance Runtime (s)
Metric Accuracy Errort  Error”™ Error! | Training Unlearning Total
Retrain 84.49 15.51 14.71 16.10 193 920 1,113
Knowledge Distillation 81.61 18.39 16.98 21.27 212 1,442 1,654
Rapid Retraining 81.70 18.30 17.99 14.34 230 954 1,184
MacForget 80.52 19.48 17.88 20.37 227 1,025 1,252
FedEraser 82.07 17.93 17.11 20.83 361 1,766 2,127
VeriFi 82.40 17.60 16.76 19.15 212 1,036 1,248
Class-Discriminative Pruning 80.54 19.46 18.27 19.30 215 871 1,032
UN 80.35 19.65 19.07 23.19 205 1,053 1,258
RCAD 80.92 19.08 18.77 17.66 331 3,192 3,523
) 82.76 17.24 16.65 14.48 232 964 1,196
Noisy-GD 83.00 17.00 15.53 14.36 229 959 1,188
FFMU 84.55 15.45 14.87 15.37 1,288 0 1,288

Table 6: Performance with 8% data removal and CNN on Fashion-MNIST

Performance Runtime (s)
Metric Accuracy Error'  Error™ Error/ | Training Unlearning Total
Retrain 84.75 15.25 14.45 15.58 198 1,416 1,614
Knowledge Distillation 81.65 18.35 17.18 19.24 218 2,201 2,419
Rapid Retraining 82.78 17.22 15.57 17.71 201 1,487 1,688
MacForget 82.09 17.91 17.03 20.09 222 1,592 1,814
FedEraser 83.78 16.22 15.66 16.84 358 2,828 3,186
VeriFi 82.10 17.90 16.85 16.47 205 1,629 1,834
Class-Discriminative Pruning 81.66 18.34 17.42 19.04 240 1,353 1,593
UN 80.38 19.62 18.82 18.00 210 1,618 1,828
RCAD 78.86 21.14 20.50 20.92 341 5,047 5,388
1J 81.56 18.44 17.95 17.08 228 1,536 1,764
Noisy-GD 80.35 19.65 18.61 19.40 206 1,547 1,753
FFMU 84.55 1545 14.86 15.38 1,288 0 1,288

Table 7: Performance with 15% data removal and CNN on Fashion-MNIST

Performance Runtime (s)
Metric Accuracy Errort  Error”™ Error! | Training Unlearning Total
Retrain 84.66 15.34 14.84 14.84 188 2,378 2,566
Knowledge Distillation 82.35 17.65 16.20 18.67 220 4,098 4,318
Rapid Retraining 83.23 16.77 15.32 18.66 191 2,790 2,981
MacForget 81.83 18.17 16.46 18.26 237 2,722 2,959
FedEraser 83.77 16.23 15.94 15.95 364 5,349 5,713
VeriFi 82.59 17.41 15.94 16.87 232 2,989 3,221
Class-Discriminative Pruning 82.63 17.37 16.23 16.69 236 2,553 2,789
UN 82.06 17.94 16.69 16.67 217 2,963 3,180
RCAD 80.31 19.69 18.65 19.14 344 5,312 5,656
0 82.26 17.74 16.99 18.03 228 2,742 2,970
Noisy-GD 82.38 17.62 16.68 16.10 222 2,833 3,055
FFMU 84.55 15.45 14.84 14.76 1,288 0 1,288
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Table 8: Performance with 5% data removal and LeNet on CIFAR-10

Performance Runtime (s)
Metric Accuracy Errort  Error”™ Error! | Training Unlearning Total
Retrain 54.77 45.23 41.56 48.04 169 846 1,015
Knowledge Distillation 52.60 47.40 46.35 50.31 144 991 1,135
Rapid Retraining 53.74 46.26 44.65 47.48 141 697 838
MacForget 51.51 48.49 47.88 4493 140 719 859
FedEraser 52.75 47.25 45.85 49.43 489 1,988 2,477
VeriFi 49.36 50.64 49.61 44.30 145 735 880
Class-Discriminative Pruning 51.33 48.67 47.50 53.32 174 565 739
UN 53.79 46.21 43.89 42.98 170 721 891
RCAD 51.13 48.87 48.45 42.27 312 3,346 3,658
) 51.41 48.59 47.28 47.20 184 697 881
Noisy-GD 52.84 47.16 45.40 44.18 145 740 885
FFMU 54.84 45.16 42.99 48.60 986 0 986

Table 9: Performance with 8% data removal and LeNet on CIFAR-10

Performance Runtime (s)

Metric Accuracy Errort  Error”™ Error! | Training Unlearning Total
Retrain 53.87 46.13 42.41 48.12 168 1,336 1,504
Knowledge Distillation 51.23 48.77 47.73 49.38 145 1,600 1,745
Rapid Retraining 49.49 50.51 46.59 50.43 141 1,086 1,227
MacForget 50.60 49.40 45.75 51.82 145 1,158 1,303
FedEraser 51.97 48.03 46.56 45.34 480 3,088 3,568
VeriFi 49.15 50.85 50.06 46.36 140 1,176 1,316
Class-Discriminative Pruning 51.40 48.60 46.98 44.52 165 905 1,070
UN 51.99 48.01 46.36 51.07 181 1,179 1,360
RCAD 50.27 49.73 49.78 46.06 313 5,427 5,740
0 52.59 4741 47.67 45.97 176 1,132 1,308
Noisy-GD 52.26 47.74 45.82 43.27 148 1,207 1,355
FFMU 54.84 45.16 42.86 48.02 986 0 986

Table 10: Performance with 15% data removal and LeNet on CIFAR-10

Performance Runtime (s)

Metric Accuracy Errort  Error”™ Error! | Training Unlearning Total
Retrain 54.49 45.51 42.57 45.92 169 2,399 2,568
Knowledge Distillation 50.98 49.02 48.59 47.26 144 2,950 3,094
Rapid Retraining 51.34 48.66 44.10 47.20 142 2,044 2,186
MacForget 50.94 49.06 47.65 48.23 142 2,016 2,158
FedEraser 53.38 46.62 44.74 47.80 476 5,660 6,136
VeriFi 52.03 47.97 47.02 47.06 141 2,127 2,268
Class-Discriminative Pruning 50.89 49.11 47.28 48.74 165 1,653 1,818
UN 52.53 47.47 44.43 48.88 187 2,156 2,343
RCAD 49.77 50.23 49.52 48.32 334 5,638 5,972
0 50.96 49.04 48.65 48.50 178 2,066 2,244
Noisy-GD 52.94 47.06 46.08 46.90 150 2,217 2,367
FFMU 54.84 45.16 42.67 46.34 986 0 986
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Table 11: Performance with 5% data removal and ResNet-18 on SVHN

Performance

Runtime (s)

Metric Accuracy Errort  Error”™ Error/ | Training Unlearning  Total
Retrain 90.62 9.38 9.50 10.60 341 1,744 2,085
Knowledge Distillation 87.57 12.43 12.21 12.97 380 1,957 2,337
Rapid Retraining 88.46 11.54 11.75 13.00 325 1,792 2,117
MacForget 88.66 11.34 11.80 13.51 311 1,739 2,050
FedEraser 78.10 21.90 23.36 22.52 5,543 6,701 12,244
VeriFi 88.12 11.88 11.51 12.09 350 1,036 1,386
Class-Discriminative Pruning 86.53 13.47 12.52 14.05 382 1,004 1,386
UN 88.56 11.44 11.42 12.00 354 1,830 2,184
RCAD 78.49 21.51 21.97 21.84 1,008 1,743 2,751
I 87.94 12.06 11.99 13.41 324 1,000 1,324
Noisy-GD 89.01 10.99 11.92 12.26 302 1,006 1,308
FFMU 90.71 9.29 9.69 10.25 1,826 0 1,826
Table 12: Performance with 8% data removal and ResNet-18 on SVHN
Performance Runtime (s)
Metric Accuracy Errort  Error” Errorf | Training Unlearning  Total
Retrain 90.27 9.73 9.52 10.92 341 2,768 3,109
Knowledge Distillation 86.51 13.49 13.43 14.64 385 3,152 3,537
Rapid Retraining 87.67 12.33 12.29 13.26 320 2,865 3,185
MacForget 88.07 11.93 12.03 13.82 307 2,918 3,225
FedEraser 80.39 19.61 21.85 20.46 5,788 10,494 16,282
VeriFi 87.95 12.05 12.08 13.70 328 1,629 1,957
Class-Discriminative Pruning 86.07 13.93 13.61 12.84 328 1,661 1,989
UN 88.18 11.82 11.48 12.35 342 2,922 3,264
RCAD 78.93 21.07 21.14 21.52 1,011 1,824 2,835
0] 87.82 12.18 12.05 12.66 324 1,702 2,026
Noisy-GD 87.91 12.09 12.20 13.04 304 1,617 1,921
FFMU 90.71 9.29 9.67 10.55 1,826 0 1,826
Table 13: Performance with 10% data removal and ResNet-18 on SVHN
Performance Runtime (s)
Metric Accuracy Error'  Error™ Errory | Training Unlearning  Total
Retrain 90.93 9.07 9.25 10.41 341 3,331 3,672
Knowledge Distillation 86.07 13.93 10.25 13.69 374 4,622 4,996
Rapid Retraining 87.14 12.86 13.50 13.19 317 3,382 3,699
MacForget 87.97 12.03 12.86 13.71 310 3,603 3,913
FedEraser 77.16 22.84 12.32 22.93 5,793 13,180 18,973
VeriFi 87.65 12.35 22.82 13.14 328 1,942 2,270
Class-Discriminative Pruning 88.49 11.51 11.77 8.29 386 2,054 2,440
UN 87.42 12.58 11.65 12.80 345 3,578 3,923
RCAD 80.35 19.65 12.22 19.94 1,013 1,860 2,873
1J 87.72 12.28 19.85 14.35 326 2,224 2,550
Noisy-GD 87.13 12.87 12.67 13.67 310 2,081 2,391
FFMU 90.71 9.29 9.28 11.10 1,826 0 1,826
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Table 14: Performance with 15% data removal and ResNet-18 on SVHN

Performance Runtime (s)
Metric Accuracy Errort  Error”™ Error/ | Training Unlearning  Total
Retrain 90.46 9.54 9.22 10.37 341 4,712 5,053
Knowledge Distillation 86.20 13.80 14.12 15.27 393 6,954 7,347
Rapid Retraining 87.78 12.22 11.70 12.33 316 5,069 5,385
MacForget 86.99 13.01 12.75 13.54 308 5,418 5,726
FedEraser 77.81 22.19 22.98 23.02 5,855 18,942 24,797
VeriFi 87.94 12.06 11.96 13.09 324 2,989 3,313
Class-Discriminative Pruning 87.23 12.77 13.19 12.66 324 3,120 3,444
UN 86.42 13.58 12.83 13.36 347 5,393 5,740
RCAD 80.51 19.49 19.40 20.03 1,005 1,784 2,789
o 87.53 12.47 12.88 13.72 324 3,698 4,022
Noisy-GD 88.38 11.62 13.27 13.06 308 3,163 3471
FFMU 90.71 9.29 9.68 10.47 1,826 0 1,826

Table 15: Performance with 20% data removal and ResNet-18 on SVHN

Performance Runtime (s)
Metric Accuracy Errort  Error” Errorf | Training Unlearning  Total
Retrain 90.12 9.88 9.16 10.63 341 6,256 6,597
Knowledge Distillation 85.20 14.80 14.89 15.95 379 9,106 9,485
Rapid Retraining 88.05 11.95 12.00 12.81 319 6,608 6,927
MacForget 86.47 13.53 13.26 14.26 310 7,682 7,992
FedEraser 80.63 19.37 20.59 19.52 5,737 24,363 30,100
VeriFi 87.23 12.77 12.48 13.67 322 3,908 4,230
Class-Discriminative Pruning 87.84 12.16 13.03 8.55 334 3,994 4,328
UN 88.22 11.78 11.51 11.97 355 7,356 7,711
RCAD 79.11 20.89 21.04 20.98 1,010 2,033 3,043
I 87.11 12.89 12.32 13.82 335 5,293 5,628
Noisy-GD 87.88 12.12 12.60 12.32 308 4,153 4,461
FFMU 90.71 9.29 9.68 10.38 1,826 0 1,826

A.3. Parameter Sensitivity

In this section, we conduct more experiments to validate the sensitivity of various parameters in our FFMU method for the
federated machine unlearning task.

Impact of standard deviation. Figure 3 (a) and (b) measure the effect of standard deviation of the Gaussian distribution in
the randomized gradient smoothing for federated machine unlearning on Error” and Error! by varying o from 0.025
to 0.3. The error scores achieved by the Retrain model keep unchanged with varying . We have observed similar results
in these two figures: The error curves by FFMU initially decrease quickly and then become stable when ¢ continuously
increases. A suitable o can help utilize the randomized gradient smoothing and quantization for directly training a federated
machine unlearning model in advance. A too large o beyond some thresholds does not affect the performance of machine
unlearning any more.

Influence of training sample percentage. Figure 4 (a) shows the influence of training sample percentage in our FFMU
model by varying it from 20% to 100%. We make the observations on the quality by three machine unlearning methods. (1)
The accuracy by our FFMU model is very close to that of the Retrain method in most experiments. (2) The performance
curves keep increasing when the number of training samples increases. (3) FFMU outperforms FFMU-N in most tests with
the smallest accuracy difference with the Retrain method. When there are many training samples available (> 60%), the
quality improvement by FFMU is obvious. A reasonable explanation is more training data makes FFMU be more resilient to
machine unlearning under suitable ratios of data removals.
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Figure 3: Errors with varying standard deviation on three datasets
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Figure 4: Performance with varying parameters on three datasets
Impact of training epochs. Figure 4 (b) exhibits the sensitivity of training epochs of our FFMU model by varying them
from 40 and 200. As we can see, the performance curves continuously increase with increasing training epochs. This is
consistent with the fact that more training epochs makes the image classification models be resilient to machine unlearning
under suitable ratios of data removals. It is observed that the accuracy scores oscillate within the range of 8.7% on three
datasets.

Sensitivity of batch size. Figure 4 (c) exhibits the sensitivity of batch size of federated machine unlearning models in our
FFMU model by varying them from 30 and 70. It is observed that the performance curves keep relatively stable when we
continuously change the batch size. This demonstrates that our FFMU method is insensitive to the batch size of machine
unlearning. No matter what the batch size is, our FFMU method can always achieve the superior performance in all tests,
showing the effectiveness of our FFMU method to the machine unlearning.

Influence of learning rates. Figure 4 (d) shows the influence of learning rate in our FFMU model by varying it from 0.04
to 0.12. We have observed that the accuracy initially raises when the learning rate increases. Intuitively, a large learning rate
can help the algorithm quickly find the optimal solution and thus help improve the quality of machine unlearning. Later on,
the performance curves decrease quickly when the learning rate continuously increases. A reasonable explanation is that
a too large learning rate may miss the optimal solution with large step size in the search process. Thus, it is important to
determine the optimal learning rate for the machine unlearning.

26



Fast Federated Machine Unlearning with Nonlinear Functional Theory

A.4. Experimental Details

Environment. The experiments were conducted on a compute server running on Red Hat Enterprise Linux 7.2 with 2 CPUs
of Intel Xeon E5-2650 v4 (at 2.66 GHz) and 8 GPUs of NVIDIA GeForce GTX 2080 Ti (with 11GB of GDDR6 on a 352-bit
memory bus and memory bandwidth in the neighborhood of 620GB/s), 256GB of RAM, and 1TB of HDD. Overall, the
experiments took about 5 days in a shared resource setting. We expect that a consumer-grade single-GPU machine (e.g.,
with a 2080 Ti GPU) could complete the full set of experiments in around 7-8 days, if its full resources were dedicated.
The codes were implemented in Python 3.7.3 and PyTorch 1.0.14. We also employ Numpy 1.16.4 and Scipy 1.3.0 in the
implementation. Since the datasets used are all public datasets and our methodologies and the hyperparameter settings are
explicitly described in Section 3, 4, and A.4, our codes and experiments can be easily reproduced on top of a GPU server.
We promise to release our open-source codes on GitHub and maintain a project website with detailed documentation for
long-term access by other researchers and end-users after the paper is accepted.

Training. We study image classification networks on three standard image datasets: Fashion-MNIST ', CIFAR-10 2, and
SVHN 3. The above three image datasets are all public datasets, which allow researchers to use for non-commercial research
and educational purposes. We use 60,000 examples as training data and 10,000 examples as test data for Fashion-MNIST. We
train the machine unlearning model on the CIFAR-10 training set and test it on the CIFAR-10 test set. We use 73,257 digits
as training data and 26,032 digits as test data for SVHN. We train a convolutional neural network (CNN) on Fashion-MNIST
for clothing classification. We train LeNet over CIFAR-10 for image classification. We apply the ResNet-18 architecture on
SVHN for street view house number identification. The neural networks are trained with Kaiming initialization (He et al.,
2015) using SGD for 120 epochs with an initial learning rate of 0.05 and batch size 500. The learning rate is decayed by a
factor of 0.1 at 1/2 and 3/4 of the total number of epochs. In addition, we run each experiment for 3 trials for obtaining more
stable results.

Implementation. To our best knowledge, there are only two federated machine unlearning algorithms with open-source
implementation: FedEraser * and RCAD 3. We utilized the same model architecture as the official open-source imple-
mentation and default parameter settings provided by the original authors for machine unlearning in all experiments. All
hyperparameters are standard values from reference codes or prior works.

For other regular federated learning or federated optimization approaches, including Knowledge Distillation, Rapid
Retraining, MacForget, FedEraser, VeriFi, Class-Discriminative Pruning, UN, 1J, and Noisy-GD, to our best knowledge,
there are no publicly available open-source implementations on the Internet. We tried our best to implement these approaches
in terms of the algorithm description from the original papers. All hyperparameters are standard values from the reference
papers. We validate the performance of different federated machine unlearning methods with a range of ratio of data removals
{5%, 8%, 10%, 15%, 20%}. The above open-source codes from the GitHub are licensed under the MIT License, which
only requires preservation of copyright and license notices and includes the permissions of commercial use, modification,
distribution, and private use.

For our FFMU model, we performed hyperparameter selection by performing a parameter sweep on standard deviation
o € {0.025,0.05,0.1,0.2,0.3,0.5, 1} in the Gaussian distribution, quantization threshold A € {0?/4,02 /2,02, 202,402},
ratio of data removals {5%, 8%, 10%, 15%, 20%}, local epochs of the machine unlearning model € {1, 2,3, 4,5}, global
epochs of the machine unlearning model € {40, 80, 120, 160, 200}, batch size for training the model € {30, 40, 50, 60, 70},
and learning rate € {0.04,0.06,0.08,0.1,0.12}. We select the best parameters over 50 epochs of training and evaluate the
model at test time.

Hyperparameter settings.
Unless otherwise explicitly stated, we used the following default parameter settings in the experiments.

"https://github.com/zalandoresearch/fashion-mnist
Zhttps://www.cs.toronto.edu/~kriz/cifar.html
3http://ufid].stanford.edu/housenumbers/
*https://www.dropbox.com/s/11hx962axovbbom/FedEraser-Code.zip?dl=0
>https://github.com/ars22/RCAD-regularizer
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Table 16: Hyperparameter Settings

Parameter Value
Training data on Fashion-MNIST 60,000
Test data ratio on Fashion-MNIST 10,000
Training data on CIFAR-10 50,000
Test data on CIFAR-10 10,000
Training data on SVHN 73,257
Test data on SVHN 26,032
Number of Edge Devices 100
Standard deviation o in the Gaussian distribution 0.1
Quantization threshold \ o?
Ratio of data removals 20%
Local epochs of the machine unlearning model 2
Global epochs of the machine unlearning model 200
Batch size for training the model 50
Learning rate 0.1

A.5. Potential Negative Societal Impacts and Limitations

In this work, the three image datasets are all open-released datasets (Xiao et al., 2017; Krizhevsky, 2009; Netzer et al., 2011),
which allow researchers to use for non-commercial research and educational purposes. These three datasets are widely used
in training/evaluating the image classification. All baseline codes are open-accessed resources that are from the GitHub
and licensed under the MIT License, which only requires preservation of copyright and license notices and includes the
permissions of commercial use, modification, distribution, and private use.

To the best of our knowledge, motivated the idea of PCMU, this work is the first to simultaneously execute the training and
unlearning operations for improving the unlearning efficiency with machine unlearning certificate in federated setting, by
leveraging the theory of nonlinear functional analysis, including Nemytskii operator and smooth manifold. Many machine
learning applications often need to collect massive amount of data from third parties for model training. This raises a
legitimate privacy risk: training data can be practically reconstructed from models (Fredrikson et al., 2015; Shokri et al.,
2017; Veale et al., 2018; Bourtoule et al., 2021; Mahadevan & Mathioudakis, 2021; Marchant et al., 2022; Chen et al., 2022).
In addition, modern privacy regulations, such as the European Union’s General Data Protection Regulation (GDPR) (of the
EU, 2016) and the California Consumer Privacy Act (CCPA) (Legislature, 2018), enforce the right to be forgotten, i.e.,
entitle data owners to the right to have their private data removed at their requests (Marchant et al., 2022; Liu et al., 2022c;
Chundawat et al., 2022). Our framework is able to resolve the requests of data removal in a timely and cost-efficient manner.
Our framework can play an important building block for a wide variety of privacy-critical applications that usually require
near-zero tolerance of data leaking, such as financial and health data analyses. This paper is primarily of a theoretical nature.
We expect our findings to produce positive impact, i.e, significantly improve the efficiency of federated machine unlearning
models by simultaneously training and unlearning in advance. To our best knowledge, we do not envision any immediate
negative societal impacts of our results, such as security, privacy, and fairness issues.

An important product of this paper is to explore the possibility of simultaneous training and unlearning in advance as well
as one-time federated unlearning. Due to high-dimensional double integrals or non-integrable mapping between samples
and labels in the randomized data smoothing and gradient quantization method, the randomized gradient smoothing and
quantization approach is designed to produce high confidence certificates for the certified federated machine unlearning. Our
theoretical framework can inspire further improved development and implementations on fast federated machine unlearning
with better applicability and efficiency from the academic institutions and industrial research labs.
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