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Abstract

Gradient coding is a method for mitigating straggling servers in a centralized computing network that uses erasure-coding
techniques to distributively carry out first-order optimization methods. Randomized numerical linear algebra uses randomization
to develop improved algorithms for large-scale linear algebra computations. In this paper, we propose a method for distributed
optimization that combines gradient coding and randomized numerical linear algebra. The proposed method uses a randomized ¢2-
subspace embedding and a gradient coding technique to distribute blocks of data to the computational nodes of a centralized network,
and at each iteration the central server only requires a small number of computations to obtain the steepest descent update. The
novelty of our approach is that the data is replicated according to importance scores, called block leverage scores, in contrast to most
gradient coding approaches that uniformly replicate the data blocks. Furthermore, we do not require a decoding step at each iteration,
avoiding a bottleneck in previous gradient coding schemes. We show that our approach results in a valid ¢2-subspace embedding, and
that our resulting approximation converges to the optimal solution.

Index Terms

Low-Rank Approximations, Least-Squares Regression, Randomized Algorithms, Randomized Numerical Linear Algebra, Coded
Computing, Stragglers, Erasure-Coding, Replication-Coding.

I. INTRODUCTION

In this work we bridge two disjoint areas, to accelerate first-order methods such as steepest descent distributively, while focusing
on linear regression. Specifically, we propose a framework in which Randomized Numerical Linear Algebra (RandNLA) sampling
algorithms can be used to devise Coded Computing (CC) schemes. We focus on the task of /5-subspace embedding through an
importance sampling procedure known as leverage score sampling; which scores measure the relative importance of each data
point within a given dataset, and distributed gradient computation in the presence of stragglers; which is referred to as gradient
coding (GC).

Traditional numerical linear algebra algorithms are deterministic. For example, inverting a full-rank matrix M € RN*NV
requires O(N?3) arithmetic operations by performing Gaussian elimination, as does naive matrix multiplication. The fastest known
algorithm which multiplies two N x N matrices, requires O(N“) operations, for w < 2.372 [1], [2]. Other important problems
are computing the determinant, singular and eigenvalue decompositions, SVD, QR and Cholesky factorizations of large matrices.

Although these deterministic algorithms run in polynomial time and are numerically stable, their exponents make them pro-
hibitive for many applications in scientific computing and machine learning, when /N is in the order of millions or billions [3],
[4]. To circumvent this issue, one can perform these algorithms on a significantly smaller approximation. Specifically, for a matrix
S € R™N with r < N, we apply the deterministic algorithm on the surrogate M = SM € R"*4 for M € RV*?, The matrix
S is referred to as a dimension-reduction or a sketching matrix, and M is a sketch of M, which contains as much information
about M as possible. For instance, when computing the product of A € RV*Z and B € RV*M  we apply a carefully chosen
S € R™¥ on each matrix to get

NxXM
rx M
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——
AT B ~ AT B

where A = SA and B = SB. Thus, naive matrix multiplication now requires O(LMr) operations, instead of O(LM N). Such
approaches have been motivated by the Johnson-Lindenstrauss lemma [5], [6], and require low complexity.

A multitude of other problems, such as k-means clustering [7]-[9] and computing the SVD of a matrix [10]-[13], make use of
this idea in order to accelerate computing accurate approximate solutions. We refer the reader to the following monographs and
comprehensive surveys on the rich development of RandNLA [4], [14]-[21], an interdisciplinary field that exploits randomization
as a computational resource, to develop improved algorithms for large-scale linear algebra problems.
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Fig. 1: Schematic of our approximate GC scheme, at iteration s. Each server has an encoded block of data, of which they compute
the gradient once they receive the updated parameters vector x!*]. The central server then aggregates all the received partial
gradients indexed by Z1°, i.e., { 9; } 711> 0 approximate the gradient g!*l. At each iteration we expect a different index set Z!*,
which leads to iterative sketchmg

The problem of ¢5-subspace embedding, a form of spectral approximation of a matrix, has been extensively studied in RandNLA.
The main techniques for constructing appropriate £>-subspace embedding sketching matrices, are performing a random projection
or row-sampling. Well-known choices of S for reducing the effective dimension N to r include: i) Gaussian projection; for a
matrix © where ©;; ~ N (0, 1) define S = #@, ii) leverage score sampling; sample with replacement 7 rows from the matrix
according to its normalized leverage score distribution and rescale them appropriately, iii) Subsampled Hadamard Transform
(SRHT); apply a Hadamard transform and a random signature matrix to judiciously make the leverage scores approximately
uniform and then follow similar steps to the leverage score sampling procedure.

In this paper, we first generalize ii) to appropriately sample submatrices instead of rows to attain an ¢s-subspace embedding
guarantee. We refer to such approaches as block sampling. Throughout this paper, sampling is done with replacement. Sampling
blocks has been explored in block-iterative methods for solving systems of linear equations [22]-[25]. Our motivation in dealing
with blocks rather than individual vectors, is the availability to invoke results that can be used to characterize the approximations of
distributed computing networks, to speed up first-order methods, as sampling individual rows/columns is prohibitive in real-world
environments. This in turn leads to an iterative sketching approach, which has been well studied in terms of second-order methods
[26]-[28]. By iterative sketching, we refer to an iterative algorithm which uses a new sketching matrix S, at each iteration, i.e.,
throughout such a procedure the sketches (g[l]A, gmA, cee g[n]A) are obtained. The scenario where a single sketching matrix
S is applied before the iterative process, is referred to as the sketch-and-solve paradigm [29], which also induces bias towards the
samples considered through S.

Second, we propose a general framework which incorporates our sketching algorithm into a CC approach. This framework
accommodates a central class of sketching algorithms, that of importance (block) sampling algorithms (e.g., CU R decomposition
[30], C R-multiplication [31]). Coded computing is a novel computing paradigm that utilizes coding theory to effectively inject
and leverage data and computation redundancy to mitigate errors and slow or non-responsive servers; known as stragglers, among
other fundamental bottlenecks, in large-scale distributed computing. In our setting, the straggling effect is due to computations
being communicated over erasure channels, whose erasure probability follows a probability distribution which is central to the CC
probabilistic model. The seminal work of [32] which first introduced CC, focused on exact matrix-vector multiplication and data
shuffling. More recent works deal with recovering good approximations, while some have utilized techniques from RandNLA,
e.g., [31], [33]-[39]. Our results are presented in terms of the standard CC probabilistic model proposed in [32], though they
extend to any computing network comprised of a central server and computational nodes, referred to as servers.

To mitigate stragglers, we appropriately encode and replicate the data blocks, which leads to accurate CC estimates. In
contrast to previous works which simply replicate each computational task or data block the same number of times [40]-[43],
we replicate blocks a number of times that corresponds to their block leverage scores. Consequently, this induces a non-uniform
sampling distribution in the aforementioned CC model, which is an approximation to the normalized block leverage scores.
Furthermore, this eliminates the need for a decoding step, which can be a high complexity bottleneck in CC. A drawback of
using RandNLA techniques is that exact computations are not recoverable. For more details on the approximation error and
computational complexity of CC, the reader is referred to the monographs [44], [45]. A CC schematic, focusing on approximate
GC, is presented in Figure 1.

The central idea behind our approach is that non-uniform importance sampling can be emulated, by replicating tasks across the
network’s computational nodes, who communicate through an erasure channel with the central server. By emulate, we mean that
after replicating elements according to their importance sampling distribution and then sampling uniformly at random (without
replacement) from the set containing redundant elements, we mimic sampling with replacement from the initial set, according
to the importance sampling distribution. The tasks’ computation times follow a runtime distribution [32], which, along with a



prespecified gradient transmission ending time T, determine the number of replications per task across the network. Though
similar ideas have been proposed [31], [34]-[36] where sketching has been incorporated into CC, this is the first time redundancy is
introduced through RandNLA, as compared to compression, in order to reduce complexity and provide approximation guarantees.
Although uniform replication is a powerful technique, it does not capture the non-equal relevance of different rows of the data
matrix to the information in the dataset. We capture such information through replication and rescaling according to the block
leverage scores. By performing uniform sampling within these blocks, we attain a spectral approximation of the data matrix. One
can compare this method to doing an iterative £s-subspace embedding sketching of A in standard CC. The shortcoming of this
approach, is that a large amount of servers may be required when the underlying sampling distribution is non-uniform. We are
able to overcome this obstacle, by approximating the importance sampling distribution as close as possible, under the physical
constraint imposed by the network that the number of servers is fixed.

In Appendix E we discuss how further compression can be attained by introducing weighting, while guaranteeing the same
approximation error when first and second order methods are used for linear regression in the sketch-and-solve paradigm (Propo-
sition 6 and Corollary 4). We also show that, in terms of the expected reduction in sketching dimension, that the benefit decreases
as the block leverage score distribution approaches the uniform distribution (Theorem 8). This further justifies the fact that higher
diversity in leverage scores leads to more accurate algorithms [46].

At each iteration of the proposed descent algorithm, all completed jobs that are received by the central server are aggregated to
form the final gradient approximation. Thus, unlike many other CC schemes, the proposed method does not store completed jobs
which will not be accounted for. Our method sacrifices accuracy for speed of computation, and the inaccuracy is quantified in terms
of the resulting /-subspace embedding (Theorem 1). Specifically, the computations of the responsive servers will correspond to
sampled block computation tasks enabled by leverage score sampling, as summarized in Algorithm 4. Approximate CC is of
interest since it could lead to faster inexact but accurate solutions, at a reduced computational cost [44].

To summarize, our main contributions are:

1) propose block leverage score sketching, to accommodate block sampling for /5-subspace embedding, which makes leverage
score sampling techniques suitable for distributed computations,

2) provide theoretical guarantees for the sketching performance,

3) show the significance of weighting, when our weighted sketching algorithm is used in iterative first and second order methods,

4) propose the use of expansion networks, which use the sampling distribution to determine how to replicate and distribute
blocks in the CC framework — this unifies the disciplines of RandNLA and CC — where replication and uniform sampling
(without a random projection) result in a spectral approximation,

5) show how expansion networks can be used for approximate distributed steepest descent (SD), which approaches the optimal
solution using unbiased gradient estimators in a similar manner to batch stochastic steepest descent (SSD),

6) experimental validation of the performance of our algorithm on artificial datasets with non-uniform induced sampling
distributions.

The paper is organized as follows. In Subsection I-A we present related works, in terms of CC, and in Subsection [-B we give
an overview of the approximate GC literature. In Section II we present the notation which will be used, and review necessary
background. We also list the notational conventions used in the paper, in Appendix F. In Subsection III-A we present our
sketching algorithm and its theoretical approximation guarantees. In Subsections III-B and III-C we give a framework for which
our sketching algorithm and potentially other importance sampling algorithms, can be used to devise CC schemes. This is where
we introduce redundancy through RandNLA, which has not been done before. In Subsection III-D we summarize our GC scheme,
and in Subsection III-E we give a brief synopsis of our main results by tying everything together. A concise description of our
distributed procedure can be found in Algorithm 4 of Subsection III-D. We conclude with experimental evaluations in Section IV
on simulated data with highly non-uniform underlying sampling distributions, as empirical validation.

A. Related Work on CC

There are several related works [35], [36], [47], [48] to the GC approach we present in this paper. The authors of [47] propose
replicating subtasks according to what they define as the priority of the job, while [36] and [48] incorporate sketching into CC. It is
worth noting that even though the focus of this work is on first order gradient methods, our approach also applies to second-order
methods, as well as approximate matrix products through the C'R-multiplication algorithm [10], [31], [49]. We briefly discuss this
in Section V.

The work of [47] deals with matrix-vector multiplication. Similar to our work, the authors of [47] also replicate the computa-
tional tasks a certain number of times; and stop the process at a prespecified instance, but they do not use block leverage scores.
Here, the computation Ax for A € RV*¥ and x € R¥ is divided into C' different tasks, prioritizing the smaller computations.
The m servers are split into ¢ groups, and are asked to compute one of the tasks y; = ( D i 75 oV, ) x, for A = leil UlulvlT
the SVD representation of A. Each task y; is computed by the servers of the respective group, and Ny = |_|j=1 J; is a disjoint
partitioning of the rank-1 outer-products of the SVD representation. The size of the j** task is |7;| = p;, which in our work
is determined by the normalized block scores. The scores in our proposed scheme is motivated and justified by RandNLA, in
contrast to the selection of the sizes p; which is not discussed in [47]. Furthermore, the scheme of [47] requires a separate



maximum distance separable code for each job y;; thus requiring multiple decodings, while we do not require a decoding step.
Another drawback of [47] is that an integer program is formulated to determine the optimal ending time, which the authors do not
solve explicitly. In contrast, we determine a solution for any desired ending time. Lastly, we note that the /5-subspace embedding
approximation guarantee of our method, depends on the ending time 7.

In terms of sketching and RandNLA, the works of [35] and [48] utilize the Count-Sketch [50]; which relies on hashing. In
“CodedSketch” [48], Count-Sketches are incorporated into the design of a variant of the improved “Entangled Polynomial Code”
[51], to combine approximate matrix multiplication with straggler tolerance. The code approximates the submatrix blocks {C; ; :
(,7) € Ni, x Ng, } of the final product matrix C = A - B (matrix C is partitioned k; times across its rows, and ko times across
its columns), with an accuracy that depends on ||C;/ ;|| for all (¢, j') € Ni, x Ny, . This hinders its practical applications, as it
requires accuracy guarantees without oracle knowledge of the outcome of each submatrix of the matrix product C. This approach
permits each block of C to be approximately recovered, if only a subset of the servers complete their tasks.

In “OverSketch” [35], redundancy is introduced through additional Count-Sketches, to mitigate the effect of stragglers in
distributed matrix multiplication. In particular, the Count-Sketches A = AS and B = STB of the two inputs A and B are
computed, and are partitioned into submatrices of size b x b. The b x b submatrices of the final product C = A - B are then
approximately calculated, by multiplying the corresponding row-block of A and column-block of B, each of which is done by
a single server. The “OverSketch” idea has also been extended to distributed Newton Sketching [36] for convex optimization
problems.

B. Related Work on Approximate GC

Many approaches have been proposed for approximate GC, which introduces redundancy in order to accelerate the convergence
rate of distributed optimization algorithms [34], [52]-[65]. These approaches can be grouped into two main categories:

(1) fixed coefficient decoding: at each iteration the same decoding step takes place, which is a linear combination of the received
computations with predetermined coefficients [52]-[58],

(2) optimal coefficient decoding: at each iteration another least squares optimization problem is solved, in order to determine the
optimal coefficients that will be used in the linear combination of the received computations, as part of the decoding [34],
[58]-[62].

We note that optimal coefficient decoding does not necessarily lead to optimal convergence, though we use this term to be
consistent with the literature.

The scheme proposed in this paper falls in the category of fixed coefficient decoding, instead of optimal coefficient decoding.
Even though we do not consider a decoding step, our approach can be viewed as having a fixed decoding step, which we explain
in Subsection III-F. The main drawback of optimal coefficient decoding schemes is that a decoding vector has to be determined at
every iteration, which is usually done by solving a linear system of equations, putting an additional computational burden on the
central server. In Subsection III-F we show how our gradient approximations can be quantified in terms of the optimal coefficient
decoding error, and also discuss how approaches from both fixed and optimal coefficient decoding can be accelerated by reducing
the total number of iterations.

Similarly to our data replication approach is the work of [53], which replicates each data point A (;) proportionally to its norm
| A()l|2, to attain what they call a pairwise-balanced distribution scheme. The “Stochastic Gradient Coding” algorithm of [53]
also converges in expectation to the optimal solution with appropriately selected step-sizes. We use a similar analysis to that of
[53] to show that our method achieves convergence rate of O(1/.5) of the parameters, where S is the total number of iterations
which take place. Furthermore, we also show that our expected regret converges to zero at a rate of O(1/ VS +r /S), and, unlike
[53], we quantify the error of our gradient approximation in terms of the optimal gradient decoding residual error. The allocation
of the data points in the Stochastic Gradient Coding algorithm [53] is done randomly, and the servers need to compute a weighted
sum of the gradients corresponding to each of their allocated points, while we compute a partial gradient corresponding to the
block and rescale it according to its block leverage score. The encoding of our scheme corresponds to the weighted coefficients
of [53], since both are rescalings of the individual and block partial gradients. A benefit of our proposed replication of the data
according to the block leverage scores is that it is more appropriate for spectral approximations of the data matrix, as it preserves
the subspace spanned by the basis of the data matrix A. This in turn allows us to also draw comparisons to approximations from
optimal coefficient decoding schemes (Theorem 4).

The authors of [54], [55] base their constructions on balanced incomplete block designs (BIBDs), which are combinatorial
structures that allow resiliency to potential adversarial stragglers. A drawback of the methods proposed is [54], [55], is that they
do not provide a convergence guarantee to the optimal solution x* of the linear system, for their proposed iterative approximate
gradient based scheme. A similar line of work to [53] that also considers adversarial stragglers is that of [58], which considers
“Fractional Repetition Codes” [41], [42] with approximate decoding. This work also proposes “Bernoulli Gradient Codes” and
a regularized variant (rBGC), where each data point A ;) is randomly assigned to a fixed number of distinct servers. This GC
scheme is an approximation of the pairwise-balanced scheme of [53], and can be viewed as a case of SSD when all the data points
have the same norm.




In [57], an optimal (in expectation) step-size £} was determined for each iteration of GC methods with unbiased gradients,
which can be applied by the central server. The idea proposed in [57] applies to all fixed coefficient decoding GC methods, where
the step-size is modified in order to reduce the overall number of iterations needed for SD to converge. The optimal step-size £ is
determined by the central server at each iteration once it receives sufficiently many computations to do so, from the computational
nodes. This computation replaces the decoding step performed by the central server, which is of high complexity.

Another line of work considers using low density matrices as encoding matrices for distributed optimization [64], [65]. In [64]
the authors distribute the data to the servers using a Low Density Generator Matrix code. As with optimal coefficient decoding,
a drawback of [64] is that at each iteration the central server has to run a decoding algorithm to decode the sum of the received
partial gradients. The work of [65] focuses on linear loss functions, in which the data sent to the computational nodes is encoded
through a Low Density Parity Check code. As is the case for all exact schemes, in [65] there is a threshold on the number of servers
that need to respond in order to recover the exact gradient by performing the decoding step. In the CC literature, this is referred
to as the recovery threshold, and has been extensively studied [66]. If this threshold is not met in the scheme of [65], the central
server leverages the Low Density Parity Check code to compute an estimate of the gradient. To this extent, it is worth mentioning
that both our proposed method and that of [53] are flexible in terms of the required number of responses, as in both approaches
the gradient approximation degrades gracefully if more stragglers than expected occur. This is an important consideration, as in
practice there is a great deal of variability in the number of stragglers over time.

It is important to also mention that there are many papers which consider distributed stochastic first-order methods which do not
take account of stragglers [67]. There are also many works on CC that focus on the issue of numerical stability, and the problems
of exact and approximate matrix multiplication, e.g., [66], [68]-[77]. We summarize the most relevant results from the works
discussed above on approximate GC in Table I.

[ Comparison of Related Work ]

Gradient Code Decoding Residual Convergence
Coefficients Error of x[s!
Expander Codes [52] Fixed — Yes
Expander Codes [59] Optimal Np™ ) | Yes
Pairwise Balanced [53] Fixed — Yes
BIBD [54] Fixed & Optimal | — No
rBGC [58] Fixed — No
Leverage Scores GC Fixed 4€2 Yes

TABLE I: The second column indicates the category of the GC. The third column contains the average case normalized gradient
residual error %, where p = =~ is the fraction of stragglers, 7 is the average replication factor, N is the number of
data points in the data matrix, and € is the /5-subspace embedding error of our sketching algorithm. The fourth column, indicates
whether a convergence proof of the parameters vector x*! is provided in the corresponding work. Our work is presented in the

last row.

II. NOTATION AND BACKGROUND

We denote N,, := {1,2,...,n}, and X,y = {X;}{_,, where X is an arbitrary variable. We use A, B to denote real matrices,
b, x real column vectors, I,, the n X n identity matrix, 0,,x,, and 1, ,, respectively the n x m all zeros and all ones matrices,
and by e; the standard basis column vector whose dimension will be clear from the context. The largest eigenvalue of a matrix
M, is denoted by A\; (M). By A(;) we denote the it" row of A, by AU its j** column, by A; the value of A’s entry in position
(i,7), and by x; the i*" element of x. The rounding function to the nearest integer is expressed by |-], i.e., [a] = |a + 1/2]
for a € R. The cardinality of a set is expressed by | - |, e.g., [{1,2,5,9}| = 4. Disjoint unions are represented by | |, e.g.,
Z = {j:jisodd}| [{j : jiseven}, and we define |4 as the union of multisets, e.g., {1,2,3}§{3,4} = {1,2,3,3,4}. The
diagonal matrix with real entries a(,) is expressed as diag(a{n}). The Moore—Penrose inverse of a rank m matrix M € R™"*"™
with n > m, is defined as MT := (M TM)~ M.

We partition vectors and matrices across their rows into K submatrices, so that any two submatrices either have the same
number of rows or one of them has at most one additional row. Such a partitioning is always attainable through simple arithmetic
[43]. For example, if we are to partition 100 rows into 7 blocks, 5 blocks are comprised of 14 rows and 2 blocks are comprised
of 15 rows, and 100 = 5 *x 14 + 2 x 15. This allows us to assume that each node has the same computational load, and expected
response times. For simplicity, we assume that K divides the number of rows NN, denoted K | N. That is, for an {5-subspace
embedding of A € RV*? with target b € RY, we assume K | N and the “size of each partition” is 7 = N/K.' We partition A
and b across their rows:

A:[AI.-.AHT and b:{bfmb}r (1)

'If K { N, we appropriately append zero vectors/entries until this is met. It is not required that all blocks have the same size, though we discuss this case
to simplify the presentation. One can easily extend our results to blocks of varying sizes, and use the analysis from [42] to determine the optimal size of each
partition.



where A; € R™*% and b; € R” for all i € Ng. Partitions, are referred to as blocks. Throughout the paper we consider the case
where N > d. For A full-rank, its SVD is A = UXV T, where U € RV *4 ig its reduced left orthonormal basis.

Matrix A represents a dataset D of IV samples with d features, and b the corresponding labels of the data points. The partitioning
(1) corresponds to K sub-datasets Dy, i.e., D = |_|JK=1 D;. Our results are presented in terms of an arbitrary partition Ny =

|_|LK:1 K., for Ny the index set of the rows of A and b. The index subsets IC{ K} indicate which data samples are in each sub-
dataset. By A (x,), we denote the submatrix of A comprised of the rows indexed by KC,. That is, for I i) the restriction of Iy to
only include its rows corresponding to KC,, we have A (x ) = I(x,) - A. By K¢, we indicate that the (" block was sampled at trial
i, i.e., the superscript ¢ indicates the sampling trial and the subscript ¢ € Ny which block was sampled at that trial. An explicit
example where this notation is used, can be found in Appendix B. Also, by j(i) we denote the index of the submatrix which was
sampled at the 7*" sampling trial, i.e., K@ = ICj,(i). The complement of K; is denoted by K;, i.e., K; = Ny\K;, for which
U(TKj)U()Cj) =1,- U(TKJ_)U(,@J_). Byt <« T, WE mean 7' is a realization of the time variable ¢.

Sketching matrices are represented by S and Si,;. The script [s] indexes an iteration s = 0, 1,2, ... which we drop when it is
clear from the context. Throughout the paper, we will be reducing dimension N of A to 7, i.e., S € R"™*"_Sampling matrices are

denoted by Q € {0,1}"*¥, and diagonal rescaling matrices by D € RV <,

A. Least Squares Approximation

Linear least squares approximation, abbreviated to least squares, is a technique to find an approximate solution to a system of
linear equations that has no exact solution [78]. Consider the system Ax = b, for which we want to find an approximation to the
best-fitted

x* = arg min {LIS(A,b;x) = \|Ax—b||§}, ()

x€ER?

where the objective function L;s has gradient
g = V. Lis(A, b;xI)) = 2AT (AxF) — b). 3)
We refer to the gradient of the block pair (A;, b;) from (1) as the i*" partial gradient
91 = VuLis(As, by xI) = 2AT (Ax — b). )

Existing exact methods find a solution vector x* in O(Nd?) time, where x* = Afb. In Subsection III-D we focus on approx-
imating the optimal solution x* by using our methods, via distributive SD/SSD and iterative sketching. What we present also
accommodates regularizers of the form ~y||x||3, though to simplify the presentation of our expressions, we only consider (2).

B. Steepest Descent

When considering a minimization problem with a convex differentiable objective function L: RY — R, we select an initial
x[% e R? and repeat at iteration s + 1:
xH o xlsl — g, VXL(X[S])

for s = 0,1,2,..., until a prespecified termination criterion is met. This iterative procedure is called steepest descent, also
known as gradient descent. The parameter £; > 0 is the corresponding step-size, which may be adaptive or fixed. To guarantee
convergence of L, one can select £, = 2/ omax(A)2 for all iterations, though this is too conservative.

C. Leverage Scores

In high dimensional least squares problems subsampling of the rows of A is often used to reduce computational load. One
commonly used method for subsampling uses what are known as leverage scores [79], [80] which characterize the importance of
the data points (rows of A)). Common applications of leverage scores include: approximation by low rank [81], [82], approximate
matrix multiplication [83], tensor products and approximations [84]-[86], matrix completion [87], kernel ridge regression [88],
k-means clustering [89], graph sparsification [90], and Nystrom-based low-rank approximations [91]. The leverage scores of A
measure the extent to which the vectors of its orthonormal basis U are correlated with the standard basis, and define the key
structural non-uniformity that underlies fast randomized matrix algorithms. Leverage scores are defined as ¢; := || U, 2, and
are agnostic to any particular basis, as they are equal to the diagonal entries of the projection matrix Py = AAT = UUT. The
normalized leverage scores m(y} of A:

= [Ulls /U3 = U |3 /d )

for each 7 € Ny, form a sampling probability distribution, as Zfil m; = 1 and m; > O for all 4. This induced distribution has
proven to be useful in linear regression [15], [18], [80], [92], [93].

The normalized block leverage scores, introduced independently in [30], [34], are the sum of the normalized leverage scores
of the subset of rows constituting each row-block of A (1). Similar to leverage scores, these scores measure the correlation



between the data block’s corresponding submatrices in U and I, as well as how much a particular row-block contributes to the
approximation of A. Analogous to (5), considering the partitioning of the dataset D according to Ky}, the normalized block
leverage scores of A are defined as

0 = | Ugep |3 /013 =[Oy |15 /d = 3 (6)
JEK,

for each [ € N This is a direct generalization of (5), as

U lZ = [(Uwn)a) --- Own)axin]lls-

Much like individual leverage scores, block leverage scores measure how much a particular block contributes to the approximation
of the matrix A [30].

A related notion is that of the Frobenius block scores, which, in the case of a partitioning as in (1), are || A, ||% for each ¢ € N.
Such scores have been used for approximate matrix multiplication, e.g., C' R-multiplication [12], [13], [49]. In our context, the
block leverage scores of A are the Frobenius block scores of U.

A drawback of using leverage scores, is that calculating them requires O(NNd?) time. To alleviate this, one can instead settle
for relative-error approximations which can be approximated much faster, e.g., [80] does so in O(Ndlog N) time. In particular,
one can consider approximate normalized scores 11 xy where I1; > BII; for all 4, for some misestimation factor 3 € (0, 1]. Since
I ky and H{ K} are identical if and only if 3 = 1, a higher 3 implies the approximate distribution is more accurate. We specify
that a misestimation factor 3 to Il xy is for a specific approximate distribution 1:1{ K}» by denoting it as .

Approximate block sampling distributions to Il are denoted by 1:1{ K}» and the distributions induced through expansion
networks; which we introduce in Subsection III-B, are denoted by IT; ;. We quantify the difference between distributions ITy xy
and I:I{K} by the distortion metric dy; 17 = L ZzK:1 |TI; — II;|, which is the ¢, distortion between Il gy and ﬁ{K} [94].

D. Subspace Embedding

Our approach to approximating (2), is to apply an ¢5-subspace embedding sketching matrix S € R"*Y on A. Recall that
S € RN is a (1+¢) fo-subspace embedding of the column-space of A, if

Pr[(1-o)|Ax|3 < [SAx| < (1+o)|Ax|3] >1-46 7

for all x € R?, where § > 0 is the failure probability [18]. Notice that such an S, is also a (1+€) £5-subspace embedding of
U, as {Ax : x € RY} = {Uy : y € R?}. This implies that the event whose probability is bounded in (7) is equivalent to
simultaneously satisfying

(1=elyl3 = (1 - )| Uyl3 < [SUy|3 @)

and
(1+9)lyl3 = (1+¢)|Uyl3 > [SUYl3 ©)

for all y € R%. The lower (8) and upper (9) bounds on ||SUy||2 respectively imply
" (I~ (SU)TSU)y < ellyl3

and
T((SU)TSU - 1)y < €llyll3

thus, a simplified condition for an /5-subspace embedding of A is
Pr(|Il;—U'S"SU|x <] >1-96 (10)

for a small 6 > 0. Further details on the derivation of (10) can be found in Appendix F.
For the overdetermined system Ax = b, we require r > d, and in the sketch-and-solve paradigm the objective is to determine
an X that satisfies

(1 - 6)|AX" —b|[z < |[Ax = bll2 < (1 + €)[[Ax" — bl (11)
where X is an approximate solution to the modified least squares problem
X :argmin{Ls(S,A,b;x) = HS(AX—b)H%}. (12)
xERC

If (10) is met, we get with high probability the approximation characterizations:
D) [|A% = b2 < 15| Ax* —b|l> < (1+0())[Ax* — b
2) [AGx* = )]l2 < €ll(Iy = UUT)bll> = b
where b+ = b — Ax* is orthogonal to the column-span of A, i.e., ATbL =044;.




E. Coded Computing Probabilistic Model

In this subsection, we describe the GC problem and CC probabilistic model we will be considering, which were respectively
introduced in [41] and [32]. In GC (Figure 1), there is a central server that shares the K disjoint subsets Dyxy of D among m
homogeneous® servers, to facilitate computing the solution of the following minimization problem, of the form (2):

K
* : o 2 _ -
xt = ang in {1 Ax b} = ;Llsw],x)}.

Since the objective function L;,(A, b; x) is differentiable and additively separable, it follows that gl*] = Zszl g[»s]

;- The objective
function’s gradient is updated in a distributed manner while only requiring ¢ servers to respond, i.e., it is robust to m — ¢ stragglers.
This is achieved through an encoding of the computed partial gradients by the servers, and a decoding step once g servers have sent
back their encoded computation. In our approach, we consider approximate GC by requesting updated partial gradients according
to a sketched version of the objective problem given in (12).

The probabilistic computational model introduced in [32], which is the standard CC paradigm, is central to our framework. In
this model one assumes the existence of a mother runtime distribution F(t), with a corresponding probability density function
f(t). Let Ty be the time it takes a single machine to complete its computation, and define the cumulative distribution function
F(t) == Pr[Ty < t]. When the computation budget is 7, and the computations are partitioned into K subtasks and distributed,
each of size ;, the runtime distribution of each subtask is assumed to follow the distribution F(t) == F(tr/N) = Pr[T} < t],
where T; is the random completion time of the it" subtask. Moreover, since the m servers are homogeneous and the subtasks are
of the same size, the distribution is the same for each ¢ € N In this work, we view the computations as being communicated to

the central server over erasure channels, where the [*" server 1V has an erasure probability?
o(t)=1—F(t)=1—Pr [W; responds by time ¢ (13)

i.e., the probability that W} is a straggler at time ¢ is ¢(t). All servers have the same erasure probability, as we are assuming they
are homogeneous.

In our setting, there are two hyperparameters required for determining an expansion network. First, one needs to determine a
time instance ¢ <— T after which the central server will stop receiving servers’ computations. This may be decided by factors
such as the system’s limitations, number of servers, or an upper bound on the desired waiting time for the servers to respond. At
time T, according to F(t), the central server receives roughly ¢(T') := | F(T) - m] server computations, where m is the total
number of computational nodes in the network. We refer to the prespecified time instance 7" after which the central server stops
receiving computations, as the ending time. If the sketching procedure of the proposed sketching algorithm were to be carried out
by a single server, there would be no benefit in setting 7" such that ¢(T')7 > N, as the exact calculation could have taken place
in the same amount of time. In distributed networks though there is no control over which servers respond, and it is not a major
concern if ¢(T')7 is slightly above N, as this still results in acceleration of the computation. The trade-off between accuracy and
waiting time ¢ is captured in Theorem 1, for ¢ <— ¢(t) sampling trials. The second hyperparameter we need in order to design an
expansion network is the block size 7, which is determined by the number of partitions K illustrated in (1). Together, ¢(7") and 7
determine the ideal number of servers needed for our framework to perfectly emulate sampling according to the normalized block
leverage scores I1 (.

III. CopED COMPUTING FROM RANDNLA

In this section, we introduce our block leverage score sampling algorithm, which is more practical and can be carried out more
efficiently than its vector-wise counterpart. Our ¢2-subspace embedding result is presented in Theorem 1. By setting 7 = 1 and
B = 1, we recover a known result for (exact) leverage score sampling.

In Subsection III-B we incorporate our block sampling algorithm into the CC probabilistic model described in Subsection
II-E, in which we leverage task redundancy to mitigate stragglers. Specifically, we show how to replicate computational tasks
among the servers, under the integer constraints imposed by the physical system and the desired waiting time. This is then used
to approximate the gradient at each iteration in a way that emulates the sampling procedure of the sketching method presented in
Algorithm 1. In Subsection III-C we further elaborate on when a perfect emulation is possible, and how emulated block leverage
score sampling can be improved when it cannot be done perfectly, through the proposed networks. In Subsection III-D we present
our GC approach and relate it to SD and SSD, which in turn implies convergence guarantees with appropriate step-sizes. In
Subsection III-D, we also provide an algorithmic description of our GC procedure, to tie together the algorithms discussed in
this section. Furthermore, at each iteration we have a different induced sketch, hence our procedure lies under the framework of
iterative sketching. Specifically, we obtain gradients of multiple sketches of the data (SmA7 SpA, ..., S[n]A) and iteratively

2This means that they have the same computational power, independent and identically distributed statistics for the computing time of similar tasks, and expected
response time.

3This is also known as the survival function: ¢(t) = [ (1 — f(u))du =1— F(t) = Pr[T; > ], for f(t) the PDF corresponding to F'(¢). The function
¢(t) is monotonically decreasing.
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central server

Fig. 2: Tllustration of our GC approach, at iteration s + 1. The blocks of A (and b) are encoded through G and then replicated
through E ® I, where each block of the resulting ¥ is given to a single server, before the iterative SD procedure takes place. At
the illustrated iteration, servers W,., and W, are stragglers, and their computations are not received. The central server determines
the estimate §[*!, and then shares x5+ with all the computational nodes. The resulting estimate is the gradient of the induced
sketch, i.e., gl = V4 Lg(S[y, A, by x¥).

refine the solution, where n can be chosen logarithmic in V. A schematic of our approach is presented in Figure 2, and in Appendix
B we provide a concrete example of the induced sketching matrices resulting from the iterative process.

A. Block Leverage Score Sampling

In the leverage score sketch [15], [18], [79], [80], [92] we sample with replacement r rows according ¢y (5), and then rescale
each sampled row by 1/ /TTi;,» where m;; is the sampling probability of the row that was selected at the 4" trial. Instead, we
sample with replacement g blocks from (1) according to Il¢xy (6), and rescale them by 1/ /qH . The pseudocode of the block
leverage score sketch is given in Algorithm 1, where we consider an approximate distribution H{ K} such that II; > pII; for all
1, for § € (0, 1] a dependent loss in accuracy [15], [80], [95]. The spectral guarantee of the sketching matrix S of Algorithm 1 is
presented in Theorem 1. Iterative sketching in our distributed GC approach through Algorithm 1, corresponds to selecting a new
sampling matrix 15! at each iteration through the servers’ responses, i.c., Sg=D- Q! for each s.

Algorithm 1: Block Leverage Score Sketch

Input: AERNXd T= K,q* z > —

Output: S € R™*N, A € R™*¢

Initialize: @ = Ogxx, D = 0gxq

Compute: (approximate) distribution IT¢ xy (6)

for j =1toqdo
sample with replacement ¢; from N, according to 1:1{ K}
Qi =1 > equivalently Q;y = e;';
D= /7—=./=

Il qll;;

end

Qeﬂ@IT

D+<DgI, _

S«~D-Q >S=(D -Q)RI,
A+S-A

Theorem 1. The sketching matrix S of Algorithm 1 is a (1+€) {y-subspace embedding of A, according to (10). Specifically, for
§>0and g =0 (%1log (2d/5)/(Be?)):

Pr[[I, - U'STSU[> <¢| =14

Proof. The main tool is a matrix Chernoff bound [18, Fact 1]. We define random matrices corresponding to the sampling process
and bound their norm and variance, in order to apply the matrix Chernoff bound. The complete proof can be found in Appendix
A. O



Theorem 1 applies to more general problems than leverage score sampling. Specifically, one can apply a random projection to
“flatten” the block leverage scores, i.e., to make them all approximately equal, and then sample with replacement uniformly at
random. This is the main idea behind the analysis of the SRHT [96], [97]. The trade-off between such algorithms and Algorithm
1, is computing the leverage scores explicitly vs. the computational reduction due to applying a random projection. Sketching
approaches similar to the SRHT which do not directly utilize the data, are referred to as “data oblivious sketches”. Theses
approaches are better positioned for handling high velocity streams as well as highly unstructured and arbitrarily distributed
data [98]. Multiplying the data by a random matrix spreads the information in the rows of the matrix, such that all rows are of
equal importance, and the new matrix is “incoherent”. In Appendix C, we show when Algorithm 1 and the corresponding block
sampling counterpart of the SRHT [56] achieve the same asymptotic guarantees for the same number of sampling trials q.

Next, we provide a sub-optimality result for non-iterative sketching of the block leverage score sketch for ordinary least squares

X = argmin {Ls(§7A,b;X) = ||§(Ax—b)||§} (14)
x€R
which follows from the results of [26]. The following Corollary is established by adapting the proof of [26, Theorem 1], which is
based on a reduction from statistical minimax theory clqvmbined with information-theoretic bounds and an application of Fano’s
inequality, yielding an upper bound to ||[E[ST(SST) S| ||, The proof of Corollary 1 can be found in Appendix A.

Corollary 1. For any full-rank data matrix A € RN > with a noisy observation model b = AX® + w where X* is an arbitrary
vector of length d and w ~ N (O, 0’21]\[), the optimal least squares solution x* of (2) has prediction error E [||A(x' —x*) ||§] <
%. Furthermore, any estimate X based on the sketched system (SA, Sb) produced by Algorithm 1 with sampling probabilities
IL{ iy, has a prediction error lower bound of
E[IAG" - D)3 2 — 7 15
x* —x _ .
2~ min{r, N}

Even though Corollary 1 considers sampling according to the exact block leverage scores, its proof can be modified to
accommodate approximate sampling. Additionally, the above corollary holds for constrained least squares, though we do not
explicitly state it, as this is not a focus of the work presented in this paper. From (15), it is clear that for a smaller r with » < N the
proposed approach produces a less efficient sketch and poorer approximation x, though when considering a higher r approaching
N, there is an improvement in the accuracy of X at the cost of a higher computational load.

B. Expansion Networks

The framework we propose emulates the sampling with replacement procedure of Algorithm 1 in distributed CC environments.
Even though we focus on ¢s-subspace embedding and descent methods in this paper, the proposed framework applies to any
matrix algorithm which utilizes importance sampling with replacement. In contrast to other CC schemes in which RandNLA was
used to compress the network, e.g., [31], [34], [39], here the networks are expanded according to IT; . That is, the computations
corresponding to the row-blocks of A are replicated by the servers proportionally to II;xy. It is unlikely that we can exactly
emulate this distribution, as the number of replications per task need to be integers. Instead, we mimic the exact probabilities with
an induced distribution I:I{ K} through expansion networks, which are determined by F(t) at a prespecified 7', after which the
central server stops receiving computations for that iteration.

The proposed method solves the minimization problem (19), whose approximate solution 7' iy (20) determines the number of
replicas r iy of each block in our expansion network. We note that (19) is a surrogate to the integer program (22), whose solution
can achieve an accurate realizable distribution Il;xy to Iy through the distributed network, by appropriately replicating the
blocks. Unfortunately, the integer program (22) is not always solvable. Nonetheless, when we have an approximation to (19) or
(22), through uniform sampling we can minimize with high probability the ¢5-subspace embedding condition for A (10), upto a
small error, given the integer constraints imposed by the physical system — r; € Z foralli and R = Zfil r; such that R =~ m.
In the CC context we want m = R, i.e., the total number of replicated blocks is equal to the number of servers. Next, we describe
the desired induced distribution l:[{ K71, in order to set up the optimization problem (19).

Assume without loss of generality that IT; < II;4q forall j € Ng_q, thus r; < r;41. The sampling distribution through the
expansion network translates to

IT;, == Pr {/L is sampled} =r;/R~1I, (16)

for all ¢ E_N xkand R = Z{il r;, where fli is the ¢*" encoded partition of our GC scheme. Our objective is to determine 7}
such that IT; = TI; for all 4. Furthermore, for an erasure probability determined by ¢(t) at a specified time ¢ (13), the probability
that the computation corresponding to the i*" block is sampled with replacement through the erasure channels at time ¢ is

Pr {sample A; through the Channels} =1- d)(t)p"(t) (17)



for some p;(t) € R~,* and the network emulates the sampling distribution [T ky exactly when
I = 1 — ¢(t)”® (18)

for all 4.

The replications which take place can be interpreted as the task allocation through a directed bipartite graph G = (L, R, E),
where £ and R correspond to the K encoded partitions fl{ K}y and m servers respectively, where deg(z;) = ; for all x; € £ and
deg(y;) = 1 forall y; € R, with {x;,y;} € & only if the 5" server W; is assigned A;. This allocation is done only once, before
the iterative procedure begins.

L ;12 ...... Ax
/ \ N
/ # \ / / \ \ / /) \\\\
y 4 \
7; I/‘/’1 W2 W3 ...... Wm

Fig. 3: Depiction of an expansion network as a bipartite graph, for m = Zfil .

Our goal is to determine 7y, which minimize the error in the emulated distribution l:I{ K1}~ Under the assumption that we
have an integer number of replicas per block, from (17) and (18) we deduce that II; = 1 — ¢(¢)" for r; € Z., which lead to the
minimization problem

} } . (19)

K K
1
arg min Apqgi=— II; — (1 — o(t)™ =ar min{Hi— 1— ()"
o min, {ana= 3o (o))} e {3 min {1 00)
Further note that Ay 7 = dy f1» Where I =1- @(t)™ for each ¢ € Ng. For our proposed distribution H{ K}» We may have
diii # A - By comblnmg (16) and (17), we then solve for the approximate replications 7( - at time ¢:

log(1 — Hz’)l
— | = Llpi(t)] (20
los(0(0) | ~ !
which result in the induced distribution I1; = 7;/ R, for R := Zz 1 F1. In our context, we also require that R~ m.

Ideally, the above procedure would result in replication numbers 7' 5 for which R = m. This though is unlikely to occur, as
Iy and R are determined by the data, and m is the fixed number of servers. To address this issue we redefine 7'{ xy to 7 by
7; = F;+a; for a; small integers such that Zfi 7 = m, and Zl[il |TT; — 7;/m/| is minimal. If m > R for a large enough 7, we

I~ =1-¢0)" =  #= {

can set the number of replicas to be 7; ~ | m/ ]ﬂ - #;. Furthermore, the block size 7 can be selected such that R is approximately

equal to the system’s parameter m. We address the fact that Ris only approximately equal to m in Subsection III-C.

Lemma 1. The approximation f{ K} according to (20) of the minimization problem (19) at time t, satisfies

A< (1-Va0) - <Z¢> R o t)}>.

Proof. We break the proof into the cases where we round p;(t) to both the closest integers above and below. In either case, we
know that (p;(t) — 75(t)) € [~1/2,1/2], for each i € Ng. Denote the respective individual summands of A i by A;. In the
case where ; = | p;(¢) |, we have p;(t) = #; + n for n € [0,1/2], hence

_ (ZS(t)pi(t)) _ (1 _ (b(t)ﬂ)

= o)™ - (1-V/o(0)).

“To be realizable, through replications, we need p; (t) € Z.



Similarly, in the case where r; = [p;(t)] we have #; = p;(t) + n for n € [0,1/2], and
As <oty (1= VD)

Considering all summands, it follows that

O

We note that all terms involved in the upper bound of Lemma 1 are positive and strictly less than one. Furthermore, for a larger
t we have a smaller ¢(t), while for a smaller ¢ we have a smaller #; for each 4. This bound further corroborates the importance of
the hyperparameter ¢ and the distribution F'(t), in designing expansion networks.

The replication of blocks which takes place, can be described through a corresponding R7 x K binary expansion matrix:

17‘1 x1
~ 1?”2)(1

E-E®I = _ L Q1)

]-’I”K><1

where E € {0, 1}7%K is the adjacency matrix of the bipartite graph G portrayed in Figure 3 (up to a permutation of the rows/server
indices). It follows that (E A E - b) are comprised of replicated blocks of the partitioning in (1), with replications according to
TIKY.

{F(})r the proposed networks, the multiplicative misestimation factor in Theorem 1 is B = min;en, {II;/II;} < 1. In the case
where R = Z{il > m :ind 1:[7; = Fi/ﬁ, Algorithm 2 takes (-} as an input and determines g such that R = Z{il T =m
The updated distribution H{ K} where II; = r;/R for each i, also has a more accurate misestimation factor, i.e., S5 > B
To establish sampling guarantees in relation to dpy r, one would need to invoke an additive approximation error to the scores,
ie., f[i < II; + € for all © where € > 0 is a small constant [80], [99]. In our distributed networks, the additive error would be
€n = maxieNKﬂH?; - HL|}

C. Optimally Induced Distributions

Recall that (19) is a surrogate to the integer program

H*
T{K} = arg r1,,.%?€Z+ {erH* - K Z |H a TZ/R |} (22)
R:EZK:I Tl

where R approximates the total number of servers. The solution r? K} approximates the block leverage score distribution Iy
through expansion networks. Similar to Ay i from (19), the distortion metric dpy 1+ is a measure of closeness between the
distributions Il and 1:[{ K}, under the network imposed constraints. In the case where Hi(K} C (0,1)\Q4, ie., I ky are
not necessarily all rational, the integer constraints of the physical network may make {r}/R};* dlffer from IIjxy. The integer
program (22) cannot be solved exactly when Ilx; € (0,1)\Q;, as we can always get ﬁner approximations, e.g., through
a continued fraction approximation. This is specific to the ending time 7', which is not made explicit in (22), when considering
erasures over the communication channels according to (13), which 7" we do not include in (22), to simplify notation. Furthermore,
(22) can also be considered for centralized distributed settings which differ from the system model proposed in [32]. We note that
solvers of (22) exist when R is fixed and we remove the constraint R = ZZK 1 71- The proof of Corollary 2 below is a constructive
solution of (22) when I,y C [0,1] N Q4, in which case {r}/R}/L, can be made exactly equal to II -, a condition we call
perfect emulation.

Proposition 1. A perfect emulation occurs when dry i~ = 0. This is possible if and only if 11, € [0,1] N Q4 for all i and the
denominators of Iy in reduced form are factors of R, i.e., R -11; € Z.

Proof. If diyn- = 0, then II; = II7 for all ¢ € N, thus II;xy and H‘E K} are the same sampling distributions. For the reverse
direction, assume that for all ¢ we have II; = a;/b; for coprime integers al, b; € Z,, and that R = p;b; for some p; € Z; thus
R-1I; = pia; € Zy. Letr; = i a;. It follows that ITf = 7 = ’“’;l = b = II; for all 7, hence dry, i+ = 0. Now, assume for a
contradiction that there is a j € Nx for which II; € (0 1)\Q+ Then by definition, IT; cannot be expressed as a fraction r; /R
fOfTJ,REZ+,thUSdH7H* > IH —H*| > 0. L]

Corollary 2. When Iy C [0,1] N Q, we can solve (22), so that dr 1+ = 0.



Proof. From Proposition 1, the smallest R in order to attain - for which dy ;1 = 0 when considering II; = a; /b; in reduced

form, is the least common multiple R = lem(by, ..., bk ). For each i € Nk, we then have R = ;b; for p; € Z, and r; = p;a;.
Hence I} = % = ZZZY = (I;T = II;, for which dp; 1+ = 0. O

Lemma 2. [ffor a set of integers T} we have R= El}il 7, m =R, and II; = fi/l:lfor all i € N, then:

1
di > - min {|fm- T — 7]}
and 1
dp i < < o max {Im-10; — 7]} (23)

Proof. Letd; = |II; — II;| = |II; — 7;/m| for each i, hence
1 -

fL::E~7r€r1§n{L|m IT; — |J}< i
and 1
Py = - max {[jm - 1L = 7[]} > di

for all ¢ € N . By rescaling the sum over all CZ{K} by 1/K, we get

K
’I:L KTL 1 ZL

=1

ﬁz

Il
il
-]

which completes the proof. O

Next, we give a simple approximation to (22), for when we do not consider the erasure channel characterization through (18);
nor an ending time 7. Given Il x, the replication numbers are 7; = [II;/II; | and R = leil 7;. Further note that for more
accurate approximations, we can select an integer v > 1 and take 7; = |v - I;/II; |. From the proof of Corollary 2, it follows
that if Tl 5y € [0,1] N Q4 and v = pyaq, we get 7; = I1; /Ty = pa; € Zy, which solves (18). The drawback of designing an
expansion network with this solution, is that as v increases; R also increases.

We drop the constraint R = ZZK 1 71 of (22) and the assumption that m = R, by proposing a procedure in Algorithm 2 for
determmmg T(x} from a given set 7y (e.g., those proposed in (20)) to get the induced distribution {II; = r;/m}X, where
m = Zl 1 7. In Algorithm 2, )y = 1 and x = 0 indicate whether R>morR<m respectively.

Algorithm 2: Determine 7y from 7'( xy

Input: m, IT; gy, k3, R= Eszl 7
Output: replication numbers 7 gy
- - K . -
Initialize: d(xc) = {di =L — 7i/m} 1y =7aey, R=Rox =17 =0
i=1
if R < m then
x <0 > x indicates: R > mor R <m

b {0,
end

while R # m do
j + arg min {d{K}} ()
1ENge B
it (—1)XT . (I, — 2 (r; + (=1)X)) > Oand j = j then
‘ d]' +—1

end
else

rj 1+ (—1)X

R+ R+ (—1)%

dj (=1 (II; — r;/m)
end
Jj<J

end

Remark 1. The objective of Algorithm 2 is to reduce the upper bound (23) when m < R, while guaranteeing that Z{il TL=m
In practice, the more concerning and limiting case is when m < R. The bottleneck of Algorithm 2 is retrieving the index j in
the while loop, which takes O(K) time. In order to reduce the number of instances we solve (#), we ensure that we only reduce



the replica numbers 7y in the case where R > m; and increase them when R < m, by the inner if statement. Moreover, this
is carried out once before sharing the replicated blocks. The more practical and realistic case is when R > m, as we can get
a closer approximation with a greater R, and lem(by, ..., bx) will likely be large when Iy C [0,1] N Q. We note that the
integers 7 xy of (20) and their sum R are a byproduct of the prespecified ending time t <— T, the mother runtime distribution
F(t), and the block size T, which can be selected so that R > m.

Proposition 2. Assume we are given Ty (not necessarily according to (20)), for which m < R = Z{il 71. Denote by 1:[{ K}

. K
the corresponding sampling distribution {H =7/ R} , for which dn i S € Then, the output vy of Algorithm 2 produces

an induced distribution {I1; = r;/m}X | which satisfies dH i <dpp <

Proof. The case where R>m, corresponds to x = 1, in which case Algorithm 2 returns r{xy for which Ty ST for all ¢+ € N-.
In this case, the optimization problem (4) assigns to j a partition index for which II; < r;/m. Since d] =1II; —r;/m < 0,
we have II; < r; /m. The if statement guarantees that we did not produce an r; for Wthh I; > r;/m, when we previously
had TT; < 7;/R (or I1; < 7;/R after a reassignment of 7;). Along with the fact tha T’ , it follows that for the updated
d1fference dj:

r;—1
1= - =
Ty 1
= — 11,
R—-1 7

b
<Ef I,
4

Le., at each iteration of the else statement, we decrease the distortion metric, thus dyy i < dpy iy < €.

The else statement is carried out R — m times, producing (K} for which Ez 1= R— (R—m) = m, hence the normalizing
integer for the distribution H{ K} is R=m. O

By incorporating Algorithm 2 into the proposed GC method, our procedure is more versatile in comparison to other methods
when it comes to the code design parameters m and g. Other methods require a decoding recovery threshold of ¢ responses in
order to apply their decoding step, and the pre-selected parameters need to satisfy (m — g + 1) | m [41], [43], [100]. In exact GC
schemes, the average replication number of sub-datasets depends on the number of stragglers it can tolerate, as such codes are
maximum distance separable. Specifically, to tolerate (m — q) stragglers, each data block needs to be replicated at least (m —g+1)
times across the servers. In contrast, our method can be deployed when this is condition is not met, and does not require a recovery
threshold.

D. GC with Leverage Score Sampling

Next, we derive the server computations of our GC scheme, so that the central server retrieves the gradient of the modified
objective function Lg (S, A, b; x*)) = ||S(5 (Ax[] — b)|13:

91 = V< Ls(Sy, A, b; x) (24)

for §[s] the sketching matrix according to Algorithm 1 and x!*! our current parameters update; both at iteration s, to iteratively
approximate the solution x* to (2). Furthermore, we show that with a diminishing step-size, our updates x[*! converge in
expectation to the optimal solution x*, and the expected regret of the least squares objective converges to zero. First though,
in Algorithm 3 we provide the pseudocode of how SD is performed with iterative sketching. This corresponds to the ‘Iterative
Procedure at Iteration s’ in Algorithm 4. ~

The blocks of the proposed leverage score sampling procedure are those of the encoded data A=G-Aandb:=G b, for

G= diag({1/\/ﬁ};) ©1I, € RAN. (25)

Specifically, the encoding carried out by the central server corresponds to the rescaling through G. We partition both Aandb
across their rows analogous to (1):

A—ca=[Al i} (26)

b=Gb=[5] -5f] 27)



Algorithm 3: Steepest Descent with Iterative Sketching
Input: A e RV*4 b e RN, xl% e RY, 7, g = > ¢
Output: x € R?st. Ax~b
for s =0,1,2,...do

— run Algorithm 1, to obtain S5 € R™*V

> approximate Iz only at s = 0

[s) < S A

= b < Sgy b

— 919 = Vi Lys (A, by xl) = VieLs (Sp,, A, b x19)

— Select: step-size £, > 0

— Update: x[st1 « x[sI — ¢, . gls]

) B>

end

where fli € R™*4 and l~9i € R7 for all i € Ng. Furthermore, all the data across the expansion network after the scalar encoding,
is contained in aggregated expanded and encoded matrix-vector pairs:

(®,9) = (E-A,E-b) e RET*4 x RAT

as illustrated in Figure 2. For the encoded objective function Lg(x) = ||G(Ax — b)||3, we have:

D (L 67 - 2xTA)

i=1

K __ N\ ! K
(i) Vilg(ah) =0 = af= (Z AiTAZ-) : <Z Ajbi> .
i=1 i=1

We make use of (ii) to approximate the gradient distributively. Each server is provided with a partition ﬁj = (Aj, Bj), and
computes the respective summand of the gradient from (ii), which is the encoded partial gradient on D; = (A, b,):

~ls ™ s y I s ]- S
91 = Vo Lyy (D x1) = Vi Ly, (1/\/qu “A;,1/4/qll; - by x! ]> i g, (28)

Once a server computes its assigned partial gradient, it sends it back to the central server. When the central server receives g
responses, it sums them in order to obtain the approximate gradient §l*].

Denote the index multiset corresponding to the encoded pairs (/ij, Bj) of the received computations at iteration s with St*, for
which |S [S}| = ¢. The parameters vector update computed locally at the central server once sufficiently many servers respond is
xUH] o xbsl — ¢ . gl]) where

P =3 VL (Dixl)y =2 S AT (/Lx[s] —Bi) (29)
ieSls] ieSls]

and &, is an appropriate step-size. In the case where ¢ is not determined a priori or varies at each iteration, the scaling corresponding
to 1/,/q in the encoding through G could be done by the central server, after that iteration’s computations are aggregated. We
consider the case where ¢ is the same for all iterations.

Next, we present the performance guarantees of the proposed GC method.

Theorem 2. The proposed iterative block leverage score sketching method presented in Algorithm 3, results in a SSD procedure
for minimizing L;s(W,;x). Furthermore, at each iteration it produces an unbiased estimator of the least squares objective
gradient (3), i.e., E [g[sl] = glsl.

Proof. The computations of the ¢ fastest servers indexed by Z!*! (which corresponds to SNI[S]), are added to produce §*, and the
sampling of Algorithm 1 is according to the block leverage score distribution l:I{ k1. The application of Q! (in Algorithm 1)
has a direct correspondence to the index set Z[*) of the ¢(T") non-stragglers at iteration s, which can be viewed as drawing Z!*!
uniformly at random from {Z C N,,, : |Z| = ¢(T)}. It follows that each Z!*! has equal chance of occurring, which is precisely the
stochastic step of SSD, i.e., each group of ¢ encoded block pairs has an equal chance of being selected.



Since the servers are homogeneous and respond independently of each other, it follows that at iteration s, each g; is received
with probability II;. Therefore

‘L.I
)=
QEI
&

where in b we invoked (28). O

Lemma 3. The optimal solution of the modified least squares problem L;s(P, 1/_)'; X), is equal to the optimal solution x* of the
least squares problem (2).

Proof. Note that the modified objective function L;,(¥, ;%) is |EG - (Ax — b)||2. Denote its optimal solution by z* € R<.
Further note that E is comprised of 7 x 7 identity matrices in such a way that it is full-rank, and G corresponds to a rescaling of
these I matrices, thus EG is also full-rank. It then follows that

= (EBG)-A)" (EG)-b) = AT (EG)' - (EG)) -b=AT-Ty -b=x".
O

Corollary 3. The expected regret of the least squares objective resulting from Algorithm 3 with a diminishing step-size s,
converges to zero at a rate of O(1/+/s +1/s), i.e.,

E[Lis(A, b;x1*)) — Ly (A, b;x*)] < O(1/v/5+1/s).
Proof. This follows by directly applying Theorem 2 and Lemma 3 to [101, Theorem 6.3]. O

Theorem 3. Suppose that there exists a constant C so that HvxLls<A(i)a b;); %) H; < C forallx € R% and i € Ny, and that
we run our Algorithm 3 with step-size & = 1/(ns) for a fixed ) > 0. Then, the error after S iterations is bounded by

ANTC?
< J—
Sn2qlly

Proof. Following a similar analysis to the proof of [53, Theorem 5], we have

E[||x! — x*||] =0(1/8).

2 s Nr
E[[[VaLis (A biixl5] <E[ max {37 Valig(Ap)bix) }] <02
SPICNK? & oSt i

By then applying [102, Lemma 1], it follows that

N 4NrC?

O

The crucial aspect of our expansion network; incorporated in Theorem 2, which allowed us to use block leverage score sampling
in Algorithm 1, is that uniform sampling of L;s(®, 1;; x[]) is Br-approximately equivalent to block sampling of LlS(A, b; x[s])
according to the block leverage scores of A. Since the two objective functions are differentiable and additively separable, the
resulting gradients are equal, under the assumption that we use the same x[*! and sampled index set S[*). Note that the index set
of the sampled blocks from L, (P, 7,/7; x[*]), corresponds to an index multiset of the sampled blocks from LZS(A, b: x[4]), as in



the latter we are considering sampling with replacement. As previously mentioned, the main drawback is that in certain cases we
need significantly more servers to accurately emulate IT ).

The significance of Theorem 2, is that well-known established SD and SSD results directly apply to Algorithm 3 under the
assumption that the approximate gradient is an unbiased estimator [103, Chapter 14]. Even though Algorithm 3 does not guarantee
a descent step at every iteration, such stochastic descent methods are more common in practice when dealing with large datasets,
as empirically they outperform regular SD. This is also validated in our experiments of Section IV.

Finally, we include a succinct description of the proposed approximate GC approach which utilizes block leverage score
sampling, in the pseudocode of Algorithm 4, an illustration of which is also provided in Figure 2. Below, we also give an overview
of how everything is tied together.

Recall that our GC objective is to distributively approximate the gradient g!*l. We do so by computing the gradient §!*! of
the modified problem (12), where the sketching matrix S <— Sy is the one proposed in Algorithm 1. In our distributed setting,
the sketching matrix g[s] is never explicitly computed, but we instead recover the gradient of the modified objective function
(12), where S + §[S] is induced by the proposed procedure. Specifically, to compute the sketch’s gradient §l*! we assume that the
computational nodes are homogeneous, and that the central server expects a response from ¢ servers after time 7', and we replicate
each encoded pair (/L, Z~)1) according to 7k} from Algorithm 2. The number of replications per task r(f} are determined such
that uniformly sampling from the replicated multiset of the encoded block pairs

K T
W {Lﬂ {<AmbL>}}
i=1 (=1

approximates leverage score sampling according to ﬁ{ &} from Algorithm 1. This requires that the cardinality in the above multiset
union matches the total number of servers in the distributed network, i.e., m = Zszl r;. In order to recover an approximate

solution to (2), the central server locally performs a SD update which is then communicated to every server, and this process is
repeated until a prespecified termination criterion is met.

Algorithm 4: Approximate GC Approach Summary

Central Server:
1) partitions A, b according to (1), and decides ¢
2) estimates ITyxy
3) determines 7} from (20)
4) passes m, Il ky, Ty, R = Zf;l 71 to Algorithm 2, to determine 7y, and sets 7o = 0
5) applies the encodings according to (25), (26), (27)
6) delivers the encoded block (A;, b;) to the servers indexed between (1 + E;;; rj) and (Z;:O Tj), for each ¢ € Ng
The following iterative procedure corresponds to Algorithm 3
While the central server’s termination criterion is not met, repeat:
Iterative Procedure at Iteration s:

— each server computes their corresponding partial gradient (28): @1[8] = VxLlS([li, Bi; x[s])
— Central Server:
i) sums the g fastest responses indexed by Sk, according to (29): Q[S] = Zies[s] QZ[S]
> St! determines §[S] and §¥) = V,Lg (g[s], A, b;x!)
ii) performs the update: x*+t1 + x[*1 — ¢, . gl
ili) communicates x5t 10 all the servers

E. Synopsis

Here, we give a summary of the main theorems provided in the previous subsections. Firstly, as summarized in Subsection
ITI-C, we mimic block leverage score sampling with replacement of (A, b) (from L;s(A, b; x[*)) through uniform sampling, by
approximately solving (19) through the implication of (20) (Lemma 1). This is done implicitly by communicating computations
over erasure channels. Secondly, by Theorem 1 we know that the proposed block leverage score sketching matrices satisfy (10),
where the approximate sampling distribution I:I{ ) 18 determined through the proposed expansion network associated with ITjxy.
Hence, at each iteration, we approach a solution %*! of the induced sketched system

S (Ax7) =Sy

which x!*! satisfies (11) with overwhelming probability. Thirdly, in Corollary 3 we showed that with a diminishing step-size &,
the expected regret of the least squares objective converges to zero at a rate of O(1/+/s + r/s) [101], [104]. Lastly, by Theorem
3, our updates x!*! converge to x* in expectation. A synopsis is given Figure 4.



LS (g[s] y A, b; X) sol’ns L Thm 1 Solve Lls(\:[’, 1;; X[s]) Thmn 3 > With a diminiShing gs:
{ satisfy (10) and (11) through sketched-GC lim E[x[*]]—»x*

Fig. 4: Synopsis of our main results.

E Approximate GC from £5-subspace embedding

In this subsection, we quantify the approximation error of the recovered gradient using Algorithm 4. In conventional GC, the
objective is to construct an encoding matrix G € R™*¥ and decoding vectors ar € R'*9, such that azG(z) = 1 for any set of
non-straggling servers Z. It follows that the optimal coefficient decoding vector for a set Z of size g in approximate GC [54], [55],
[58] is

aj =arg min {[jaGz) — i3} = a;=1Gl, (30)

T —1
for G(I) = (GZ—I)G(I)) GZ—I) € RExq,

Proposition 3. The error in the approximated gradient §!° of an approximate optimal coefficient decoding linear regression GC
scheme (G, a%), satisfies
g = g)]], < 2VE - erx(Gz)) - |A ]2 - A — bl 31
o T
f()l’ err(G(I)) = HIK - G(I)G(I) ||2
Proof. Consider the optimal coefficient decoding vector of an approximate GC scheme a% (30). In the case where ¢ > K, it

el
follows that a7 = 1G ).

Let gl*! be the matrix comprised of the transposed exact partial gradients at iteration s, i.e.,

-
glel — (ggs] ggs] o gE‘?) c RExd.
Then, for a GC encoding-decoding pair (G, az) satisfying azG 7y = 1 for any Z, it follows that

K
. o ST T
ar (Gng™) =Tal = 3" (6) " = (41) "

j=1

Hence, the gradient can be recovered exactly. Considering an optimal approximate scheme (G, a%) which recovers the gradient
estimate §*) = (a%G 7)) g!*, the error in the gradient approximation is:

T—a%Gp)gl H

(1-azG))s™||,

19" = 9], ‘
I(Ix — Gl G))g ‘2

<l - [tx - GG - I,
£

<VE - [t - Gl G - 19"

G, Al - AxE) ~ b,

err(G(I))

where £ follows from the facts that ||gl*!||ls < [|g!*!||2 and ||| = VK, and $ from (3) and sub-multiplicativity of matrix
norms. =

In Theorem 4, we show the accuracy of the approximate gradient of iterative GC approaches based on sketching techniques
that satisfy (with high probability) the £o-subspace embedding property [|[I; — UTSTSU||, < € from (10). This then holds true
for the GC method of Algorithm 4, by Theorem 1 and the fact that we distributively emulate block leverage score sampling.

Theorem 4. Assume that the induced sketching matrix S from a GC scheme satisfies |[I; — UTSTSUl|ly < e (with high
probability). Then, the updated approximate gradient estimate §'*) at any iteration, satisfies (with high probability):

9 = 941, < 26 All2 | Ax — bl

Specifically, it satisfies (31) with err(G 7)) = e/VK.



Proof. Consider g*! the approximated gradient in Algorithm 3 for linear regression with gradient gl*! (3). It follows that
g = 39|, = [2AT (A — b) ~ 2AT(STS)(Ax] ~ b
=2|AT(Iy — STS) (Al — b)||,
<2/[Af2- [Ty — STS|l2 - [AxIT — b]|;
=2|Aflz - [UT (Ly — STS)U|2 - |Ax"*) — b,
=2||Alz - [[Ts - UTSTSU||; - AT — b5

b
< 2¢- | Alls - [ Ax" — bl

where in b we make use of the assumption that S satisfies (10). Our approximate GC approach therefore (with high probability)
satisfies (31), with err(G 7)) = ¢/VEK. O

IV. EXPERIMENTS

In this section, we validate our theoretical results through numerical experiments. The minimum benefit of Algorithm 1 occurs
when Il gy is close to uniform. For this reason, we construct dataset matrices whose resulting sampling distributions and block
leverage scores are non-uniform.

In our first experiment, we compare our iterative sketching approach, implemented as in Algorithm 3, to other iterative sketching
techniques and to regular SD (without sketching). For this experiment, we generated A € R2000%40 following a ¢-distribution, and
standard Gaussian noise was added to an arbitrary vector from im(A) to define b. We considered K = 100 blocks, thus 7 = 20.
The effective dimension N = 2000 was reduced to r = 1000, i.e., ¢ = 50. We compared the iterative approach with exact block
leverage scores, i.e., 5 = 1, against analogous approaches using the block-SRHT [57] and Gaussian sketches, and regular SD.

For Figure 5 we ran 600 iterations on six different instances for each approach, and varied & for each experiment by logarithmic
factors of £X = 2/0max(A)?. The average log residual errors logy, (||x* — %||2/v/N) are depicted in Figure 5, and reported in
Table II. In Figure 6 we observe the convergence of the different approaches, in the case where £ ~ 0.42. In this case, our method
(block-1vg) outperforms the Gaussian sketching approach and regular SD. The fact that the performance of the block-SRHT is
similar to Algorithm 1, reflects the result of Proposition 5 in Appendix C.

Average log residual error plots, over 6 experiments

Fig. 5: Residual error for varying &;.

Average log residual error: log,, (||x* — %[|2/V'N)
Togo(€) [ 0.0004 [ 00042 | 00421 [ 04207
Regular SD || 0.0566 | 00517 | 0.0440 | 0.0078
Gaussian 0.0590 0.0538 0.0416 -0.0114
block-SRHT 0.0603 0.0550 0.0431 -0.0110
block-lvg 0.0556 0.0502 0.0380 -0.0178

TABLE II: Average log residual errors, for six instances of SD with fixed steps, when performing Gaussian sketching with updated
sketches, iterative block-SRHT and iterative block leverage score sketching, and uncoded SD.

We also considered the same experiment with A drawn from a ¢-distribution, with optimal step-size
& = (Agh), AxPT —b) /|| Agt3

at each iteration. From Figure 7, we observe that our iterative sketching approach outperforms Gaussian sketching with updated
sketches, and iterative sketching is superior to non-iterative. Furthermore, we validate Theorem 2 and Lemma 3, as our iterative
sketching approach and SSD have similar convergence. Additionally, it was observed that in some cases our iterative sketching
method would outperform regular SD (and SSD). We also compared our method with updated step-sizes 7, to iterative and non-
iterative approaches according to the block leverage score sampling, block-SRHT, and Rademacher sketching methods [57], [78],
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Convergence vs iteration, for £=0.42067

175 = Regular SD
~ | Gaussian

= mblock-SRHT|

m=block-vg

I I | I
0 100 200 300 400 500 600
iteration

Fig. 6: log residual error convergence.

Iterative vs Non-Iterative Sketching, with &}

e, Ll
== Regular SD NI
- Gaussian %
13 w—=bi-lvg Non-lt TTaaaaa
= mblock leverage LTS aw
Batch-SSD fEEEEa L,

12 I I I I I I I I L
0

10 20 30 40 50 60 70 80 90 100
iteration

Fig. 7: log convergence with £.

[105], in which our corresponding approach again produced more accurate final approximations. Further experiments (not shown)
were performed on various distributions for A, in which similar results to those of Figures 5, 6 and 7 were observed.

The quality of our approximate block leverage sampling distribution 1:1{ K} was evaluated through an empirical mother runtime
distribution taken from a distributed AWS experiment [106]. We considered the mother runtime distribution from the aforemen-
tioned experiment in which 500 computational servers were used to solve a large linear regression problem. The first step was
to determine f{ K} according to (20), and then Algorighm 2 was performed to determine 7(x} so that Zfil r; = 500, where
K = 100. We achieved satisfactory approximations IIxy to II;f, for varying ending times T (measured in seconds), i.e.,
B ~ 1 for each T'. In Table III we present the resulting ¢(7"), misestimation factors 3, and metric Ay p, for each 7.

[ Expansion Networks Misestimation Factors and Metrics ]

[(f<T 6 [12 [2 [# [48 [ [6 |
o(T) | 142 [ 226 [ 230 | 230 [ 262 | 267 | 499
A f 8859 | 9078 | 9079 | 9079 | .9079 | .9079 | .9079
Br 9407 | 9720 | 9727 | 9727 | 9727 | 9727 | 9727

TABLE III: Misestimations with AWS server completion times.

V. CONCLUSION AND FUTURE WORK

In this paper, we showed how one can exploit results from RandNLA to distributed CC, in the context of GC. By taking enough
samples, or equivalently after waiting long enough, the approximation errors can be made arbitrarily small. In terms of CC, the
advantages are that encodings correspond to a scalar multiplication, and no decoding step is required. Our proposed method has
advantages relative to other CC approximation methods [47], [52]-[60], by incorporating information from our dataset into our
scheme. These advantages include parallelization of block leverage score sketching. This is accomplished by leveraging the fact
that non-straggling servers correspond to the sampled partitions of the proposed sketching algorithm.

Our proposed sketching also leads to faster algorithms. As observed experimentally in Section IV, our scheme outperforms
Gaussian sketching and slightly outperforms block-SRHT sketching techniques. The improvements are also greater when adaptive
step-sizes are considered. As was emphasized in the paper, iterative sketching has not been thoroughly studied in first order
methods, which is what motivated our approach.

We quantified how much better the proposed solution is, both empirically and theoretically. The proposed method (Algorithm 3)
compares favorably to other sketching methods in terms of empirical convergence rate and approximation error. As contrasted to
other approximate GC methods, our algorithm uses data dependent spectral approximations, that enables the algorithm to quantify
the residual error of the gradient approximation at each step. In terms of convergence guarantees, we obtain the same convergence
rate to related works, e.g., [53], which matches the convergence rate of SSD.

Recently, papers have addressed cases where a certain subset of servers are persistent or adversarial stragglers [107], [108]. To
adapt the theory developed here to the case where adversarial stragglers are present, would require modifying the replication across
the non-persistent stragglers, in order to better approximate the sampling probability I1;xy through fI{ K}~ This is worthwhile
future work.
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Even though we focused on leverage score sampling for linear regression, other sampling algorithms and problems could
benefit by designing analogous replication schemes. One such problem is the column subset selection problem, which can be
used to compute partial SVD, QR decompositions, as well as low-rank approximations [15]. As for the sampling technique we
studied, one can judiciously define a sampling distribution to approximate solutions to such problems [109], which are known to
be NP-hard under the Unique Games Conjecture assumption [110].

Furthermore, existing block sampling algorithms can also benefit from the proposed expansion networks, e.g., C R-multiplication
[31] and C'U R decomposition [30]. For instance, a coded matrix multiplication algorithm of minimum variance can been designed,
where the sampling distribution proposed in [31] is used to determine the replication numbers of the expansion network. In terms
of matrix decompositions, the block leverage score algorithm of [30] can be used to distributively determine an additive e-error
decomposition of A, in the CC setting. Another future direction is generalizing existing tensor product and factorization algorithms
to block sampling, according to both approximate and exact sampling distributions, in order to make them practical for distributed
environments.
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APPENDIX A
PROOFS OF SUBSECTION III-A

In this appendix, we provide the proof of Theorem 1 and Corollary 1. We first recall the following matrix Chernoff bound [18,
Fact 1], and prove Proposition 4.

Theorem 5 (Matrix Chernoff Bound, [18, Fact 1]). Let Xy, ..., X, be independent copies of a symmetric random matrix X €

R, with B[X] = 04, [ X2 <, |EXTX]|l2 < 0% Let Z = { 371_, X,. Then Ve > 0:

2
qe
Pr |:||Z||2 > 6i| < 2d - exp (_OW> .

Proposition 4. The sketching matrix S of Algorithm 1 with I; > BIL; for all i and 8 € (0, 1], guarantees
Pr [||Id ~U'STSU|, > e} < 2d - e~9€OB/D) (32)

foranye>0,andq=r/T > d/T.

Proof. [Proposition 4] In order to use Theorem 5, we first need to define an appropriate symmetric random matrix X, whose
realizations Xy, correspond to the sampling procedure of Algorithm 1, and STS = % ¢, X;. The realization of the matrix

random variable are - -
U(Kf)U(’CE) Zzeiq U(z)U(l)
X, =i - | —-4=|=1;- | —=—=—
11, 11,

where K indicates the ! block of A € R™V*4 which was sampled at trial . This holds for all © € Ng. The expectation of the
symmetric random matrix X is

K
.
=Ii— Y Ul Uk,

j=1

4 N

=Ii- )Y UhUg
=1

=1;,-14

= 0gxdq
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where | follows from the fact that each realization X; corresponding to each {IC; }le of the random matrix is sampled with

probability ij, and in § we simplify the expression in terms of rank-1 outer-product matrices. Furthermore, for {Zl}fil the
corresponding approximate leverage scores of A

1Xill2 < [[Tall2 + %()

© Zle;q Z

<1+ 4(Zl€’€f gl) Jd
d-1I,

d

B
where in i we use the triangle inequality on the definition of X;, and in ¢ we use it on the sum of outer-products (the numerator
of second summand).

We now upper bound the variance of the copies of X:

[EXTX]], = | [(Id (UG Ui /1)) (1 (U&Jum/ﬁi))] 2
= |la=2-E (U ) Uk, /TL] +E [(U(T,CL)U(,CL))z/ﬁf] ‘
2
=1,

= |2(1-E |(Uj,U /H})—Id—f—IE[(U(T,CL)U(KL))Q/ﬁf} 2
- E[(UK)U(,C ) /H}—Id 2
_ ( 3 m, - (U(T,CL)U(,CL))Z/IZI?> —1,

=1 2

K
(55 (e m) 1]

2
B 0% ‘

(Ule)Uo)

[|s

N
wla e — ——
1M
™|

=1 2

K
K <Z; (U(,CL)U(K;L)) (I Ul U ))> ~1,

L= 2

=1, ) B
= (ZU > ﬂ (Z (U(ICL)U(/C,)> (U(IC )U(IC )>> —1I4 ,
- Odxad

= |(d/B-1) (ZU(IC ( coUlk, )) U(’CL)) ,
= [l(d/B —1) - Lall,

—djf-1
where in # we used the fact IT, /TT, < 1/, in b that Uk, /I3 =1, and in § that U(,C VWU, =1a— U(T;EL)U(KL) for each ¢.
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According to Theorem 5, we substitute ¥ = 1 + d and 02 = d/3 — 1 to get

.
lzq:X' _1 Xq: I — M
Tim 7= 103y
.
=15 1 zq: M
I\=m o
=1,-U'S'SU

where the last equality follows from the definition of S. Putting everything together into Theorem 5, we get that

Pr[|I; — UTSTSU|y > €] < 2d- e 1<0¢/,

Proof. [Theorem 1] By substituting
d
0= 0 (L1on 20/6)/(5¢)
in (32) and taking the complementary event, we attain the desired statement. O

Before we prove Corollary 1, we introduce the notion of block a-balanced, which is a generalization of «-balanced from [26].
The sampling distribution Il ) is said to be block a-balanced, if

6] (0%
L} < = = =
maed{lll < 7= %

for some constant « independent of K and g. Furthermore, in our context, if the individual leverage scores TN} are «a-balanced
for o independent of N and r, then the block leverage scores H{ K} are block «-balanced, as

0% (6% (6%
my<r- Y<r —=— =—. 33
el smomadm} ST g =g TR (33)

Proof. [Corollary 1] From the proof of [26, Theorem 1], we simply need to show that

B[S (887) '], < n- =

for S a single sketch produced in Algorithm 1, and an appropriate constant 7 independent of N and r. We assume that the
individual leverage scores 7y} are a-balanced, where « is a constant independent of NV and r. By (33), it follows that the block
leverage scores H{ K} are block a-balanced, i.e., II; < Il < % forall i € Ng_1.

A direct computation shows that

(SST)' = ((D QeL)- (D@ IT))f1
~((D-2-2™D7) ®IT>_1
=D D) eI,

and consequently

ST(8ST)'S=(@"-D eL)- ((D.Q.QT D7) ®IT> (D-QoL)

(QT~DT-(D-Q-QT-DT)_1®IT)-(D-Q@IT)
(@"-D" (D-0.2"-D)' . D.0)el

— KXxK
=Z€Rr%;
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where Z = Y?_, Z,, for {Z,}?_, rank-1 outer-product matrices of size K x K corresponding to each sampling trial, through
Q. For each sampling trial, we know that the i*" block is sampled with probability II;. Furthermore, if the i*” block is sampled at

iteration ¢, it follows that
9 -1
1 1 1
Z —e; - . e,T . .e; . . eT
TV gL ( ! ( qu) l) qll;

1 2 1
—e, - A/ Hi) . el
“N (Va glt; i

hence

K
E[ST(SST 1} Eq Zej e/ | 9L =Y Eale;-e/] | oL =QaL,

where Q = diag({h; }3:1), for h; = 1 — (1 —TI;)4 the probability that the i*" block was sampled at least once. Since we assume
that the blocks A{ K} are indexed in ascending order according their block leverage scores, i.e., II; < II;4; forall? € Ng_q, it
follows that h; < hg for all 4, thus

g~ ]
E [ST(SST) S} = dlag ({h]}gzl) (9 IT j hK -IN = (1 - (1 — HK)q) . IN j qHK -IN.
Consequently, since II;f are block a-balanced, we have
E[STSST ]H 0. L, "
H K-YN
This completes the proof, as we can take n = a. O

APPENDIX B
CONCRETE EXAMPLE OF INDUCED SKETCHING

In this appendix, we give a simple demonstration of the induced sketching matrices, through our proposed GC approach of Al-
gorithm 4. For simplicity, we will consider exact sampling, with IT¢xy = {3/20,3/20,4/20,5/20,5/20} for K = 5, an arbitrary
large block size of 7, and m = 20. The optimal replication numbers resulting from this distribution are rf K} = {3,3,4,5,5},
hence m = R. In order to obtain a reduced dimension r which is 60% of the original N, we carry out ¢ = 3 sampling trials at
each iteration. ~

Let the resulting index multisets corresponding to the encoded pairs (flj, b;) of the first four iterations, along with the resulting
estimated gradients, be:

DS ={1,45) = gl =ViLs (Sp, A byxtt) =5l + gl + gl
2) S = (3,55} = § =V, Ls (S, A, b;x) =g 4 gl 4 57
3) SP=1{2,4,5) = §¥ = ViLs (S5, A, b;x) = gl + 57 + 5L

4) SW={4,1,4} — g =V, Lg (Sup, A, b;x) = gl 4 gl 4 gl

Considering SM' and S the first two iterations of this example, the index subsets are {7}, K7, K2} and {K3, K2, K2} respec-
tively. Then, the corresponding induced block leverage score sketching matrices of Algorithm 1, are:

B 1/4/3l; 0 0 0 0
1) S[l] = 0 0 0 1/v3I4 0 ® 1L,
0O 00 0 1/V30;
N 00 1/3; 0 0
2) S[Q] =10 0 0 0 1/V31l5 | I,
0 0 0 0 1/v3II5
_ 0 1/y/3Iy 0 0 0
3) S[g] =10 0 0 1/\/31_[4 0 ® L,
0 0 0 0 1/4/31I5
B 0 0 0 1/y3Iy 0
4) Sy =(1/V3Il; 0 0 0 0] ®I-
0 0 0 1//3I, 0
each of which are of size (37) x (57).
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APPENDIX C
COMPARISON TO THE BLOCK-SRHT

An alternative view point is that the matrix
Uyp =¥ - (ZVT)~!

has uniform Frobenius block scores, which further justifies the proposed GC approach for homogeneous servers. This resembles
the main idea behind the SRHT [78], [96] and different variants known as block-SRHT [56], [111], where a random projection is
applied to the data matrix to flatten its leverage scores, i.e., make them close to uniform. These two techniques for flattening the
corresponding block scores are vastly different, and the proximity of the corresponding block scores are measured and quantified
differently. In contrast to the block-SRHT, the quality of the approximation in our case depends on the misestimation factor Sp,
and is not quantified probabilistically.

We note that since W has repeated blocks from the expansion, the scores we consider in Lemma 4 are not the block leverage
scores of W. The Frobenius block scores of Uexp, are in fact the corresponding block leverage scores of A, which are replicated
in the expansion. Moreover, note that the closer 3 is to 1, the closer the sampling distribution according to the Frobenius block
scores of fJeXp; which we denote by Q{ R}» 18 to being exactly uniform. We denote the uniform sampling distribution by U/ r;.

Lemma 4. When H{K} = Il{ky, the sampling distribution Q{R} is uniform. When TI, > Bll, for B = mlnzeNK{Hl/H } e
(0,1) and all « € N, the resulting distribution Q{ Ry is approximately uniform, and satisfies d, o<1 / (RBs)-

Proof. Let U = [UlT U[T(} denote the corresponding blocks of U according the partitioning of D. Without loss of

generality, assume that the data points within each partition are consecutive rows of A, and U, € R™*< for all . € Ng.
From (21) and (25), it follows that

T=-E-A
=Eo®IL) (G- UEVT)

(E®I,)- [UI/\/(;E U;/\/quK]T-sz

- - T
®eL) [0] - O] -=vT

Ijexp ERRT xXd

~
_. {fle L OT O] O] - UL - f;;} SV

T1 T2 TK

Note that INJ'eXpEVT is not the SVD of W. For the normalizing factor of ﬁ:

q HULH2 11, 1
NOIF = 5 = = = < o
Rd qHL RHL RBH

Q=

Rd

therefore

R 1
Z|Ql 1/R| < Ron = e

where A follows from the fact that |Q; —1/R| < 1/(RBy) for each i € Np. After normalizing by 1/R according to the distortion
metric, we deduce that d;, 5 < 1 /(RBg).

In the case where H{K} [T %y, we have

~ 9 e 4 NUJE T, 1
in. UL = —_— —_—- = = —
@ Rd I Rd  ¢II, RIO, R

forall t € N, thus Q) = Uy O

Finally, in Proposition 5 we show when the block leverage score sampling sketch of Algorithm 1 and the block-SRHT of [56]
have the same ¢»-subspace embedding guarantee. We first recall the corresponding result to Theorem 1, of the block-SRHT.

Theorem 6 ( [56, Theorem 7]). The block-SRHT Sy is an ls-subspace embedding of A. For § > 0 and q = 9(% log(Nd/9) -
log(2d/6)/€*):
Pr([[I; - UTS.SuUl2 <¢] >21-4.
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Proposition 5. Let § = 1. For § = ee(l)/(Nd), the sketches of Algorithm 1 and the block-SRHT of [56] achieve the same
asymptotic Us-subspace embedding guarantee, for the same number of sampling trials q.

Proof. For § = ¢®(1) /(Nd), the two sketching methods have the same ¢, and both satisfy the £,-subspace embedding property
with error probability 1 — §. O

APPENDIX D
CONTRACTION RATE OF BLOCK LEVERAGE SCORE SAMPLING

In this appendix we quantify the contraction rate of our method on the error term x!* — x*, which further characterizes the
convergence of SD after applying our method. The contraction rate is compared to that of regular SD.

Recall that the contraction rate of an iterative process given by a function h(a:[s]) is the constant v € (0, 1) for which at each
iteration we are guaranteed that h(z[5t1)) < - h(z!¥]), therefore h(z[*]) < ~,-h(z!?). Let £ be a fixed step-size, §[S] the induced
sketching matrix of Algorithm 1 at iteration s, and define Bsp = (I; —2¢-ATA) and B, = (Id -2 ATg[E]g[S]A) We
note that the contraction rates could be further improved if one also incorporates an optimal step-size. It is also worth noting that
when weighting from Appendix E is introduced, we have the same contraction rate and straggler ratio.

Lemma 5. For S the sketching matrix of Algorithm 1, we have E [ng] =1Iy.

Proof. Similar to the proof of Proposition 4, we define a symmetric random matrix Y, whose realizations correspond to the
sampled and rescaled submatrices of Algorithm 1. The realizations are

.
LIk Yieri e/

Y; _ L
qIl, qll,

After g sampling trials, we have STS = >4 Y. It follows that

O

Theorem 7. The contraction rate of our GC approach through the expected sketch g[s] at each iteration, is equal to the contraction
rate of regular SD. Specifically, for e, = x5! — x* the error at iteration s and ygp = A1 (Bsp) the contraction rate of regular
SD, we have H]E[€s+1]H2 < vsp - lesllz-

Proof. For a fixed step-size 2, our SD parameter update at iteration s + 1 is

X1 X~ 2¢ . ATS] Sy (Ax[s] - b) ,
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where for regular SD we have §[s] + Iy. Atiteration s+ 1, the error e, of the previous iteration is not random, hence E[e;] = es.
By substituting the expression of B, it follows that

espr = xH —x*

_ (X[S] —2%ATS] S, (AX[S] _ b)) —x*

— xI7 — 2¢ATS] S Ax! + 2¢ATS b - x*
= Bxl? - (x* - 26ATS S b)

=Bxl— (x* - 26ATS[S}, (Ax" + bY))

=B, (X[S] — x*) — 2§ATASE]§[S]bJ‘

=B.e, — 26ATS[ ;S bt (34)
and by Lemma 5
TQT Q €L T QT Q €L
E[26ATS]Sybt| = 26ATE [STSy| b
=26ATbt
= 0ax1 (35)

as bt lies in the kernel of AT, and
E[B,] =1, - 26ATE [S[S| A
=I,—26ATA
= Bgsp. (36)
From (34), (35) and (36), it follows that
Elesr1] = E[Byes] — E {2§AT§[Z]§[S]bL}
=E[B,] e
=Bgsp - e;.
This results in the inequality
[Eles+1]]l, < M(E[Bs]) - flesllz = Ai(Bsp) - [les]l2

which implies the contraction rate of the expected sketch through Algorithm 1:
Ys+1 = A1(Bsp).
By replacing B, with Bgp in (34) and g[s] + Iy, we conclude that the contraction rate of SD is ysp = A1 (Bgsp). O
We conclude this appendix by stating the expected ratio of dimensions r to IV, and stragglers to servers.

Remark 2. The expected ratio of the reduced dimension r to the original dimension N is q(T)7 /N, and the expected straggler
to servers ratio is (m — q) /m. Since we stop receiving computations at a time instance T'; we expect that q < q(T) computations
are received, hence there are m — q stragglers. Therefore, the straggler to servers ratio is (m — q) /m. The expected ratio between
the two dimensions is immediate from the fact that v = q7 is the new reduced dimension, in the case where ¢ < K.

APPENDIX E
WEIGHTED BLOCK LEVERAGE SCORE SKETCHING

So far, we have considered sampling with replacement according to the normalized block leverage scores, to reduce the effective
dimension IV of A and b to r = ¢7. In this appendix, we show that by weighting the sampled blocks according to the sampling
which has taken place through €2 for the construction of the sketching matrix S, we can further compress the data matrix A, and
get the same results when first and second order optimization methods are used to solve (12). The weighting we propose is more
beneficial with non-uniform distributions, as we expect the sampling with replacement to capture the importance of the more
influence blocks. The weighted sketching matrix Sy, we propose, is a simple extension to S of Algorithm 1. For simplicity, we do
not consider iterative sketching, though similar arguments and guarantees can be derived.

The main idea is to not keep repetitions of blocks which were sampled multiple times, but rather weigh each block by the number
of times it was sampled. By doing so, we retain the weighted sketch Sy A of size gr x d, for g the number of distinct blocks that
were sampled.> Additionally, the gradient and Hessian of Lg (Sw, A b; x) are respectively equal to those of Lg (S, A b; x) , and

5In practice, for highly non-uniform [T  rcy we expect g7 < v = g7. The sketch SwA could therefore be stored in much less space than SA, and the system
of equations Sw (A — b) = 0grx1 could have significantly fewer equations than S(A — b) = Ogrx1.
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are unbiased estimators of the gradient and Hessian of L;s(A, b; x).

To achieve the weighting algorithmically, we count how many times each of the distinct g blocks were sampled, and at the end
of the sampling procedure we multiply the blocks by their corresponding weight. We initialize a weight vector w = 01 i, and

in the sampling procedure whenever the i*" partition is drawn, we update its corresponding weight: w; < w; + 1. It is clear that

once ¢ trials are been carried out, we have | w||; = ¢ for w € NJ*¥.

Let S denote the index multiset observed after the sampling procedure of Algorithm 1, and S the set of indices comprising
S. That is, S has cardinality ¢ and may have repetitions, while S = Nx N S has cardinality ¢ = |S| < ¢ with no repetitions.
We denote the ratio of the two sets by ¢ := ¢/¢ = |[[w||1/[[w|o > 1, which indicates how much further compression we get by
utilizing the fact that blocks may be sampled multiple times. The corresponding weighted sketching matrix S, of S is then

W1/2 G]Riéé

Sw = diag <{ w; /(q11;) }jes) Is @1, e RITN (37)

where I 1) € {0,1}7%X is the restriction of I to the rows indexed by S.

For simplicity, assume that the sampling matrices which are devised for S and S,, follow the ordering of the sampled blocks in
order of the samples, i.e., if (Q(Z—))j = 1then ((;41)), = 1 for I > j, and equivalently S; < Sj41 and S; < 41 for all valid .
We restrict the sampling matrix Q € {0, 1}9*X to its unique rows, by applying Q € {0,1}9*:

1 fort=1andj =35
Q=11 ifS; >S;_;forjeN\{1}
0 otherwise

to the left of the sampling matrix €2 of Algorithm 1, i.e., 2y := Q- € {0, 1}7*¥_ This sampling matrix then satisfies

1 ifj=3;
Q L= 7 fOr ) S N*.
(8w) * { 0 otherwise J 4

Letw =w| , € Zlf’j be the restriction of w to its nonzero elements; hence ||W||; = ||w]|j1 = |S| = ¢, and define the rescaling
diagonal matrix W /» = diag ({\/v?/i}g:l). We then have the following relationship

=W1/2

Sy = (WUQ.Q-D.QT) Q, 01,
= (Wip0I) (Qwel) (38)

when S = Nx N S.

As previously noted, S. has ¢ times less rows than S. Hence, the required storage space for the sketch SwA drops by a
multiplicatively factor of ¢, and the required operations are reduced analogously, according to the computation. The weighted
sketching matrix Sy, has the following guarantees, which imply that the proposed weighting will not affect first or second order
iterative methods which are used to approximate (12).

Proposition 6. The resulting gradient and Hessian of the modified least squares problem (12) when sketching with S of Algorithm
1, are respectively identical to the resulting gradient and Hessian when sketching with Sy, presented in (37) and (38).

Proof. From Algorithm 1, the assumption on the ordering of the elements in S and S, and the construction of g, we have

SaSw = ((Wy) L) (Wip-2u)01L,)

2D eL) (D) oL)

I
/
—~
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Let T =3 jes K; and T=] jes K;, thus T is contained in 7 when both are viewed as multisets. Considering the objective
function Lg(S, A, b; x) of (12), the equivalence of gradients is observed through the following computation

ViLs(S, A, b;x) =247 (87S) (Ax - b)
=2> Ay Dj- (Apx—by)

leT

=2) WAl D3 - (Ajx—b;)
JjeT

=23 Af) - (Wip), - (Agx—by)
JET

—2AT (égéw) (Ax — b)
= VxLs(Sw, A, b; x).

Recall that the Hessian of the least squares objective function (2) is V2L;s(A,b;x) = 2A T A. Considering the modified
objective function (12) and our sketching matrices, it follows that

V2Lg (§,A,b;x) —92AT (§T§> A

T 2

leT
- T 2
=23 W;-Af;) D} A
JET
T = 2
=2 Z Ay (W1/2)jj A
JET

—2AT <§jv§w) A
= V2Ls(Sw, A, b;x)
which completes the proof. O

Corollary 4. At each iteration, the gradient and Hessian of the weighted sketch system of equations gw(A —b) = 0g-x1, are
unbiased estimators of the gradient and Hessian of the original system (A —b) = Oy 1.

Proof. Denote the gradient and Hessian of the weighted sketch at iteration s by gLil and IA{V[j] respectively. By Proposition 6 we
know that g[ o = ], and by Theorem 2 that [g[sl] = ¢glsl. Hence E [g[‘ﬂ = glsl.

Following the same notation as in the proof of Theorem 2, the Hessian Hlsl = v2 zLs (S[é] A, b;xl* ]) is

i =2 Z

i€Zls]

thus

E [H[ﬂ =2E| Y

iz O

=2 ) ZH ATA

ieZl ]J 1

1
=2¢-) “AJA;

=2ATA
which is precisely the Hessian of (2). By Proposition 6, it follows that E [H M} =2AT A, which completes the proof. O

Geometrically, from the point of view of adding vectors, the partial gradients of the partitions sampled will be scaled accordingly
to their weights. Therefore, the partial gradients g; with higher weights have a greater influence in the direction of the resulting
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gradient . This was also the fundamental idea behind our sketching and GC techniques, as the partitions sampled multiple times
are of greater importance. _

Next, we quantify the expected dimension of the weighted sketch Sy, A. This shows the dependence on ﬁ{ K}» and further
justifies that we attain a higher compression factor ¢ when the block leverage scores are non-uniform. We note that when the data
points are i.i.d. and N is significantly larger than d, then the leverage scores will be approximately equal; and use of these scores
to determine dominant rows will offer little or no benefit.

Theorem 8. The expected reduced dimension of SwA is
K
(K -Sa- Hi)q) o
i=1
which is maximal when 1:I{ K} IS uniform.

Proof. 1t suffices to determine the expected number of distinct blocks A; which are sampled after ¢ trials when carrying out
Algorithm 1. The probability of not sampling A; at a given trial is (1 — Hi), hence not sampling A; at any trial occurs with
probability (1 — Hi)q, since the trials are identical and independent. Thus, the expected number of distinct blocks being sampled
is

] =

E[q] = 1-Pr[A; was sampled at least once sampled]

1

.
Il

I
M=

(1 — - Pr [A; was not sampled at any trial])

(- o))
—2(1—&)'].

i=1

1

|
WMN 0

I
=

Thus, the expected reduced dimension is 7 - E[q].
Let Q(Ijxy) = S°F (1 —T1,)%, and introduce the Lagrange multiplier X > 0 to the constraint R(lliy) = (Zf; I, — 1),
to get the Lagrange function

=1
for which o.M A\
H ~
(agf}’) =A—q(l—T)7 ' =0 (39
= I =1- (/)" and X\ =q(1—1I)7" (40)
forall 7 € Ng, and
0.2 (k1 \) = -

(a{;} ):ZHi_lzo, @1)

Note that the uniform distribution Uy gy = {I:IZ =1/K }fil is a solution to (41). We will now verify that U gy satisfies (39).
From (40), for II{ gy < Uiy we have A = q(1 — 1/K)?=! > 0, which we substitute into (39):
A—q(1 -7 =q1-1/K)" ' — g1 —1/K)" ! = 0.
Hence, Uy iy is the solution to both (39) and (fll). ~ 3 3
By the second derivative test, since 02.% (I{xy) /0112 = q(q — 1)(1 — II;)9~ % is positive for II; = 1/K, we conclude that
Q(U{K}) < Q(H{K}) for any Il;xy # Uyky. This implies that E[g] is maximal when I{xy = Uik, and so is the expected
reduced dimension of Sy, A. O

We further note that E[g] from the proof of Theorem 8, is trivially minimal in the degenerate case where II, = 1 for a single
t € Ng,and II; = O forevery j € N & \{¢}. This occurs in the case where A = 0,44 foreach j, and 7 is therefore exactly

K=Y (1-T)"=K-) 1"=K—-(K—-1)=1.

e e
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APPENDIX F
TABLE OF NOTATIONAL CONVENTIONS AND /{5-SUBSPACE EMBEDDING CONDITION

In this appendix, we collect the main notational conventions used in this paper, and show how to derive the ¢5-subspace
embedding condition (10) from (7). This definition of an /5-subspace embedding and the corresponding condition, can also be
found in [18].

LetZ = I; — (SU)"(SU), and y € R? be an arbitrary vector. In the bounds (8) and (9), note that €||y||3 > 0 and y ' Zy =
— (yT(—Z)y), so we can work with the absolute value |yTZy| in order to take care of both inequalities. That is, together both
imply that 0 < ‘}7TZ§I| < €||¥]|?, where for now we let y be a unit vector. Then, this requirement is satisfied for all vectors y by
scaling, which implies || Z|| < e.
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LIST OF NOTATION

m number of computational nodes

q number of sampled blocks/responsive nodes

Nj, set of integers {1,2,...,n}

[s] used as a superscript or subscript, to denote the
iteration number ‘s’ of the iterative process

X{n} set {X17...,Xn}
dataset matrix of size N X d

A /AT it" row/column of A

b corresponding d X 1 label vector to A

S arbitrary sketching matrix of size r X N

S sketching matrix of Algorithm 1

Q row sampling matrix of size r X N

Q block sampling matrix for S

D dataset corresponding to A, b

D; sub-dataset corresponding to A;, b;

N number of data points in D

K number of partitions of the data matrix A

T size of the data partitions, 7 = N/K

A= [fllT .- fl;} i encoding of blocks A fx)

b=[b - bL] " | encoding of blocks b

1 K go OCKS {K}

Lis(A,b;x) least squares objective function [[Ax — b[[2

Ls(S, A, b;x) modified least squares [[S(Ax — b)][3, for S
a specified encoding or sketching matrix

x* optimal solution to (2)

X approximated solution to (2) through (12)

X optimal solution to (14)

s index set of the q fastest servers at iteration s

Sl index multiset of sampled blocks at iteration s

gls] gradient g1*] = 2A T (Ax[] —b) (3)

gZ[S] partial gradient corresponding to D; (4)

Q[S] approximated gradient at iteration s (24)

gz[s] appr. partial gradient of D; at iteration s (28)

Es SD step-size at iteration s

€ £2-subspace embedding error

0 {2-subspace embedding failure probability

Hky block leverage score sampling distribution

II (K} approximate distribution to II¢ rry

II (K} ir.lduced sampling distribution through expan-
sion networks

B misestimation factor of I to IT

dn,qQ distortion metric between Il iy and Q( k)

Aq 7 normalized distortion metric (19)

F(t) mother runtime distribution of the computa-
tional network

F(t) runtime distribution of computational tasks

o(t) survival function ¢(¢) := 1 — F'(¢)

T ending time, at which the central server stops
receiving computations

q(T) number of received computations at time T,
ie., q(T) = |F(T) -m]|

TIK} approximate replication numbers through (20)

T‘E K} optimal replication numbers to (22)

T{K} approximate replication numbers

T{K} replication numbers produced by Algorithm 2

R R=YF n

E expansion matrix (21)

G encoding generator matrix (25)

TABLE IV: Common notation list used throughout the paper.
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