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ABSTRACT. The paper concerns the Gelfand-Kirillov dimension and
the generating series of nonsymmetric operads. Herein, an analogue of
Bergman’s gap theorem is proved: specifically, no finitely generated lo-
cally finite nonsymmetric operad has GK-dimension strictly between 1
and 2. For every r ∈ {0}∪{1}∪[2,∞) or r = ∞, we construct a single-
element generated nonsymmetric operad P such that GKdim(P) = r .
We also provide counterexamples to two expectations of Khoroshkin
and Piontkovski about the generating series of operads.

1. INTRODUCTION

Let F be a base field. An algebra stands for a unital associative algebra over F unless
otherwise stated. The Gelfand-Kirillov dimension (GK-dimension for short) of an
algebra A is defined to be

GKdim(A) := sup
V

{
lim sup
n→∞

logn

[
dimF

( n∑

i=0

V i
)]}

where the supremum is taken over all finite-dimensional subspaces V of A. Simi-
larly, one can define the GK-dimension of nonassociative algebras. GK-dimension
is a standard and powerful invariant for investigating associative and nonassocia-
tive algebras. We refer to [KL00] for more background and properties of the
GK-dimension of algebras and modules.

The range of possible values for the GK-dimension of an algebra is

(1.1) RGKdim := {0} ∪ {1} ∪ [2,∞)∪ {∞}.

The gap between 0 and 1 follows easily from the definition of GK-dimension.
The existence problem of algebras A with 1 < GKdim(A) < 2 was open for
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some years until Bergman [KL00, Theorem 2.5] proved that no such algebras
exist. Bergman’s gap theorem is also valid for some other classes of algebras, for
example, Jordan algebras [MZ96] and dialgebras [ZCY20]. However, there exist
Lie algebras [Pet97] and Jordan superalgebras [PS19] with GK-dimension strictly
between 1 and 2.

The notion of an operad was first introduced by Boardman-Vogt [BV73] and
May [May72] in the late 1960s and early 1970s in the study of iterated loop
spaces. Since 1990s, because of Ginzburg-Kapranov’s Koszul duality theory of op-
erads [GK94], Kontsevich’s [Kon03] and Tamarkin’s [Tam98] operadic approach
to the formality theorem, as well as Getzler’s study on topological field theories
[Get94, Get95], operad theory has become an important tool in homological al-
gebra, category theory, algebraic geometry, and mathematical physics.

In this paper, we investigate the GK-dimension and the generating series of
non-symmetric operads. The GK-dimension of locally finite operads was defined
in [KP15, p. 400] and [BYZ20, Definition 4.1]. Let P be a locally finite operad,
that is, an operad P with each P(i) finite dimensional over the base field F. The
GK-dimension of P is defined to be

GKdim(P) := lim sup
n→∞

logn

( n∑

i=0

dimFP(i)
)
.

Our main result is an analogue of Bergman’s gap theorem.

Theorem 1.1. No finitely generated locally finite nonsymmetric operad has GK-
dimension strictly between 1 and 2.

(For the definition of a finitely generated operad, see Definition 2.16.) Berg-
man’s gap theorem for associative algebras was proved by counting specific words
that satisfy a set of conditions and form a monomial basis of the algebra under
consideration, equivalently, by counting a set of single-branched tree monomials
(defined in Section 5) where the algebra is interpreted as an operad. This method
cannot be extended directly to prove the gap theorem for nonsymmetric operads
since the tree monomials we want to count are not necessarily single branched.
To overcome the above difficulty, we divide the underlying tree into three sub-
trees such that the “big” subtree is single branched and thus we can count its tree
monomials similarly as for the case of associative algebras. The other two subtrees
are both “small” such that their tree monomials are well controlled.

Note that if we drop the condition “finitely generated” in Theorem 1.1, then
the statement does not hold. In fact, as Example 4.4 shows, any positive real
number is the GK-dimension of some nonsymmetric operad.

Theorem 1.1 serves as an essential ingredient of the next result. Recall that
RGKdim is defined in (1.1).

Theorem 1.2.

(1) If P is a finitely generated locally finite nonsymmetric operad, then we have
GKdim(P) ∈ RGKdim.
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(2) If r ∈ RGKdim, then there is a single-element generated single-branched locally
finite nonsymmetric operad P such that GKdim(P) = r .

The Gelfand-Kirillov dimension of an operad is closely related to the generat-
ing series that is defined as follows. Let P be a locally finite operad. The generating
series of P is defined to be the formal power series [KP15, (0.1.2)]

(1.2) GP(z) :=
∞∑

n=0

dimFP(n)z
n.

We recall the following definition.

Definition 1.3 ([Sta80, Zei90, BBY12, Ber14, KP15]). Let

F(z) :=
∑

n≥0

f (n)zn

be a formal power series or a C∞-function where f (n) ∈ R for all n.

(1) F(z) is called holonomic (also called D-finite or differentiably finite) if it
satisfies a nontrivial linear differential equation with polynomial coeffi-
cients.

(2) F(z) is called differential algebraic if it satisfies a nontrivial algebraic dif-
ferential equation with polynomial coefficients.

It is well known that

rational ⇒ algebraic (over R(z)) ⇒ holonomic⇒ differential algebraic

where the second implication is [Sta80, Theorem 2.1]. Several researchers have
recently been studying holonomic and differential algebraic properties of GP(z)
[Ber14,KP15]. In particular, Khoroshkin-Piontkovski showed that, under moder-
ate assumptions, operads with a finite Gröbner basis have rational, or algebraic, or
differential algebraic generating series [KP15, Theorems 0.1.3, 0.1.4, and 0.1.5].
In [KP15, Section 4] Khoroshkin-Piontkovski listed several expectations and con-
jectures, one of which is as follows.

Expectation 1.4 ([KP15, Expectation 2]). The generating series of a generic
finitely presented nonsymmetric operad is algebraic over Z[z].

We construct a finitely presented nonsymmetric operad such that the generat-
ing series is not holonomic (hence, not algebraic), which provides a (non-generic)
counterexample to the above expectation (Example 7.4). We also prove the fol-
lowing result.

Proposition 1.5. Let r ∈ RGKdim\{0}. Then, there is a single-element generated
locally finite nonsymmetric operad P with GKdim(P) = r and GP(z) not being
holonomic. As a consequence, GP(z) is neither rational nor algebraic in this case.
Therefore, such an operad is a counterexample to Expectation 3 in [KP15].
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Remark 1.6. Constructions 2.3, 6.1, and 8.1 provide useful constructions
of nonsymmetric operads (or symmetric ones in Construction 8.1) from graded
algebras (or monomial algebras in Construction 6.1). A lot of algebraic properties
of graded (or monomial) algebras can be transformed to the corresponding prop-
erties of the related operads. Using this idea, in addition to Proposition 1.5 and
Example 7.4, we obtain a potential counterexample to [KP15, Expectation 1] in
Example 8.5.

This paper mainly concerns nonsymmetric operads. In the final section we
touch upon the symmetric ones. The following theorem is easy to prove.

Theorem 1.7.

(1) Let P be a finitely generated locally finite symmetric operad. Then, we have
GKdim(P) ∈ RGKdim ∪ (1,2).

(2) For every r ∈ RGKdim \ (2,3), there exists a finitely generated locally finite
symmetric operad P such that GKdim(P) = r .

(3) For every r ∈ RGKdim \ ({0} ∪ {1} ∪ (2,3)), there exists a finitely generated
locally finite symmetric operad P such that GKdim(P) = r and that GP(z)
is not holonomic.

In light of [KP15, Ber14], it would be very interesting to determine which
classes of operads have rational (respectively, algebraic, holonomic, differential al-
gebraic) generating series. Theorem 1.7 suggests that, generically, GP(z) is not
holonomic. Theorem 1.7 (1)–(2) lead to the following question.

Question 1.8. Let r ∈ (1,2) ∪ (2,3). Is there a finitely generated locally finite
symmetric operad P such that GKdim(P) = r ?

In view of Theorem 1.7 (2)–(3) the following result of [BYZ20] is quite sur-
prising (see [BYZ20] for details).

Theorem 1.9. Let P be a 2-unitary locally finite symmetric operad. Then,
GKdim(P) is either an integer or the infinity. If GKdim(P) is finite, then P is
finitely generated and GP(z) is rational.

This paper is organized as follows. Section 2 recalls basic definitions and
properties of nonsymmetric operads. Section 3 introduces Gröbner-Shirshov bases
of nonsymmetric operads. Section 4 contains definitions, examples, and properties
of the GK-dimension of nonsymmetric operads. In Section 5, we prove the main
result, Theorem 1.1, and in Section 6, we prove Theorem 1.2. In Section 7 we
study the generating series of operads and prove Proposition 1.5. Finally, Section 8
provides some comments and examples about symmetric operads.

2. PRELIMINARIES

Let F be the base field and F∗ := F \ {0}. Let N denote the natural numbers and
N∗ := N \ {0}. To save space, some non-essential details are omitted here and
there. But we try to provide as much detail as possible for the proof of the main
result, that is, Theorem 1.1.
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2.1. Ns operads. The following definition is copied from Definition 3.2.2.3
[BD16] (see also [LV12, Chapter 5]).

Definition 2.1. A nonsymmetric operad or simply ns operad is a collection of
vector spaces P = {P(n)}n≥0 equipped with an element id ∈ P(1) (called the
identity element) and maps (called partial compositions), for 1 ≤ i ≤ n,

◦i : P(n)⊗P(m)→ P(n+m− 1), α⊗ β ֏ α ◦i β.

These satisfy the following properties for all α ∈ P(n), β ∈ P(m) and γ ∈ P(r):

(i) (sequential axiom)

(2.1) (α ◦i β) ◦j γ = α ◦i (β ◦j−i+1 γ) for i ≤ j ≤ i+m− 1.

(ii) (parallel axiom)

(2.2) (α ◦i β) ◦j γ =

{
(α ◦j−m+1 γ) ◦i β, i+m ≤ j ≤ n+m− 1,

(α ◦j γ) ◦i+r−1 β, 1 ≤ j ≤ i− 1.

(iii) (unit axiom)

(2.3) id◦1α = α, α ◦i id = α for 1 ≤ i ≤ n.

The above definition is called the partial definition of a ns operad. (For the
classical definition and the monoidal definition, see [LV12, Chapter 5]). Except
for the final section, we only consider ns operads, and sometimes “ns” or the word
“nonsymmetric” is omitted.

A collection P = {P(n)}n≥0 of spaces (especially, an operad) is called finite
dimensional if the dimension of P is finite, that is,

dimP := dim
(⊕

n≥0

P(n)
)
< ∞.

Also, P is called locally finite (respectively, reduced, connected ) if P(n) is finite
dimensional for all n ∈ N (respectively, if P(0) = 0, if P(1) = F id ≅ F). We say a
collection V = {V (n)}n≥0 of spaces is a subcollection of P if V (n) is a subspace
of P(n) for all n ≥ 0. Furthermore, if the subcollection V is an operad with the
partial compositions of P, we call V a suboperad of P.

To simplify notation, we also view a collection G = {G(n)}n≥0 of sets (e.g.,
a collection of vector spaces) as a disjoint union G =

⊔
n≥0G(n) (respectively, a

direct sum G =
⊕
n≥0G(n)), and vice versa.

As demonstrated in the following examples, an operad can be viewed as a
generalization of an algebra.

Example 2.2 ([LV12, p. 137]). A unital associative algebra A can be inter-
preted as an operad P with P(1) = A and P(n) = 0 for all n ≠ 1, and the
compositions in P are given by the multiplication of A.
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The following construction is due to Dotsenko [Dot19].

Construction 2.3 ([Dot19, Definition 3.2 (2)]). Let A :=
⊕
i≥0Ai be an N-

graded algebra with unit 1A. Suppose that A has a graded augmentation ε : A→ F

such that m := ker ε is a maximal graded ideal of A. Let PA(0) = 0 and PA(n) =
An−1 for all n ≥ 1. Define compositions as follows:

◦i : PA(m)⊗PA(n) → PA(n+m− 1),

am−1 ⊗ an−1 ֏





cam−1 an−1 = c1A, c ∈ F,

am−1an−1 an−1 ∈ m, i = 1,

0 an−1 ∈ m, i ≠ 1.

It is easy to check by definition that PA := {PA(n)}n≥0 is an operad with id :=
1A. This operad is called the min-envelope operad of A. Note that Piontkovski
[Pio17, Theorem 3.1] used this construction to produce a counterexample to
[BD16, Conjecture 10.4.1.1]. (See [Dot19, Definition 3.2 (1)] for another re-
lated construction.)

If A is generated by A1, then PA is generated by PA(2). By Lemma 7.3, A is
finitely generated as an algebra if and only if PA is finitely generated as an operad.

For an N-graded locally finite algebra A, its Hilbert series is defined to be
HA(z) =

∑∞
n=0 dimAnzn in the same way of defining the generating series of an

operad.
By the construction given in Construction 2.3, one sees that

(2.4) GPA(z) = zHA(z).

A morphism φ between two operads P and P′ is a collection of linear maps
φn : P(n) → P′(n), n ≥ 0, such that φ1(idP) = idP′ and

φm(u) ◦i φn(v) = φm+n−1(u ◦i v)

for all u ∈ P(m), v ∈ P(n), 1 ≤ i ≤ m, n ≥ 0. If each P(n) is a subspace of
P′(n), we call P a subcollection of P′, and write P ⊆ P′.

An operation alphabet (or generating operations) is a collection of sets X(n),
denoted X = {X(n)}n≥0. The number n is then called the arity of an element
x ∈ X(n) and denoted by Ar(x) = n.

Let X be an operation alphabet. The free operad over X is an operad F(X)
that is equipped with an inclusion η : X → F(X) (i.e., a collection of inclusions
ηn : X(n)→ F(X)(n) for all n ≥ 0) which satisfies the following universal prop-
erty: any map f : X → P, where P is an operad, extends uniquely to an operad

morphism f̃ : F(X)→ P [BD16, Section 3.3].

2.2. Planar rooted tree. Much as in the case of associative algebras, an
operad can be presented by generators and relations, that is, as a quotient of a
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free operad. In this subsection, we introduce a language for working with planar
rooted trees, which will be used later to construct free operads. We mainly follow
the ideas in [BD16, Section 3.3] and use the language introduced in [BD16] with
minor modification for the rest of the paper (see Remark 2.6).

Definition 2.4. A rooted tree τ consists of the following:

• a finite set Vert(τ) of vertices, which is a disjoint union

Vert(τ) = Int(τ)⊔ Leaves(τ)⊔ {r},

where elements of the (possible empty) set Int(τ) are called internal ver-
tices of τ, elements of the nonempty set Leaves(τ) are called leaves of τ,
and the element r is called the root of τ and denoted by Root(τ);

• a parent function

Parent = Parentτ : Vert(τ) \ {r} → Vert(τ) \ Leaves(τ)

such that |Parent−1(r)| = 1, |Parent−1(v)| ≥ 1 for all v ∈ Int(τ),
and the connectivity condition is satisfied: for each vertex v ≠ r , there
are an h ∈ N

∗ and vertices v0 = r , v1, . . . , vh−1, vh = v, such that
vi = Parent(vi+1) for 0 ≤ i ≤ h− 1.

When we draw a rooted tree on the plane, the root is always drawn at the
bottom of the tree; a hollow circle presents an internal vertex while a black solid
circle presents a leaf or the root; a solid segment between two vertices indicates
that the lower vertex is the parent of the higher one. (See Figure 2.1 for examples.)

r

τ0

r

τ1

r

τ2

FIGURE 2.1. Rooted trees

Let τ be a rooted tree. The following lemma is straightforward.

Lemma 2.5. Suppose v ∈ Vert(τ) \Root(τ), and h and vi for 0 ≤ i ≤ h are
the same as in Definition 2.4. Then, the number h and the sequence v0, v1, . . . , vh
are uniquely determined by v, called, respectively the height of v (denoted by h(v))
and the path from root to v.

The height of τ is the maximal height of its internal vertices, that is,

h(τ) :=max{h(v) : v ∈ Int(τ)}.
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For v ∈ Vert(τ) \ Leaves(τ), elements in Child(v) := Parent−1(v) are called
children of v. More generally, we define the descendants of v to be

Child∞(v) := {v′ ∈ Vert(τ) : Parenti(v′) = v for some i ∈ N∗}.

The number of children of v (respectively, the number of leaves of τ) is called
the arity of v (respectively, of τ), denoted by Ar(v) (respectively, Ar(τ)). Define
the weight of τ to be wt(τ) := | Int(τ)|. The only tree with weight 0 is called
the trivial (rooted) tree, denoted by τ0, the only two vertices of which are the root
Root(τ0) and the leaf in Child(Root(τ0)) (see Figure 2.1). For a nontrivial rooted
tree, the only child of the root must be an internal vertex.

When working with more than one rooted trees, we usually use subscripts
(e.g., the height hτ(v)) to indicate the tree under consideration. We write a
map ϕ : Vert(τ) → Vert(τ′) between the vertex sets of rooted trees τ and τ′ as
ϕ : τ → τ′ for short. An isomorphism from τ to τ′ is a bijective map ϕ : τ → τ′

that respects the parent functions, that is,

ϕ(Parentτ(v)) = Parentτ ′(ϕ(v)), ∀v ∈ Vert(τ) \Root(τ).

We say τ is isomorphic to τ′ if there is an isomorphism from τ to τ′. It is easy
to see that an isomorphism also respects the type of each vertex; more precisely, if
ϕ : τ → τ′ is an isomorphism, then v ∈ Vert(τ) is a leaf (respectively, an internal
vertex, the root) in τ if and only if so is ϕ(v) in τ′.

Remark 2.6. The only difference between our rooted trees and those in Sec-
tion 3.3 of [BD16] is that an internal vertex of our rooted tree always has positive
arity while an internal vertex in the sense of [BD16] may have zero arity. Note
that the existence of internal vertices of arity zero makes Proposition 3.4.1.6 of
[BD16] false (see Example 3.3 for a counterexample).

Definition 2.7. A planar rooted tree (PRT, for short) is a rooted tree together
with a planar structure, that is, a rooted tree with a total order on Child(v) for
each v ∈ Vert(τ) \ Leaves(τ).

The planar structure of a PRT τ induces a total order on Vert(τ). Suppose u
and u′ are two different vertices and consider the paths from root to u and u′:

v0 = r , v1, . . . , vh(u); v′0 = r , v
′
1, . . . , v

′
h(u′).

We say u < u′ if one of the following holds:

(i) Either h(u) < h(u′) and v0 = v
′
0, v1 = v

′
1, . . . , vh(u) = v

′
h(u);

(ii) Or there is 1 ≤ k ≤ min{h(u),h(u′)} − 1 such that v0 = v
′
0, v1 = v

′
1,

. . . , vk = v′k and vk+1 < v
′
k+1.

If there is no confusion, we usually use positive integers to denote the leaves, that
is, Leaves(τ) = {1,2, . . . ,Ar(τ)}, to indicate the order on Leaves(τ) in the obvi-
ous way. We draw a PRT on the plane in a way that the planar order on Child(v)
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is determined by ordering the corresponding vertices left to right. A PRT τ is
isomorphic to PRT τ′ if there exists a rooted tree isomorphism ϕ : τ → τ′ such
that ϕ(u) < ϕ(v) whenever u < v for u,v ∈ Vert(τ).

Example 2.8. Let τ and τ′ be PRTs as drawn in Figure 2.2. It is easy to see
that τ is isomorphic to τ′ as rooted trees. However, they are not isomorphic as
PRTs.

r

3

1 2

τ

r ′

1

2 3

τ′

FIGURE 2.2. Non-isomorphic PRTs that are isomorphic as rooted trees

The following lemma is clear.

Lemma 2.9 ([BD16, Definition 3.4.2.1]). Let τ be a PRT, and suppose that
∅ ≠ V ′ ⊆ Int(τ) satisfies the following conditions:

(i) There is a unique v′ ∈ V ′ such that Parentτ(v′) 6∈ V ′.
(ii) For each v′′ ∈ V ′ there exist h ∈ N∗ and vertices v1 = v′, v2, . . . , vh−1,

vh = v′′ such that vi = Parentτ(vi+1) for all 1 ≤ i ≤ h− 1.
Then, V ′ defines a PRT τ′ as follows:

Root(τ′) = Parentτ(v′), Int(τ′) = V ′, Leaves(τ′) =
( ⋃

v∈V ′
Child(v)

)
\ V ′,

and the parent function and the planar structure of τ′ are the restrictions of the parent
function and the planar structure of τ. We call τ′ a subtree of τ, denoted τ′ ⊆ τ.

Note that, in Lemma 2.9, condition (i) implies that each vi in condition (ii)
belongs to V ′.

Let τ be a PRT, v ∈ Int(τ), and V ′ = (Int(τ)∩Child∞(v))∪{v}. Then, V ′

satisfies the conditions in Lemma 2.9 and thus defines a subtree τ′ of τ. We call
this subtree the maximal subtree of τ rooted at Parent(v) and containing internal
vertex v. Given r ′ ∈ Vert(τ) and v′ ∈ Int(τ) ∩ Child(r ′), it is easy to see that
there is a unique maximal subtree of τ that is rooted at r ′ and contains v′. We
denote it by MaxSubτ(r ′, v′).

2.3. Free ns operads. Let X be an operation alphabet. A labelling of a
nontrivial PRT τ is a map x : Int(τ) → X such that Ar(x(v)) = Ar(v) =
|Child(v)| for all v ∈ Int(τ). A nontrivial tree monomial inX is a pair T = (τ,x)
of a nontrivial PRT τ and a labelling x of τ. Define the tree monomial for
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the trivial tree to be the trivial tree monomial, denoted by 1 := (τ0,∅). The
PRT τ is called the underlying tree of tree monomial T , denoted by Tr(T) := τ.
More generally, if W is a set of tree monomials, denote Tr(W) := {τ : τ =
Tr(T), T ∈ W}. The arity and weight of a tree monomial T = (τ,x) are defined
as Ar(T) := Ar(τ) and wt(T) := wt(τ) respectively. Let TM(X) denote the set
of tree monomials in X together with the trivial tree monomial.

Example 2.10. Suppose that X(1) = {a} and X(2) = {b, c}. In Figure 2.3
are examples of tree monomials in X.

r

a

b

1 2

T1

r

b

1
c

2 3

T2

r

b

c
3

1 2

T3

r

b

c b

1 2 3 4

T4

FIGURE 2.3. Tree monomials

Definition 2.11. Suppose T = (τ,x) ∈ TM(X) and τ′ is a subtree of τ.
Then, the tree monomial T ′ := (τ′,x |Int(τ ′)) is called a submonomial of T . The
tree monomial T is said divisible by T1 = (τ1,x1) ∈ TM(X) if τ contains a
subtree τ′1 isomorphic to τ1 via φ : τ′1 → τ1 and x(v) = x1(φ(v)) for all
v ∈ Int(τ′1).

A tree polynomial in X with coefficients in F is an F-linear combination of
tree monomials of the same arity. The support of a tree polynomial f , denoted
by Supp(f ), is the set of all tree monomials that appear in f with nonzero coef-
ficients. The arity of f is defined to be the arity of a tree monomial in Supp(f ).
Denote the vector space of all tree polynomials of arity n ≥ 1 by T (X)(n) and
T (X)(0) = 0. (Note that we only consider X with X(0) = ∅ in this paper.) Let
T (X) := {T (X)(n)}n≥0. In order to make T (X) an operad, we need to define
compositions of tree polynomials. We first define the graftings of PRTs.

Definition 2.12 ([BD16, Definition 3.3.3.2]). Suppose that τ1 and τ2 are
PRTs. Let ℓ ∈ Leaves(τ1) = {1,2, . . . ,Ar(τ1)}. We define a PRT τ1 ◦ℓ τ2, called
the result of partial grafting of τ2 to τ1 at ℓ, as follows:

Root(τ1 ◦ℓ τ2) := Root(τ1),

Int(τ1 ◦ℓ τ2) := Int(τ1)⊔ Int(τ2),

Leaves(τ1 ◦ℓ τ2) := Leaves(τ1)⊔ Leaves(τ2) \ {ℓ};

the parent function and the planar structure on τ1◦ℓτ2 are induced respectively by
the parent functions and planar structures of τ1 and τ2 with two exceptions: for
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the only vertex v ∈ Childτ2(Root(τ2)), define Parentτ1◦ℓτ2(v) := Parentτ1(ℓ);
the total order needed by the planar structure puts v in the place of ℓ.

Partial graftings of PRTs induce partial compositions of tree monomials.

Definition 2.13. Given two tree monomials T1 = (τ1,x1) and T2 = (τ2,x2),
we define the partial composition T1 ◦ℓ T2 for 1 ≤ ℓ ≤ Ar(T1) to be the tree
monomial T = (τ,x), where τ = τ1 ◦ℓ τ2 and

x(v) :=

{
x1(v) v ∈ Int(τ1),

x2(v) v ∈ Int(τ2).

Example 2.14. Let T1 and T2 be the same as in Example 2.10 (see Figure 2.3).
All possible compositions T1 ◦ℓ T2 are demonstrated in Figure 2.4.

r

a

b

b

1
c

2 3

4

T1 ◦1 T2

r

a

b

1
b

2
c

3 4

T1 ◦2 T2

FIGURE 2.4. Partial compositions of tree monomials

Extending compositions of tree monomials by multilinearity to the collection
T (X) gives partial compositions of tree polynomials:

◦i : T (X)(n)⊗T (X)(m)→ T (X)(n+m− 1),

α⊗ β ֏ α ◦i β, 1 ≤ i ≤ n.

The following lemma is easy to prove.

Lemma 2.15. Equipped with the partial compositions defined above, T (X) is
the free reduced ns operad generated by X.

An ideal I of an operad P is a subcollection of P such that each composition
f ◦i g belongs to I whenever f or g belongs to I. Suppose S is a subcollection
of P. The ideal of P generated by S, denoted by (S), is the smallest (by inclusion)
ideal of P containing S.

We are ready now to define a presentation of an operad by generators and
relations.
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Definition 2.16. Suppose that an operad P is the quotient of the free operad
T (X) by some ideal I, and that I is generated by a subcollection R ⊂ I. We say
that the operad P is presented by generators X and relations R. We call P finitely
generated (respectively, finitely presented ) if P can be presented by a finite set X
of generators; that is,

⊔
n≥0X(n) is a finite set (respectively, by a finite set X of

generators and a finite-dimensional subcollection R of relations).

3. GRÖBNER-SHIRSHOV BASES OF NS OPERADS

In this section, we follow the ideas in [BD16, Chapter 3] to introduce Gröbner-
Shirshov bases (also known as Gröbner bases) theory for ns operads. Much as in
the case of associative algebras, the Gröbner-Shirshov basis method is useful for
the computation of GK-dimension of an operad.

Let X be an operation alphabet and X∗ be the free monoid generated by
X. Recall that a total order > on X∗ is called a monomial order on X∗ if >
is a well-order and u1 > u2 implies u1u3 > u2u3 and u3u1 > u3u2 for all
u1, u2, u3 ∈ X

∗.
A collection of total orders ≻n of TM(X)(n), n ≥ 0, is called a monomial

order on TM(X) if the following conditions are satisfied:

(i) Each ≻n is a well-order.
(ii) Each partial composition is a strictly increasing function in each of its

arguments, that is if T0, T
′
0 ∈ TM(X)(m), T1, T

′
1 ∈ TM(X)(n), 1 ≤ i ≤

m, then

T0 ◦i T1 ≻m+n−1 T
′
0 ◦i T1 if T0 ≻m T

′
0,

T0 ◦i T1 ≻m+n−1 T0 ◦i T
′
1 if T1 ≻n T

′
1.

Now, we introduce a monomial order on TM(X). Let T = (τ,x) be a tree
monomial. For each leaf ℓ of τ, we record the labels of internal vertices of the
path from the root to ℓ, forming a word in alphabet X. The sequence of these
words, ordered by the planar structure on Leaves(τ), is called the path sequence of
the tree monomial T , denoted by Path(T).

Example 3.1. The path sequences of the tree monomials in Figure 2.3 are

Path(T1) = (ab,ab), Path(T2) = (b, bc, bc),

Path(T3) = (bc, bc, b), Path(T4) = (bc, bc, bb, bb).

It is not difficult to prove that a tree monomial is uniquely determined by its
path sequence (see [BD16, Lemma 3.4.1.4]). Given a monomial order > on X∗,
we define an order (still denoted by >, called the path extension of the monomial
order on X∗) on TM(X) by using path sequences of tree monomials. Suppose
T , T ′ ∈ TM(X), Path(T) = (u1, u2, . . . , um) and Path(T ′) = (u′1, u

′
2, . . . , u

′
n).

We say T > T ′ if either m > n, or m = n and there exists 1 ≤ i ≤m such that
u1 = u

′
1, u2 = u

′
2, . . . , ui−1 = u

′
i−1, ui > u

′
i.

The following lemma is copied from [BD16, Proposition 3.4.1.6].



Growth of Nonsymmetric Operads 663

Lemma 3.2. SupposeX =
⊔
n≥1X(n); namely,X(0) = ∅. The path extension

of a monomial order on X∗ is a monomial order on TM(X).

Note that the above statement does not hold if we allow internal vertices of
arity zero in a PRT. See the following example.

Example 3.3. Let X = {a,b} with a ∈ X(2) and b ∈ X(0). Consider the

r

a

b
1

T1

r

a

1
b

T2

FIGURE 3.1. Tree monomials with X(0) ≠∅

tree monomials T1 and T2 in Figure 3.1. The path sequences of the tree monomials
are

Path(T1) = (ab,a), Path(T2) = (a,ab).

Under the path extension of a degree-lexicographic order onX∗, we have T1 > T2.
However, if we denote T3 the tree monomial with only one internal vertex labeled
by b, then the compositions T1 ◦1 T3 and T2 ◦1 T3 are equal, which shows that the
path extension is not a monomial order.

Fix a monomial order on TM(X). Suppose

g = a1U1 + a2U2 + · · · + anUn ∈ T (X)

where n ≥ 1, each ai ∈ F∗, Ui ∈ TM(X), and U1 > U2 > · · · > Un. Then,
U1 (respectively, a1, a1U1) is called the leading monomial (respectively, leading
coefficient, leading term) of g, denoted by ḡ (respectively, lc(g), lt(g)). We say g
is monic if lc(g) = 1.

Suppose G ⊆ T (X). Let Ḡ := {ḡ : g ∈ G} and

Irr(G) := {u ∈ TM(X) : u is not divisible by ḡ, ∀g ∈ G}.

A tree polynomial f is reduced with respect to G if Supp(f ) ⊆ Irr(G). We say G
is self-reduced if, for all g ∈ G, g is monic and reduced with respect to G \ {g}.

Note that, for an ideal I of T (X), the vector space FĪ spanned by the leading
monomials Ī is also an ideal (see [BD16, Proposition 3.4.3.1]), which is exactly
the ideal generated by Ī, that is, (Ī) = FĪ.

Definition 3.4. Let I be an ideal of T (X). A subcollection G of I is called
a Gröbner-Shirshov basis for I (or for the quotient operad T (X)/I) if the ideal
generated by Ḡ coincides with that generated by Ī, that is, (Ḡ) = (Ī).
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It is clear that an ideal I ⊴ T (X) is a Gröbner-Shirshov basis for I.

Proposition 3.5 ([BD16, Proposition 3.4.3.4]). Let I be an ideal of T (X)
and G ⊆ I. Then, G is a Gröbner-Shirshov basis for I if and only if Irr(G) forms an
F-basis for the quotient T (X)/I.

4. GELFAND-KIRILLOV DIMENSION

We refer to [KL00] for basics about the Gelfand-Kirillov dimension of associative
algebras. The Gelfand-Kirillov dimension of a locally finite operad is defined in
[KP15, p. 400] and [BYZ20, Definition 4.1].

Definition 4.1 ([KP15, p. 400], [BYZ20, Definition 4.1]). Let P be a locally
finite operad. The Gelfand-Kirillov dimension, or GK-dimension for short, of P is
defined to be

GKdim(P) := lim sup
n→∞

logn

( n∑

i=0

dimP(i)
)

where dim stands for dimF.

When we talk about the GK-dimension of an operad P, we always implicitly
assume P is locally finite. By Lemma 4.2 below, we might only consider the GK-
dimension of reduced (or reduced connected) operads from now on.

Given two subcollections V and W of P, let V ◦ W be the subcollection
of P spanned by all elements of the form v ◦i w for v ∈ V , w ∈ W and
1 ≤ i ≤ Ar(v). Given a subcollection V of P, let V 0 = (0,F,0,0, . . . ), and
inductively, let Vm = Vm−1 ◦ V form ≥ 1. It is clear that Vm = {Vm(n)}n≥0

where Vm(n) is the subspace of P(n) spanned by all elements of arity n that
have the following form:

(4.1) ((· · · ((a1 ◦j1 a2) ◦j2 a3) ◦j3 · · · ) ◦jm−1 am), ai ∈ V .

We call V a generating subcollection of P if

P =
∑

m≥0

Vm :=
{ ∑

m≥0

Vm(n)
}
n≥0
.

We say P is a finitely generated operad with a finite generating alphabetX, if P
has a finite-dimensional generating subcollection V = {V (n)}n≥0 where V (n)
is the space spanned by X(n).

The following lemma is easy to prove and its proof is omitted.

Lemma 4.2. Let P be a finitely generated locally finite operad. Then, the follow-
ing hold:

(1) We define a reduced operad associated with P:

Pr := (0,P(1),P(2),P(3), . . . ).

Then, Pr is finitely generated and locally finite.
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(2) We define a reduced connected operad

Prc := (0,F,P(2),P(3), . . . ).

Then, Prc is finitely generated and locally finite.
(3) GKdim(Pr ) = GKdim(Prc) = GKdim(P).
The lemma below gives a characterization of the GK-dimension of a finitely

generated operad.

Lemma 4.3. Suppose P is a locally finite operad generated by a finite-dimensional
subcollection V . Then,

GKdim(P) = lim sup
n→∞

logn

(
dim

( n∑

i=0

V i
))
.

Proof. Let t be the maximal arity of nonzero elements in V , and s be an
integer such that

(P(0),P(1), . . . ,P(t),0,0, . . . ) ⊆
s∑

j=0

V j .

By the definition of t, we have V ⊆ (P(0),P(1), . . . ,P(t),0,0, . . . ). Then, for
every n > 0,

(4.2)
n∑

i=0

V i ⊆ (P(0),P(1), . . . ,P(nt − (n− 1)),0,0, . . . ) ⊆
ns∑

i=0

V i.

Consequently,

dim
( n∑

i=0

V i
)
≤ dim

( nt−(n−1)∑

i=0

P(i)
)
≤ dim

( ns∑

i=0

V i
)
, n > 0.

Thus, we have that

GKdim(P) = lim sup
n→∞

logn

(
dim

( n∑

i=0

P(i)
))

= lim sup
n→∞

logn

(
dim

( n∑

i=0

V i
))
. ❐

The following example shows that, in general, the GK-dimension of an operad
is not the supremum of the GK-dimensions of its finitely generated suboperads.
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Example 4.4. Let α be any positive real number. Let P be the operad gener-
ated by infinitely many elements in X such that

X = {X(n)}n≥0, X(0) = X(1) = ∅, |X(n)| = ⌊n
α⌋ − ⌊(n− 1)α⌋, ∀n ≥ 2,

and subject to relations

xm ◦i xn = 0, ∀xm ∈ X(m), xn ∈ X(n), m,n ≥ 2, 1 ≤ i ≤m.

Then, it is easy to check that GKdim(P) = α > 0 but GKdim(P′) = 0 for all
finitely generated suboperads P′ of P.

We will use the following nice construction which is related to Warfield’s ex-
ample [War84].

Example 4.5. We fix a real number r strictly between 2 and 3 and let q be

(r − 1)/2 which is strictly between 1
2 and 1. Let A be the quotient algebra

F〈x1, x2〉/J generated by two elements x1, x2 of degree 1 and modulo the mono-
mial ideal J generated by monomials having degree ≥ 3 in x2 together with all
monomials of the form

xi1x2x
j
1x2x

ℓ
1

satisfying j < n− ⌊nq⌋ where n = i+ j + ℓ+ 2.
By an easy counting, dimA0 = 1, dimA1 = 2, and for each n ≥ 2,

dimAn = 1+n+
n−2∑

j=n−⌊nq⌋

(n− 1− j) = 1+n+
⌊nq⌋−1∑

p=1

p.

As a consequence, we have the following:

(1) dimAn is strictly increasing.
(2) We have

dimAn = 1+n+
1
2
(⌊nq⌋ − 1)(⌊nq⌋) ∼

1
2
n2q =

1
2
nr−1.

(3) GKdim(A) = r .

Using the example above, we obtain the range of possible values for the GK-
dimension of an associative algebra.

Lemma 4.6.

(1) For every integer d ∈ N∗, there is a graded algebra A such that

GKdim(A) = d and {dimAi}∞i=0 is weakly increasing.

(2) There is a graded algebra A such that GKdim(A) = ∞.
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(3) For d ∈ RGKdim \{0}, there is a graded algebra A such that GKdim(A) = d
and {dimAi}∞i=0 is strictly increasing.

(4) All algebras in parts (1), (2), (3) can be taken to be monomial algebras (hence
connected graded ) finitely generated in degree 1.

Proof. (1) We can take A as the commutative polynomial ring F[x1, . . . , xd].

(2) We can take A to be the free algebra F〈x1, x2〉.

(3) If d is an integer, it follows from part (1). If d = ∞, it follows from part (2).
Now, we let d be a finite non-integral real number > 2. Let n be ⌊d⌋ − 2 and
r = d − n. Then, n ≥ 0 and 2 < r < 3. Let A be the algebra given in Example
4.5, and let A′ = A[x1, . . . , xn]. Then, the assertion follows.

(4) It is well known (see, e.g., [Bel15, Remark 4.1]) that given a finitely generated
associative algebra A, there is a finitely generated monomial algebra B = F〈X〉/I
such that GKdim(A) = GKdim(B), where F〈X〉 is the free associative algebra
generated by a finite set X and I is an ideal consisting of words in X. Since A is
connected graded, we even have that A and B have the same Hilbert series. ❐

Below is a weak version of Theorem 1.2 (2).

Proposition 4.7. For any r ∈ RGKdim, there exists a finitely generated operad P
such that GKdim(P) = r .

Proof. By Lemma 4.6 (3), there is a finitely generated connected graded mono-
mial algebra A such that GKdim(A) = r . By Construction 2.3, there is a finitely
generated operad P such that dimP(n) = dimAn−1 for all n ≥ 1. Therefore, by
definition, GKdim(P) = GKdim(A) = r . The assertion follows. ❐

Proposition 4.8. Suppose P is a finitely generated and locally finite ns operad.
We then have the following:

(1) GKdim(P) = 0 if and only if P is finite dimensional.
(2) GKdim(P) cannot be strictly between 0 and 1.

Proof. (1) The “if ” part is clear. For the “only if ” part, suppose dim(P) = ∞.
Since P is finitely generated, there is a finite-dimensional subcollection (1P ∈)V
that generates P. We claim that Vm+1

≠ Vm for every m. Suppose to the
contrary Vm+1 = Vm for somem. Then by induction, one sees that Vn = Vm

for every n > m. Thus, P =
⋃
n>mV

n = Vm, which is finite dimensional. This
yields a contradiction. Therefore, we have proved the claim, and consequently,
dimVm ≥m+ 1 for every m. By Lemma 4.3,

GKdim(P) = lim sup
n→∞

logn

( n∑

i=0

dimV i
)
≥ lim
n→∞

logn(n+ 1) = 1,

a contradiction.

(2) (See the proof of part (1).) ❐
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In part (2) of the above proposition, as in the case of associative algebras, there
is a gap between 0 and 1 for the GK-dimensions of finitely generated operads. This
is false if P is infinitely generated (see Example 4.4 above and [BYZ20, Corol-
lary 6.12]).

A monomial operad means a quotient of free operad by an ideal generated by
tree monomials. The following lemma implies that given an operad, there exists a
monomial operad with the same GK-dimension.

Lemma 4.9. Suppose I ⊴ T (X). Then,

GKdim(T (X)/I) = GKdim(T (X)/(Ī)).

Proof. Note that both I and (Ī) are ideals and thus Gröbner-Shirshov bases.
Now, the statement follows from Proposition 3.5 and Irr(I) = Irr((Ī)). ❐

5. BERGMAN’S GAP THEOREM

5.1. Single-branched ns operads. In this subsection, we will introduce so-
called single-branched tree monomials and study their properties, which will be
used in the next subsection to prove Bergman’s gap theorem for operads.

Let τ be a PRT. An internal vertex v is called a top internal vertex if its children
are all leaves. A branch of τ is a path from the root to a top internal vertex v,
denoted by bran(v). A PRT is called a single-branched tree if it has exactly one
branch. The planar structure of τ induces an order on branches of τ:

bran(v) > bran(v′) if h(v) > h(v′), or h(v) = h(v′) and v > v′.

The maximal branch of τ is called the pivot branch of τ. Denote by Pivot(τ)
the set of all vertices of τ that belong to the pivot branch of τ. The top internal
vertex of τ belonging to Pivot(τ) is called the pivot top internal vertex, denoted by
TIV(τ).

A tree monomial is said to be single branched if its underlying tree is single
branched. An operad is called single branched if it has an F-basis that consists of
single-branched tree monomials.

A tree monomial T is called right normal if it can be written in terms of partial
compositions of generating operations with parentheses from right to left, that is,

(5.1) T = (x1 ◦i1 (· · · (xn−2 ◦in−2 (xn−1 ◦in−1 xn)) · · · )).

Left normal tree monomials are defined similarly (see (4.1)). Note that every tree
monomial is left normal, but not necessarily right normal. For a right normal tree
monomial, we usually write without parentheses (and/or composition symbols ◦i
sometimes) for short when no confusion arises, for example,

(5.2) T = x1 ◦i1 x2 ◦i2 · · · ◦in−1 xn = x1x2 · · ·xn.

The following lemma is straightforward.



Growth of Nonsymmetric Operads 669

Lemma 5.1. Let T be a tree monomial. Then, the following statements are
equivalent:

(i) T is single branched.
(ii) T is right normal.
(iii) wt(T) = h(T).
Example 5.2. In Figure 2.3, T1, T2, and T3 are single-branched and T4 is not

single branched.

A single-branched tree monomialw = x1◦i1x2◦i2· · ·◦in−1xn is called periodic
if there exists a positive integer p < n such that xj = xj+p for all 1 ≤ j ≤ n− p
and ij′ = ij′+p for all 1 ≤ j′ ≤ n−p− 1. The integer p is called a local period of
w and the smallest local period of w is called the minimal period of w. Given a
periodic tree monomialw = x1 ◦i1 x2 ◦i2 · · · ◦in−1 xn with minimal period p, by
using its minimal period, we can extend w to the left and/or to the right to get a
new single-branched tree monomial which contains w as a submonomial. More
precisely, w can be extended to

wm,ℓ := x−m ◦i−m · · · ◦i−1 x0 ◦i0 x1 ◦i1 x2 ◦i2 · · · ◦in−1 xn ◦in · · · ◦iℓ−1
xℓ

where m ≥ −1, ℓ ≥ n, for each integer q between −m and ℓ (say, −m ≤ q =
ps + r ≤ ℓ, s, r ∈ Z, 1 ≤ r ≤ p), xq = xr , and ◦iq = ◦ir (except ◦iℓ). It is clear
that p is still the minimal period of wm,ℓ. If a positive integer p′ is a local period
of all extensions wm,ℓ of w, we call p′ a period of w. For example, given

w = a ◦1 a ◦1 b ◦1 a ◦1 a ◦1 b ◦1 a ◦1 a,

then 3 is the minimal period of w, 6 is a period of w, and 7 is a local period (but
not a period) of w.

The following lemma on periods is easy to prove.

Lemma 5.3. Suppose w is a single-branched tree monomial of minimal period
p. If ℓ is a period of w, then p divides ℓ.

Proof. Suppose to the contrary that ℓ = pq+r with q, r ∈ N and 0 < r < p.
Assume w = x1 ◦i1 x2 ◦i2 · · · ◦in−1 xn. Consider the extension

wℓ,n+p = x−ℓ ◦i−ℓ · · · ◦i−1 x0 ◦i0 x1 ◦i1 · · · ◦in−1 xn ◦in · · · ◦in+p−1 xn+p.

For all 1 ≤ i ≤ n − r , since ℓ and pq are local periods of wℓ,n+p, we have that
xi+r = xi+ℓ−pq = xi−pq = xi. Thus, r is a local period of w, contradicting the
minimality of p. ❐

The following is an analogue of [KL00, Lemma 2.3].

Lemma 5.4. Letw be a single-branched tree monomial of heightn > 0. Suppose
that w is periodic with minimal period p < n and has two equal submonomials

(5.3) xi+1 ◦αi+1 · · · ◦αi+r−1 xi+r = xj+1 ◦αj+1 · · · ◦αj+r−1 xj+r
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of height r ≥ p, 0 ≤ i < j. Then, p divides j − i.

Proof. We modify the proof of [KL00, Lemma 2.3] to take care of the com-
position indices. For the manipulations described below, if the tree monomial w
is too short, consider it in its extensions.

Since r ≥ p, we have i+ r ≥ i+ p. Similarly, j + r ≥ j + p. Since p is the
minimal period of w,

xi = xi+p = xj+p = xj .

By periodicity, we have the following equality of two sets:

{◦αi ,◦αi+1 , . . . ,◦αi+p−1} = {◦αj ,◦αj+1 , . . . ,◦αj+p−1}.

By (5.3), we also have

{◦αi+1 , . . . ,◦αi+p−1} = {◦αj+1 , . . . ,◦αj+p−1},

which forces that ◦αi = ◦αj . Thus, w has two equal submonomials

xi ◦αi xi+1 ◦αi+1 · · · ◦αi+r−1 xi+r = xj ◦αj xj+1 ◦αj+1 · · · ◦αj+r−1 xj+r ,

which have height r + 1. Similarly, we can extend the above two submonomials
to any height ≥ r .

Next, we show that j − i is a period of w. In any extension wm,m′ of w (for
some m ≥ 0 and m′ ≥ n), let −m ≤ ℓ ≤ m′ − (j − i) and t ∈ Z such that
ℓ+ tp = i+ s, 0 ≤ s ≤ p − 1. Then,

xℓ+(j−i) = xℓ+(j−i)+tp = xi+s+(j−i) = xj+s = xi+s = xℓ+tp = xℓ

for −m ≤ ℓ ≤m′ − (j − i) and

αℓ+(j−i) = αℓ+(j−i)+tp = αi+s+(j−i) = αj+s = αi+s = αℓ+tp = αℓ

for −m ≤ ℓ ≤m′ − (j − i)− 1. Hence, w has a period j − i, and now it follows
from Lemma 5.3 that p divides j − i. ❐

We modify [KL00, Lemma 2.4] and obtain the following result.

Lemma 5.5. Suppose X is a finite operation alphabet. Let W be a set of single-
branched tree monomials on X such that all submonomials of elements in W still
belong to W . Suppose that, for some positive integer d ≥ 3, W contains at most d− 1
tree monomials of height d. Then, W contains at most (d − 1)3 tree monomials of
height h for all h ≥ d.
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Proof. Let w be a single-branched tree monomial of height h of the form
(5.2), and let Wh be the subset of W consisting of w ∈ W of height h.

If h ≤ 2d − 1, then w is completely determined by its top and bottom sub-
monomials of height d. There are at most (d − 1)2 possibilities for this case.
Thus,

|Wh| ≤ (d− 1)2 < (d− 1)3.

If 2d ≤ h ≤ 3d− 2, then w is completely determined by its top and bottom
submonomials of height d and the submonomial xd · · ·x2d−1. There are at most
(d− 1)3 possibilities for this case. Thus,

|Wh| ≤ (d− 1)3.

For other cases, we need to use the following claim.

Claim 5.6. Suppose w has height ≥ 2d − 1. Then, w = w1w2w3 (= w1 ◦β1

w2 ◦β2 w3) where w2 is periodic of minimal period p ≤ d − 1, h(w2) ≥ p + d,
h(w1) ≤ d−p, and h(w3) ≤ d−p. The periodic submonomial w2 is xj+1 · · ·xr
for some integers j ≤ d− p and r ≥ h− (p − d).

Note that our lemma for h ≥ 3d − 1 (> 2d − 1) follows from the claim. In
fact, by the claim, w = x1 · · ·xh for h ≥ 3d − 1 is uniquely determined by its
bottom and top submonomials of height d (each has at most d−1 possibilities by
assumption), and the periodic submonomial w′

2 := xd−p+1 · · ·xh−(d−p). Note
that w′

2 is a submonomial of w2 with minimal period p ≤ d− 1. Hence, w′
2 has

at most d− 1 possibilities, determined by its top submonomial of height d. As a
result, there are at most (d− 1)3 possibilities for w, as desired.

Proof of Claim 5.6. We prove this claim by induction on h.

Initial step: Suppose h = 2d − 1. Then, w = x1x2 · · ·x2d−1 has d submono-
mials of height d, all belonging to W by assumption. Hence, two of these tree
monomials must be equal, say,

xj+1 · · ·xj+d = xj+p+1 · · ·xj+p+d

where j ≥ 0, p ≥ 1, j + p ≤ d − 1, p chosen as small as possible. Then,
xj+1 · · ·xj+d and xj+p+1 · · ·xj+p+d have a nonempty overlap, and thus

w2 := xj+1 · · ·xj+p+d

is a periodic submonomial (of w) of minimal period p ≤ d − 1 and of height
h(w2) = p + d. The bottom submonomial w1 := x1 · · ·xj and the top sub-
monomial w3 := xj+p+d+1 · · ·x2d−1 are of height ≤ d− p − 1 < d− p. Thus,
the claim holds for h = 2d− 1 and we finish the initial step.
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Inductive step: Suppose the claim is true for an h ≥ 2d − 1. Consider w =
x1x2 · · ·xh+1 ∈ W of height h+ 1. By hypothesis,

w = x1(x2 · · ·xj)(xj+1 · · ·xj+r )(xj+r+1 · · ·xhxh+1)

where h(x2 · · ·xj) = j − 1 ≤ d− p, h(xj+r+1 · · ·xhxh+1) = h − j − r + 1 ≤
d − p, and xj+1 · · ·xj+r is periodic of minimal period p ≤ d − 1 and height
r ≥ p + d. If j − 1 < d− p, that is, j ≤ d− p, then the claim follows by taking

w1 = x1 · · ·xj , w2 = xj+1 · · ·xj+r , w3 = xj+r+1 · · ·xhxh+1.

Now suppose j − 1 = d− p. We will show that the periodicity of

xj+1 · · ·xj+r = xj+1 ◦αj+1 · · · ◦αj+r−1 xj+r

can be extended down to include the term xj , which completes our inductive step.
Note that

j + r = d− p + 1+ r ≥ d− p + 1+ d+ p > 2d.

Thus, x2 · · ·x2d is a proper submonomial of x1 · · ·xj+r and contains two equal
submonomials of height d, say,

xi+1 · · ·xi+d = xi+n+1 · · ·xi+n+d,

where i ≥ 1, n ≥ 1, and i + n ≤ d. Since j = d − p + 1 ≤ d, both of these
submonomials have an overlap with the periodic tree monomial xj+1 · · ·xj+r
and the overlap contains at least their top (i.e., right) d − (j − 1) = p terms. By
Lemma 5.4, we have that p divides n (say, n = cp ≥ p for some integer c > 0),
and hence

i+ d > d ≥ j = d− p + 1 ≥ d−n+ 1 ≥ i+ 1.

Thus, xj = xj+n and αj = αj+n. Note that j + 1 ≤ j + p < j + r and
j + 1 ≤ j +n < j + d < j + r . By the periodicity, we have that

xj+p = xj+n−(c−1)p = xj+n = xj ,

αj+p = αj+n−(c−1)p = αj+n = αj ,

that is, the periodicity of xj+1 · · ·xj+r extends down to include xj as desired.
This finishes the inductive step, then the claim, and finally the assertion in the

lemma. ❐

The following example shows that the original [KL00, Lemma 2.4] is not true
for the setting of operads, that is, if we replace d−1 by d in Lemma 5.5, then the
statement does not hold any further.
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Example 5.7 . Let W be the set of single-branched tree monomials of the
form

x ◦i1 x ◦i2 · · · ◦in−1 x

where Ar(x) = 2, n ≥ 1, at most one composition index ij equals 2, and the
other indices are all 1. It is easy to see that all submonomials of elements in W are
still in W and that, for n ≥ 1, W contains exactly n distinct monomials of height
n.

Lemma 5.8. Let P be a locally finite operad with GKdim(P) < 2. Let a and
b be two positive real numbers. The following hold:

(1) There are infinitely many integers n such that dimP(n) < an− b.
(2) Suppose P is finitely generated by V . Then, there are infinitely many integers

n such that dim(
∑n
i=0V

i)/(
∑n−1
i=0 V

i) < an− b.

Proof. (1) Suppose to the contrary that dimP(n) ≥ an − b for all n ≫ 0.
Then, there is anm, such that

GKdim(P) = lim sup
n→∞

logn

( n∑

i=0

dimP(i)
)
≥ lim sup

n→∞
logn

( n∑

i=m

(ai− b)
)
= 2,

yielding a contradiction. The proof of part (2) is similar to the above. ❐

5.2. Gap theorem for ns operads. In this subsection, we first prove three
lemmas and then use them to prove an analogue of Bergman’s gap theorem for
finitely generated ns operads.

Roughly speaking, the following lemma says that, if the GK-dimension of a
finitely generated operad is less than 2, then there exists a uniform upper bound
for the heights of maximal subtrees that are rooted at the pivot branch and do not
contain the pivot top internal vertex.

Lemma 5.9. LetX be a finite operation alphabet and P = T (X)/I. WriteV =

FX. Suppose dim(
∑d
i=0V

i)/(
∑d−1
i=0 V

i) ≤ d − 2 for some d (or GKdim(P) < 2).
Then, there exists a positive integer M1 such that, for all τ ∈ Tr(Irr(I)),

h(MaxSubτ(v, v′)) < M1

where v ∈ Pivot(τ), v′ ∈ Int(τ) \ Pivot(τ).

Proof. Suppose to the contrary that for each n ∈ N there is a tree monomial
Tn ∈ Irr(I) with underlying PRT τn and a maximal subtree

τ′n :=MaxSubτn(vn, v
′
n)

such that hn := h(τ′n) ≥ n, where vn ∈ Pivot(τn) and v′n ∈ Int(τn)\Pivot(τn).
Assume that the vertices in Pivot(τ′n) are labelled from vn to TIV(τ′n) by gener-
ating operations x,y1, y2, . . . , yhn , and that the vertices in Int(τn) ∩ Pivot(τn)
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with height ≥ h(vn) are labelled from vn to TIV(τn) by x,x1, x2, . . . , xm (see
Figure 5.1, where only a subset of Vert(τn) are drawn and the pivot branch is
drawn vertically).

r

x vn

x1

y1

xm

yhn

Tn

FIGURE 5.1. Tree monomial Tn

It follows from the definition of a pivot branch that m ≥ hn ≥ n. Consider
the submonomial T ′′n of Tn with underlying PRT τ′′n ⊆ τn for which Root(τ′′n ) =
Parentτn(vn) and

Int(τ′′n ) = Pivot(τ′n)∪ {v ∈ Pivot(τn)∩ Int(τn) : h(v) ≥ h(vn)}.

Without loss of generality, we assume T ′′n is of the form in Figure 5.1, and denote
it by

T ′′n = (x ◦j (x1x2 · · ·xm)) ◦i (y1y2 · · ·yhn)

where i and j are proper composition indices and i < j. The following are distinct
submonomials of T ′′n of weight n:

(x ◦j (x1 · · ·xs)) ◦i (y1 · · ·yn−s−1), 1 ≤ s ≤ n− 1.

These submonomials are pairwise distinct since their underlying PRTs are pair-
wise distinct. Thus, Irr(I) contains at least n− 1 elements of weight n, namely,

dim(
∑n
i=0V

i)/(
∑n−1
i=0 V

i) ≥ n− 1 for all n, yielding a contradiction. ❐

The following lemma says that, under suitable conditions, if an internal vertex
v in the pivot branch has a child that is an internal vertex and not in the pivot
branch, then v must be either “close” to the root or “close” to the top of the PRT.

Lemma 5.10. Let X be a finite operation alphabet and P = T (X)/I. Write
V = FX. Assume that dim(

∑d
i=0V

i)/(
∑d−1
i=0 V

i) ≤ d − 3 for some d ≥ 3 (or
GKdim(P) < 2). Suppose that

W := {T ∈ Irr(I) : T not single branched} 6= ∅.
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Then, there is a positive integerM2 such that, for all τ ∈ Tr(W) and all v ∈ Pivot(τ)
such that there is a maximal subtree MaxSub(v, v′) for some v′ ∈ Int(τ)\Pivot(τ),
the following inequality holds:

min{h(v),h(τ)− h(v)} < M2.

Proof. Suppose to the contrary that for each n ∈ N∗ there exist Tn ∈ W
with Tr(Tn) = τn, vn ∈ Pivot(τn), and v′n ∈ Int(τn) \ Pivot(τn) such that
τn has a maximal subtree MaxSub(vn, v′n) and min{h(vn),h(τn) − h(vn)} ≥
n. Without loss of generality, we suppose that Parent(v′n) = vn. Consider the
subtree τ′n ⊆ τn that has internal vertices

Int(τ′n) = (Int(τn)∩ Pivot(τn))∪ {v′n}.

Assume that the vertex v′n is labelled by generating operation x′ and that the
internal vertices in Pivot(τn) are labelled from bottom to top by generating oper-
ations

xm, xm−1, . . . , x1, x,y1, y2, . . . , yq

for some integers m ≥ n − 1, q ≥ n (see Figure 5.2, where only a subset of
Vert(τ′n) are drawn).

r

xm

x1

x vn

x′v′n
y1

yq

T ′n

FIGURE 5.2. Submonomial T ′n of Tn

Consider the following submonomial of T ′n of weight n+ 1:

(xsxs−1 · · ·x1xy1y2 · · ·yn−s−1) ◦is x
′, 1 ≤ s ≤ n− 1
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with suitable composition indices is . These submonomials are pairwise distinct
since their underlying PRTs are as well. Thus, Irr(I) contains at least n − 1 ele-
ments of weight n+ 1, namely,

dim
( n+1∑

i=0

V i
)
/
( n∑

i=0

V i
)
≥ n− 1,

yielding a contradiction. ❐

The following lemma is a generalization of Lemma 5.5.

Lemma 5.11. Retain the hypotheses of Lemma 5.10. Then, there exist positive
integers d1 and d2 such that Irr(I) contains at most d1 tree monomials of weight h
for all h ≥ d2.

Proof. Let M1 and M2 be the same as in Lemmas 5.9 and 5.10. Suppose
T ∈ Irr(I) and denote τ := Tr(T) and n := wt(τ). Assume that h(T) is large
enough for the following decomposition (say, h(τ) > 2(M1 + 2M2)). Let T1, T2,
and T3 be the submonomials of T whose underlying PRTs τ1, τ2 and τ3 have
internal vertices

Int(τ1) = {v ∈ Int(τ) : h(v) ≤ M1 +M2},

Int(τ2) = {v ∈ Int(τ) : M1 +M2 ≤ h(v) ≤ h(τ)−M2},

Int(τ3) = {v ∈ Int(τ) : h(v) ≥ h(τ)−M2}.

These subtrees are well defined. In fact, by Lemmas 5.9 and 5.10, within each
Int(τi) vertices are connected by the parent function of τ and τ has a unique
internal vertex v1 of height M1+M2 (respectively, v2 of height h(τ)−M2), whose
parent is the root of τ2 (respectively, τ3). Note that, by Lemmas 5.9 and 5.10, all
v ∈ Int(τ) \ Pivot(τ) are contained in Int(τ1) ∪ Int(τ3), and thus τ2 is single
branched. See Figure 5.3 for an example of such decomposition, where only a
subset of the internal vertices of τ are drawn and all leaves are omitted.

Set a := max{Ar(x) : x ∈ X} and c := |X|. Then,

M1 +M2 = h(τ1) ≤ wt(τ1) < M3 := 1+ a+ a2 + · · · + aM1+M2(5.4)

and

M2 + 1 = h(τ3) ≤ wt(τ3) < M3.(5.5)

There are only finitely many (say, M4) PRTs of weight < M3, and thus there are at
most cM3 ·M4 tree monomials of weight < M3. It follows from

wt(τ1)+wt(τ2)+wt(τ3) = n+ 2

and inequalities (5.4) and (5.5) that

h(τ2) = wt(τ2) > n− 2M3 + 2.
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r

v1

v2

τ1

τ2

τ3

τ

FIGURE 5.3. Decomposition of τ, where we have h(v1) =
M1 + M2, h(v2) = h(τ) − M2, v1 ∈ Int(τ1) ∩ Int(τ2), and
v2 ∈ Int(τ2)∩ Int(τ3).

Thus, for all n ≥ d+2M3−2, we have h(τ2) > n−2M3+2 ≥ d. By Lemma 5.5,
there are at most (d − 1)3 possibilities for T2 for all n ≥ d + 2M3 − 2. Since
T is uniquely determined by its submonomials T1, T2, and T3, there are at most
(cM3 ·M4)2(d− 1)3 possibilities for T . Therefore, there exist positive integers

d1 := (cM3 ·M4)
2(d− 1)3 and d2 := d+ 2M3 − 2

such that Irr(I) contains at most d1 tree monomials of weight h for all h ≥ d2. ❐

Now we are ready to prove our main result.

Theorem 5.12. Let X be a finite operation alphabet and P = T (X)/I. Write
V = FX. Assume that dim(

∑d
i=0V

i)/(
∑d−1
i=0 V

i) ≤ d − 3 for some d ≥ 3 (or
GKdim(P) < 2). Then, there exist positive real numbers a,b such that

dim
n∑

i=0

P(i) ≤ an+ b for all n ≥ 0.

As a consequence, GKdim(P) ≤ 1.

Proof. Define

dV (n) := dim
∑

i≤n

V i for all n ∈ N.
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By Lemma 5.11, there exist positive integers d1 and d2 such that Irr(I) contains at
most d1 tree monomials of weight h for all h ≥ d2. Thus, for all n ≥ d2, setting
n := d2 + q, we have that

dV (n) ≤ dV (d2)+ qd1 = dV (d2)+ (n− d2)d1,

and the function on the righthand side is linear in n. The assertion now follows
from (4.2). The consequence is clear. ❐

Theorem 1.1 follows from Theorem 5.12 easily.

6. SINGLE-GENERATED NS OPERADS

We say an operad P is single generated (or single-element generated ) if it is generated
by an operation alphabet X that consists of a single element. In this section, we
will describe an approach that can be used to construct a single-generated single-
branched operad from a finitely generated monomial algebra. This procedure is
called the operadization of a finitely generated monomial algebra, which is different
from that given in Construction 2.3.

Fix an integer d ≥ 2. Denote X0 = {x1, x2, . . . , xd} and X∗0 the free monoid
generated by X0. (Note that X0 is not the generating alphabetX of an operad.) Let
F〈X0〉 := F〈x1, x2, . . . , xd〉 =

⊕
ℓ≥0 F〈X0〉ℓ be the free graded algebra generated

by X0 with deg(xi) = 1 (1 ≤ i ≤ d).
We always assume that the tree monomials Td and R∨i,j (1 ≤ i < j ≤ d)

are defined as in Figure 6.1. Suppose that Q̃ is the operad presented by generator

r

a

1 i d

Td

r

a

a a
i j

R∨i,j

FIGURE 6.1

X = {a} and relations {(a◦ja)◦ia, 1 ≤ i < j ≤ d}; then, Q̃ is a single-branched
operad. We also say Q̃ is the operad generated by Td and subject to the relations
R∨i,j (1 ≤ i < j ≤ d).

Identifying the tree monomial Td and its labelling a, we define the following
F-linear operadization map, which is an isomorphism of vector spaces

O : F〈X0〉 -→ Q̃≥2
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by setting

O(w) = O(xi1xi2 · · ·xik) = a ◦i1 a ◦i2 · · · ◦ik a := (a ◦i1 (a ◦i2 (· · · ◦ik a)))

for any w = xi1xi2 · · ·xik ∈ X
∗
0 . (See (5.1) and (5.2).)

We are now ready to give the following construction, in the proof of which
we describe an operadization of a finitely generated monomial algebra.

Construction 6.1. For any finitely generated monomial algebra A = F〈X0〉/I
with I ⊆

⊕
ℓ≥2 F〈X0〉ℓ being a monomial ideal of the free algebra, there ex-

ists a single-generated single-branched ns operad QA such that GKdim(QA) =
GKdim(A).

Proof. Since I is a monomial ideal of F〈X〉, it is routine to check that O(I) is
an ideal of Q̃.

Define the operad QA to be the quotient operad Q̃/O(I). Noting that

dimQA(n) =





1, when n = 1 or d,

dimAℓ, when n = (ℓ+ 1)d− ℓ and ℓ ≥ 1,

0, otherwise,

we obtain that GKdim(QA) = GKdim(A). ❐

Definition 6.2. Suppose that d := |X0| ≥ 2. The single-generated single-
branched ns operad QA = Q̃/O(I) defined in Construction 6.1 is called the
operadization of the finitely generated monomial algebra A = F〈X0〉/I, where
I ⊆

⊕
ℓ≥2 F〈X0〉ℓ is a monomial ideal of the free algebra.

Note that Construction 6.1 is related to some ideas presented in [DMR20,
DT20]. For example, a special case of this construction is given in Section 7.1.4
of [DT20].

Next, we present some examples of single-generated single-branched operads
by using the operadization procedure described above.

Example 6.3. Let d = 2. Suppose T2, R
∨
1,2, R1,1, R1,2, R2,1, R2,2 are defined as

in Figure 6.2. We have the following:

(1) If Q is the operad generated by T2 and subject to the relation R∨1,2, then
we can check that dimQ(n) = 2n−2 for n ≥ 2. Hence, in this case
GQ(z) = z + z2/(1− 2z) and GKdim(Q) = ∞.

(2) Define Q to be the operad generated by T2 and subject to the relations
R∨1,2, R1,1. Then, we can check that Q is an operadization of the graded
algebra A := F〈x1, x2〉/〈x

2
1〉, and

dimQ(n) = dimQ(n− 1)+ dimQ(n− 2) for n ≥ 2.

Hence, in this case GQ(z) = z/(1 − z + z2), GKdim(Q) = ∞, and we
call Q the Fibonacci operad.
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R∨1,2

r

a

a
4

a
3

1 2

R1,1

r

a

a
4

1
a

2 3

R1,2

r

a

1
a

a
4

2 3

R2,1

r

a

1
a

2
a

3 4

R2,2

FIGURE 6.2

(3) Define Q to be the operad generated by T2 and subject to the relations
R∨1,2, R2,1, R2,2. Then, we see that Q is an operadization of the graded
algebra F〈x1, x2〉/〈x2x1, x

2
2〉, and

dimQ(n) =





1, when n = 1 or 2,

2, when n ≥ 3,

0, when n = 0.

Hence, GQ(z) = z + z2 + 2z3/(1 − z) and GKdim(Q) = 1.

If we consider a graded algebra A = F〈x1, x2〉/〈x1x2 − x
2
1〉 which is not a

monomial algebra, it is easy to check that O(I) is not an ideal of Q̃. Thus, it
requires more work to understand the quotient operad Q̃/〈O(I)〉 in this case.

We are now ready to prove Theorem 1.2.

Proof of Theorem 1.2. (1) Let P be a finitely generated locally finite ns operad.
It is clear that GKdim(P) ≥ 0. By Proposition 4.8, GKdim(P) is not strictly
between 0 and 1. By Theorem 1.1, GKdim(P) is not between 1 and 2. Therefore,
GKdim(P) ∈ RGKdim (see (1.1) for the definition of RGKdim).

(2) Let r ∈ RGKdim. Let A be a finitely generated algebra of GK-dimension r . By
[Bel15, Remark 4.1], we can assume A is a monomial algebra finitely generated
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in degree 1. By Construction 6.1, QA is a single-generated single-branched locally
finite operad with GKdim(QA) = r . The assertion follows. ❐

7. GENERATING SERIES AND EXPONENTIAL GENERATING SERIES

The generating series of an operad is defined in (1.2). By [KP15, (0.1.1)], the
exponential generating series of an operad P is defined to be

(7.1) EP(z) :=
∑

n≥0

dimP(n)

n!
zn.

Clearly, GP(z) (respectively, EP(z)) contains more information than GKdim(P).
A list of (exponential) generating series of operads is given in [Zin12,KP15]. Sev-
eral authors have recently been studying the holonomic and differential algebraic
properties of GP(z) (respectively, EP(z)) (see Definition 1.3).

By [Sta80, Theorem 1.5], F(z) :=
∑∞
n=0 f (n)z

n is holonomic if and only if
the sequence {f (n)}n≥0 satisfies a recurrence relation of the form

(7.2) f (n) = q1(n)f (n− 1)+ · · · + qn−m(n)f (n−m), n≫ 0

for some fixedm and rational functions q1(x), . . . , qm(x). For all examples given
in Example 6.3, GP(z) are rational, and consequently, holonomic. By using (7.2),
it is easy to see that

(7.3) GP(z) is holonomic if and only if so is EP(z).

For two integers a and b, let [a, b]N := [a, b] ∩ N. Suppose the sequence
{f (n)}n≥0 has infinitely many nonzeros. Let ΦF = {n | f (n) = 0} and write Φ
as [i1, j1]N ∪ [i2, j2]N ∪ · · · where is ≤ js ≤ is+1 − 2 for all s ≥ 1. Then, the
following is true.

Lemma 7.1. Let F(z) =
∑∞
n=0 f (n)z

n with infinitely many nonzero coeffi-
cients. Write ΦF =

⋃
s≥1[is , js]N. Suppose that lim sups→∞(js − is) = ∞. Then,

F(z) is not holonomic.

Proof. Suppose to the contrary F(z) is holonomic. Then, (7.2) holds for some
m. Pick any s such that js − is ≥m+1. By the definition of ΦF , f (n) = 0 for all
is ≤ n ≤ js . By (7.2) and induction, we have that f (n) = 0 for all n ≥ is +m.
Therefore, F(z) has only finitely many nonzero coefficients, a contradiction. ❐

The next example shows we can easily construct a monomial algebra such that
its Hilbert series is not holonomic.

Example 7.2. Let U be the monomial algebra F〈x1, x2〉/I where degx1 =
degx2 = 1 and I is a span of monomials satisfying the following:

(a) All monomials have degree ≥ 3 in x2.

(b) xi1x2x
j
1 with i > 0 or j > 0.
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(c) x2x
i
1x2 where (2m + 1)2m+1 − 1 ≤ i ≤ (2m + 2)2m+2 − 1 for some

integer m ≥ 0.

Let Λ be
⋃∞
m=0[(2m + 1)2m+1 + 1, (2m+ 2)2m+2 + 1]N, which is a subset of N.

Let Λc = N \Λ. Then,

Λc = {0} ∪ {1} ∪
∞⋃

m=0

[(2m+ 2)2m+2 + 2, (2m+ 3)2m+3]N.

Define

δΛ(n) =

{
0 n ∈ Λ,
1 n ∈ Λc .

Then, U has an F-basis {xi1}i≥0∪{x
i
1x2}i≥0∪{x2x

i
1}i≥0∪{x2x

i
1x2}i+2∈Λc , and

its Hilbert series is

HU(z) = 1+ 2z +
∞∑

n=2

(3+ δΛ(n))zn = 1+ 2z +
3z2

(1− z)
+ V(z)

where V(z) =
∑∞
n=2 δΛ(n)z

n. Since V(z) satisfies the hypothesis of Lemma 7.1,
it is not holonomic.

Let PU be the construction given in Construction 2.3. It is easy to see that

GKdim(PU) = GKdim(U) = 1

and that

GPU (z) = zHU(z) = z

(
1+ 2z +

3z2

(1− z)

)
+ zV(z)

where z(1 + 2z + 3z2/(1 − z)) is holonomic, but zV(z) is not (by Lemma 7.1
again). Therefore, GPU (z) is not holonomic by Holonomic Theorem 2 in [Ber14].

LetQU be the construction given in Construction 6.1. Then, GKdim(QU ) =
1 and

GQU (z) = z + z
dHU(z

d−1) = z + z2HU(z)

= z + z2

(
1+ 2z +

3z2

(1− z)

)
+ z2V(z)

as d = dimU1 = 2. By an argument similar to the previous paragraph, GQU (z) is
not holonomic.

We are now ready to prove Proposition 1.5.

Proof of Proposition 1.5. Let r ∈ RGKdim \ {0}. We claim there is a monomial
algebra B finitely generated in degree 1 such that GKdim(B) = r and HB(z) is
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not holonomic. By [Bel15, Remark 4.1], there is a monomial algebra A finitely
generated in degree 1 such that GKdim(A) = r . If HA(z) is not holonomic,
then we are done by setting B = A. If HA(z) is holonomic, then we let B =
F ⊕ (A≥1 ⊕ U≥1). Then, B is a monomial algebra finitely generated in degree 1
such that GKdim(B) = r and HB(z) = HA(z) + HU(z) − 1. Since HU(z) is
not holonomic, by Holonomic Theorem 2 in [Ber14], HB(z) is not holonomic.
Thus, we have proved the claim.

Let P=QB as in Construction 6.1. Then, P is single generated, GKdim(P) =
GKdim(B) = r , and GP = z + zdHB(zd−1). Since HB(z) is not holonomic, it is
routine to show that GP(z) is not holonomic. ❐

The following lemma is easy and the proof is analogous to the one given in
the quadratic case (see the proof of [Dot19, Corollary 4.2 (i)]).

Lemma 7.3. Let A be a connected graded locally finite algebra, and let PA be the
operad constructed in Construction 2.3. We have the following:

(1) A is finitely generated if and only if so is PA.
(2) A is finitely presented if and only if so is PA.
For the rest of this section, we construct a finitely presented locally finite ns

operad such that its generating series is not holonomic. Therefore, we give a “non-
generic” counterexample to [KP15, Expectation 2] (see Expectation 1.4).

Let us recall some history in the setting of noncommutative graded algebra.
In 1972 Govorov conjectured that the Hilbert series of a finitely presented graded
algebra is rational [Gov72]. This was shown to be false, for example, by Shearer
in [She80] by constructing an irrational (but algebraic) Hilbert series of a finitely
generated graded algebra. Shearer mentioned a similar construction giving also
an example with a transcendental (but still holonomic) Hilbert series. His third
example, involving the generating function of the number of partitions, indeed
has its Hilbert series not holonomic. A similar example was given in [Smi76],
which contains the following example as a special case.

Example 7.4. Suppose charF = 0. Let L be the graded Lie algebra with basis
{e1, e2, . . . , en, . . .} with deg ei = i for all i and Lie bracket determined by

[ei, ej] = (i− j)ei+j , ∀ i ≠ j.

This is a subalgebra of the Witt algebra. Let A be the universal enveloping algebra
of L. Then, A has intermediate growth and is generated by e1 and e2 (deg ei = i)
and subject to the relations e3e2 − e2e3 = e5 and e5e2 − e2e5 = 3e7. Thus, A is
finitely presented, but not generated in degree 1.

It is easy to see that

HA(z) =
∞∏

i=1

1
(1− zi)

.

Note that HA(z) is equal to P(z) :=
∑∞
n=0p(n)z

n where p(n) is the number of
partitions of n.
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Now we list some facts about P(z):

(P1) [Sta80, p. 187] P(z) is not holonomic.
(P2) zP(z) is not holonomic.
(P3) Q(z) := z(zP(z))′ (=

∑∞
n=0p(n)(n + 1)zn+1) is not holonomic.

Note that parts (P2), (P3) follow from part (P1) immediately.
Now, let PA be the operad given by Construction 2.3. By Lemma 7.3, PA is

finitely generated. By (2.4),

GPA(z) = zHA(z) = zP(z),

which is not holonomic by (P2). Therefore, PA is a “non-generic” counterexample
to [KP15, Expectation 2].

Note there is a quadratic algebra with similar properties on its Hilbert series,
but with 14 generators and 96 quadratic relations (see Theorem 1 (iv) in [Koc15]).
The algebra A could be replaced by Koçak’s example.

Remark 7.5. Using the same proof as above, one sees that a version of Propo-
sition 1.5 holds for exponential generating series. (See (7.1) for the definition of
the exponential generating series.)

8. COMMENTS ON SYMMETRIC OPERADS

In this final section we make some comments on symmetric operads and prove the
main result of this section, namely, Theorem 1.7.

First of all, we refer to [LV12, Chapter 5] or [BYZ20, Definition 1.2] for the
definition of a symmetric operad.

Given a graded algebra with augmentation, there is an easy construction of a
symmetric operad similar to the one given in Construction 2.3.

Construction 8.1. Let A :=
⊕
i≥0Ai be a locally finite N-graded algebra

with unit 1A. Suppose that A has a graded augmentation ε : A → F such that
m := ker ε is a maximal graded ideal of A. We let Cn be the cyclic group of order
n, and elements in Cn are denoted by {1, . . . , n}.

Let SA(0) = 0 and SA(n) = An−1 ⊗ FCn for all n ≥ 1. Elements in SA(n)
are F-linear combinations of (a, i) where a ∈ An−1 and 1 ≤ i ≤ n. The S-action
on SA(n) is determined by

(a, i)∗ σ = (a,σ−1(i))

for all σ ∈ Sn.
Define partial compositions as follows, for 1 ≤ s ≤m:

◦s : SA(m)⊗ SA(n)→ SA(n+m− 1),

(am−1, i)⊗ (an−1, j) ֏





(cam−1, i) an−1 = c1A, c ∈ F,

(am−1an−1, i+ j − 1) an−1 ∈ m, s = i,

0 an−1 ∈ m, s ≠ i.
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We claim that SA := {SA(n)}n≥0 is a symmetric operad with identity id = (1A,1).
We give a sketch proof below.

We refer to [LV12, Section 5.3.4] for the partial definition of a symmetric
operad. In fact, a symmetric operad P is an S-module satisfying the axioms of
a nonsymmetric operad [Definition 2.1] and the following two additional equa-
tions:

µ ◦s (ν ∗ σ) = (µ ◦s ν)∗ σ
′,(8.1)

(µ ∗φ) ◦s ν = (µ ◦φ(s) ν)∗φ
′′,(8.2)

where µ ∈ P(m), ν ∈ P(n), 1 ≤ s ≤ m, σ ∈ Sn, φ ∈ Sm, and where
σ ′ = 1m ◦s σ and φ′′ = φ ◦s 1n. (See [LV12, Section 5.3.4] and (E1.2.1),
(E8.1.3) in [BYZ20] for the explanation of σ ′ and φ′′.) We first verify (8.1) and
(8.2) and then the rest of axioms given in Definition 2.1 for P := SA.

Verification of (8.1): Write µ = (am−1, i) and ν = (an−1, j). If n = 1 and
an−1 = c1A (or if n = 1 and an−1 ∈ m), then j = 1 and σ = 11 ∈ S1 and

σ ′ = 1n+m−1 ∈ Sn+m−1.

Clearly, (8.1) holds. If n ≥ 2 and s ≠ i, both sides of (8.1) are zero. It remains to
consider the case when n ≥ 2 and s = i. Write

(8.3) σ =

(
k1 k2 · · · kn
1 2 · · · n

)

where by convention ki = σ−1(i) for all i. Then, by definition,

σ ′=

(
1 · · · i− 1 k1 + i− 1 k2 + i− 1 · · · kn + i− 1 i+n · · · n+m− 1
1 · · · i− 1 i i+ 1 · · · n+ i− 1 i+n · · · n+m− 1

)
.

In this case, we have

LHS of (8.1) = (am−1, i) ◦i [(an−1, j) ∗ σ] = (am−1, i) ◦i (an−1, σ
−1(j))

= (am−1an−1, i+ σ
−1(j) − 1) = (am−1an−1, i+ kj − 1),

RHS of (8.1) = [(am−1, i) ◦i (an−1, j)] ∗ σ
′ = (am−1an−1, i+ j − 1)∗ σ ′

= (am−1an−1, (σ
′)−1(i+ j − 1)) = (am−1an−1, kj + i− 1).

Therefore, (8.1) holds.

Verification of (8.2): Recycle the letter ki and write

φ =

(
k1 k2 · · · km
1 2 · · · m

)
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using the convention of (8.3). If an−1 = c1A, then we have n = j = 1 and
φ′′ = φ ◦s 11 = φ. Consequently, φ−1(i) = ki = (φ′′)−1(i). In this case,

LHS of (8.2) = [(am−1, i)∗φ] ◦s (c1A,1) = (am−1,φ
−1(i)) ◦s (c1A,1)

= (cam−1,φ
−1(i)) = (cam−1, ki),

RHS of (8.2) = [(am−1, i) ◦φ(s) (c1A,1)]∗φ′′ = (cam−1, i)∗φ
′′

= (cam−1, i)∗φ = (cam−1, ki).

Hence, (8.2) holds. Next, we assume that an−1 ∈ m. If s ≠ φ−1(i), then both
sides of (8.2) are zero. It remains to consider the case when s = φ−1(i) or i =
φ(s). By definition,

φ′′ =

(
k′1 · · · k

′
i−1 k

′
i k

′
i + 1 · · · k′i +n− 1 k′i+1 · · · k′m

1 · · · i− 1 i i+ 1 · · · i+n− 1 i+n · · · m+n− 1

)

where

k′t =

{
kt +n− 1 kt > s,

kt kt ≤ s.

In particular,

(φ′′)−1(i+ j − 1) = k′i + j − 1 = s + j − 1 = ki + j − 1 = φ−1(i)+ j − 1.

Now, we compute

LHS of (8.2) = [(am−1, i)∗φ] ◦s (an−1, j)

= [(am−1, i)∗φ] ◦φ−1(i) (an−1, j)

= (am−1,φ
−1(i)) ◦φ−1(i) (an−1, j)

= (am−1an−1,φ
−1(i)+ j − 1),

RHS of (8.2) = [(am−1, i) ◦φ(s) (an−1, j)]∗φ
′′

= [(am−1, i) ◦i (an−1, j)]∗φ
′′

= (am−1an−1, i+ j − 1)∗φ′′

= (am−1an−1, (φ
′′)−1(i+ j − 1))

= (am−1an−1,φ
−1(i)+ j − 1)

which implies that (8.2) holds in this case. Thus, we have verified (8.2) for all
cases.

Verification of (2.3): It follows easily from the definition that

(1A,1) ◦1 (an−1, j) = (an−1, j) = (an−1, j) ◦s (1A,1)
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for all 1 ≤ s ≤ n, which is (2.3).

Verification of (2.2): Recall that (2.2) is equivalent to

(8.4) (λ ◦s µ) ◦t−1+m ν = (λ ◦t ν) ◦s µ

for λ ∈ P(ℓ), µ ∈ P(m), ν ∈ P(n), and 1 ≤ s < t ≤ ℓ. Write λ = (aℓ−1, i),
µ = (am−1, j), and ν = (an−1, k). If the LHS of (8.4) were nonzero, we must
have s = i and s + j − 1 = t − 1 +m. But s < t and j ≤ m which contradict
the equation s + j − 1 = t − 1+m. Thus, the LHS of (8.4) is zero. For a similar
reason, the RHS of (8.4) is zero. Hence, (8.4) holds.

Verification of (2.1): Recall that (2.1) is equivalent to

(8.5) (λ ◦s µ) ◦s−1+t ν = λ ◦s (µ ◦t ν)

for λ ∈ P(ℓ), µ ∈ P(m), ν ∈ P(n), 1 ≤ s ≤ ℓ, and 1 ≤ t ≤ m. Write
λ = (aℓ−1, i), µ = (am−1, j), and ν = (an−1, k) as before. If the LHS of
(8.5) is nonzero, then we must have both s = i and t = j. Similarly, if the
RHS of (8.5) is nonzero, then s = i and t = j. Thus, it suffices to consider
the case when s = i and t = j. In this case, both sides of (8.5) are equal to
(aℓ−1am−1an−1, i+ j + k− 2). Hence, (8.5) holds.

We have now verified all axioms of a symmetric operad for P := SA, and
therefore SA is a symmetric operad.

It is obvious that

(8.6) GSA(z) = z(zHA(z))
′.

Lemma 8.2. Let A be a connected graded algebra and let SA be the symmetric
operad provided in Construction 8.1. The following hold:

(1) If A is finitely generated, then SA is finitely generated as a symmetric operad
(respectively, as a nonsymmetric operad ).

(2) If A is finitely presented, then SA is finitely presented as a nonsymmetric op-
erad.

(3) If A is finitely presented, then SA is finitely presented as a symmetric operad.

Proof. We continue to use the notation introduced in Construction 8.1.

(1) Let m =
⊕
i≥1Ai. Suppose V ⊆ m is a finite-dimensional graded subspace that

generates A. Let {v1, . . . , ve} be a basis of V . We claim that SA is generated by

E :=
∑e
i=1(

∑deg(vi)+1
j=1 F(vi, j)) where deg(vi) is as defined in the graded algebra

A. Note that Ar((vi, j)) = deg(vi) + 1. Since every element in SA is of the
form (an−1, d) where 1 ≤ d ≤ n and an−1 is generated by V in A, it can be
generated by (vi, j) by partial compositions. Therefore, SA is finitely generated as
a nonsymmetric operad (respectively, as a symmetric operad).
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(2) Suppose A is generated by a finite-dimensional graded subspace V and subject
to a finite-dimensional relation subspace W :=

∑w
j=1 Ffj . Then, A is the factor

algebra F〈V〉/(W) where F〈V〉 is the free algebra generated by V and where (W)
denotes the relation ideal generated by W . Note that F〈V〉 is connected graded.
Let E be defined as in the proof of part (1), and let Fns(E) be the free nonsym-
metric operad generated by E (see [LV12, 5.9.6] for the definition).

Our first step is to define the relation subspace R of the Fns(E) such that
SA ≅ Fns(E)/(R). For each homogeneous element g in the free algebra F〈V〉, fix
an expression of g as a linear combination of possibly repeated monomials

(8.7) g =
∑
c•vi1 · · ·vis · · ·viu

where the sum is over • := (i1, . . . , is , . . . , iu) and where c• are scalars in F. Note
that monomials {vi1 · · ·vis · · ·viu} in expression (8.7) are not assumed to be
distinct. For each term vi1 · · ·vis · · ·viu appearing in (8.7), let {kis}

u
s=1 be a

sequence of integers such that 1 ≤ kis ≤ deg(vis) + 1 for all 1 ≤ s ≤ u. We will
use k• to denote {kis}

u
s=1. Define

|k•| :=
u∑

s=1

kis −u+ 1.

Fix any integer d between 1 and deg(g)+ 1. For each • := (i1, . . . , iu) appearing
in (8.7), pick any sequence {kis}

u
s=1 such that |k•| = d. Such a sequence {kis}

u
s=1

is called a d-sequence. Let kd be the collection of d-sequences associated with
expression (8.7). Now, we define the following element in the free operad Fns(E)

rkd(g) :=
∑

k•∈kd

c•(vi1 , ki1) ◦ki1 (vi2 , ki2) ◦ki2 · · · ◦kiu−1
(viu , kiu),

where each (vi1 , ki1) ◦ki1 (vi2 , ki2) ◦ki2 · · · ◦kiu−1
(viu , kiu) is a right normal tree

monomial defined in (5.1)–(5.2).
For example, let

h = v1v4 − 2v2v3 + 3v1v4

be in F〈V〉 where degvi = i for 1 ≤ i ≤ 4. Note that the first monomial in the
above expression of h equals the third one. Let d = 4, and pick three d-sequences
{1,4}, {3,2}, and {2,3} corresponding to three monomials in the expression of
h. Then,

rk4(h) = (v1,1) ◦1 (v4,4)− 2(v2,3) ◦3 (v3,2)+ 3(v1,2) ◦2 (v4,3).

Let g′ be another homogeneous element of degree equal to deg(g), and fix an
expression of g′ similar to (8.7). Let c and c′ be scalars in F, and let f = cg+c′g′

with expression of f induced by the expression of g and g′. Let kd (respectively,
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k
′
d) be a collection of d-sequences of g (respectively, g′) corresponding to the

monomials appeared in (8.7). Then, the disjoint union kd ⊎ k′d is a collection of
d-sequences corresponding to the expression of f . It follows from the definition
that

(8.8) rkd⊎k′d(f ) = crkd(g)+ c
′rk′d(g

′).

For any given d, there are only finitely many possibilities for d-sequences
{kis}

u
s=1, and consequently, for rkd(g).

Now, let fi be an element in the relation space W , and fix an expression of fi
as in (8.7). It is easy to check that all of

(8.9) rkd(fj) = 0

are relations of SA for 1 ≤ d ≤ degfj and different choices of d-sequences. By
the definition of SA, the following are also relations of SA:

(8.10) (vi1 , j1) ◦ℓ (vi2 , j2) = 0

for all (vis , js) ∈ E and for all ℓ ≠ j1 and

(8.11) (vi1 , j1) ◦j1 (vi2 , j2)− (vi1 , j1 − 1) ◦j1−1 (vi2 , j2 + 1) = 0

for all (vis , js) ∈ E and for all 1 < j1 ≤ degvi1 + 1 and 1 ≤ j2 < deg(vi2) + 1.
Let R be the graded vector subspace generated by the lefthand side of equations
(8.9), (8.10), and (8.11).

By part (1), there is a surjective morphism of nonsymmetric operads

Φ : Fns(E)→ SA

sending (vi, j) ∈ E ⊆ Fns(E) to (vi, j) ∈ SA. It is clear that Φ maps rela-
tions defined in (8.9)–(8.11) to zero. Therefore, Φ induces naturally a surjective
morphism of nonsymmetric operads

φ : Fns(E)/(R)→ SA,

such that Φ = φ◦π whereπ is the canonical quotient mapFns(E)→ Fns(E)/(R).
Our next step is to show that the natural map φ is injective (consequently,

bijective).
We now need the following notion of leading form. For each tree monomial

t ∈ Fns(E)/(R) of the form

t = (vi1 , j1) ◦j1 (vi2 , j2) ◦j2 · · · ◦jm−1 (vim , jm),
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there exist finitely many elements of the form

t′ = (vi1 , j
′
1) ◦j′1 (vi2 , j

′
2) ◦j′2 · · · ◦j′m−1

(vim , j
′
m),

such that j′1 + · · · + j
′
m = j1 + · · · + jm and 1 ≤ j′ℓ ≤ deg(viℓ) + 1 for

1 ≤ ℓ ≤ m. Call the largest tree monomial (under the path-lexicographic order)
among these elements the leading form of t, and denote it by L(t). Let (R8.11) be
the ideal of Fns(E) generated by relations given in (8.11). It follows from (8.11)
that L(t)− t ∈ (R8.11), and it is clear that L(t′) − L(t) = 0 for any choice of
(j′1, . . . , j

′
m). As a consequence, modulo the ideal (R8.11), rkd(g) is independent

of the expressions of g given in (8.7) and the choices of kd—that is, the collec-
tion of d-sequences. By pre-composing with π , the argument in this paragraph
together with (8.8) implies that πrkd(g) is independent of the expressions of g
and the choices of d-sequences and that πrkd is a well-defined F-linear map from
F〈V〉 → Fns(E)/(R).

Fix any n, and let {aα}α∈In be a monomial basis of An−1 for some index
set In. Then, {(aα, i)}α∈In, 1≤i≤n is an F-linear basis of SA(n). For any aα =
vα,1vα,2 · · ·vα,mα , let b′α,i ∈ F

ns(E)/(R) be a monomial of the following form:

b′α,i = (vα,1, j
′
1) ◦j′1 (vα,2, j

′
2) ◦j′2 · · · ◦j′mα−1

(vα,mα , j
′
mα
),

where j′1 + · · · + j
′
mα

= i + mα − 1 and 1 ≤ j′ℓ ≤ deg(vα,ℓ) + 1 for 1 ≤

ℓ ≤ mα. Then, b′α,i ∈ φ
−1((aα, i)). Take bα,i to be the largest one among

the monomials of this form, that is, bα,i := L(b′α,i), which is independent of
the choice of b′α,i. By definition, both bα,i and b′α,i, considered as elements in
Fns(E), are of the form rki(aα) for some choices of i-sequences k•. By (8.11),
bα,i = b′α,i in Fns(E)/(R). The conclusion of this paragraph is that bα,i =
πrki(aα) for 1 ≤ i ≤ n and any collection of i-sequences.

By definition, any monomial s ∈ Fns(E)/(R)(n) (or in Fns(E)(n)) is left
normal, namely,

s = (· · · ((vi1 , j1) ◦k1 (vi2 , j2)) ◦k2 · · · ) ◦km−1 (vim , jm).

Using the relations of the form (8.10), s in Fns(E)/(R)(n) is either zero or equal
to

(8.12) s = (vi1 , j1) ◦j1 (vi2 , j2) ◦j2 · · · ◦jm−1 (vim , jm),

namely, it is right normal (see (5.1)–(5.2)). For the rest of the proof of part (2),
we will only use right normal tree monomials in Fns(E) and these will simply be
called monomials. For each monomial s, we will freely replace s by L(s) and vice
versa as L(s) = s in Fns(E)/(R) by (8.11).

To prove φ is injective, it suffices to show that

dimF(SA(n)) ≥ dimFF
ns(E)/(R)(n) for all n.
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Then, it is enough to show that every s in (8.12) can be presented as a linear
combination of {bα,i}α∈In, 1≤i≤n in Fns(E)/(R)(n).

Since
Ar((vi1 , j1))+ · · · + Ar((vim , jm)) = n+m− 1,

the element vi1vi2 · · ·vim ∈ An−1, and it can be presented in the free algebra
generated by V as follows:

vi1vi2 · · ·vim =
∑

α

cαaα +
∑

γ

cγvγ,1 · · ·vγ,pγgγvγ,pγ+1 · · ·vγ,qγ ,

where cα, cγ ∈ F and gγ ∈ {fj | 1 ≤ j ≤ w}. Rewrite the above equation as

(8.13) vi1vi2 · · ·vim −
∑

α

cαaα =
∑

γ

cγvγ,1 · · ·vγ,pγgγvγ,pγ+1 · · ·vγ,qγ .

We claim that rkd(g) ∈ (R), or equivalently, πrkd(g) = 0, where g is the right-
hand side of (8.13). Note that each monomial in the righthand side of (8.13) has
degree n− 1. If the claim holds, then, for d :=

∑m
w=1 jw −m+ 1,

s = πrkd(vi1vi2 · · ·vim) = πrkd

(∑

α

cαaα
)
=
∑

α

cαπrkd(aα) =
∑

α

cαbα,d

in Fns(E)/(R). We now prove the claim. Since πrkd(−) is additive, we may
assume g only has one term, namely,

(8.14) g = v1 · · ·vpfvp+1 · · ·vq,

where f is one of fi in W . Write f as a linear combination of monomials, say,
{vf ,1 · · ·vf ,mf

}. Then, (8.14) can be considered as an expression of g which is
a linear combination of monomials of the form

(8.15) sh := v1 · · ·vpvf ,1 · · ·vf ,mf
vp+1 · · ·vq.

For any d-sequence k• corresponding to (8.15), it can be decomposed into

k(b)• :=
{
kℓ
}p
i=1,

k(m)• :=
{
kf ,ℓ

}mf

ℓ=1,

k(e)• :=
{
kℓ
}q
k=p+1

such that 1 ≤ kℓ ≤ deg(vℓ) + 1 for 1 ≤ ℓ ≤ q, 1 ≤ kf ,ℓ ≤ deg(vf ,ℓ) + 1 for
1 ≤ ℓ ≤mf , and

q∑

ℓ=1

kℓ +

mf∑

ℓ=1

kf ,ℓ − q −mf + 1 = d.
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Note that k(b)• (respectively, k(f )•, k(e)•) is the beginning part (respectively,
the middle part, the ending part) of k•. For different sh, as degvf ,1 · · ·vf ,mf

=

degf which is independent of the individual monomial vf ,1 · · ·vf ,mf
, one can

easily choose k• such that k(b)• and k(e)• are independent of the middle part
vf ,1 · · ·vf ,mf

. Therefore,

rkd(sh) = rk(b)db (v1 · · ·vp)◦dbrk(f )df (vf ,1 · · ·vf ,mf
)◦df rk(e)de (vp+1 · · ·vq)

for some fixed k(b)db , k(e)de , and df . This fact implies that

rkd(g) = rk(b)db (v1 · · ·vp) ◦db rk(f )df (f ) ◦df rk(e)de (vp+1 · · ·vq) ∈ (R).

Thus, we proved that rkd(g) ∈ (R) as desired.

(3) By part (1), there is a surjective morphism of symmetric operads

Ψ : Fsy(E)→ SA

where Fsy(E) is the free symmetric operad generated by E. Let R be the relation
subspace defined in the proof of part (2). It is clear that Ψ maps R to 0. Hence, Ψ
induces naturally a surjective morphism of symmetric operads

ψ : Fsy(E)/(R ∗ S)→ SA

where R∗S is the space generated by f ∗σ for all f ∈ R and σ ∈ SAr(f ). By the
universal property, there is a morphism of nonsymmetric operads

Fns(E)→ Fsy(E)/(R ∗ S)

which induces a morphism of nonsymmetric operads

Fns(E)/(R)→ Fsy(E)/(R ∗ S).

Thus, we have the following sequence of morphisms

Fns(E)/(R)
θ
--------------------------------------→ Fsy(E)/(R ∗ S)

ψ
----------------------------------------------→ SA.

By part (2), the composition is an isomorphism, and consequently θ is injcetive.
For simplicity, we consider θ as an inclusion and identity f ∈ Fns(E)/(R) with
θ(f ) ∈ Fsy(E)/(R ∗ S).

It follows from the equivariance axiom [BYZ20, Definition 1.2(OP3’)] that
every element in Fsy(E)/(R∗S) is a linear combination of elements of the form
s ∗σ where s ∈ Fns(E)/(R) and σ ∈ S. It remains to show the claim that every
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element of the form s ∗ σ is in fact in Fns(E)/(R). By the proof of part (2), we
may further assume that

s = (vi1 , j1) ◦j1 (vi2 , j2) ◦j2 · · · ◦jm−1 (vim , jm)

where vis ∈ E and 1 ≤ js ≤ deg(vis) + 1. Let d be
∑m
s=1 js −m + 1. Note that

{js}
m
s=1 can be replaced by any d-sequence in the above formula. Let σ be any

permutation in SAr(s). Using induction onm, relations of form (8.11), and that

(vis , j) ∗ τ = (vis , τ
−1(j)) for all τ ∈ SAr(vis ,j),

we obtain that

s ∗ σ = (vi1 , j
′
1) ◦j′1 (vi2 , j

′
2) ◦j′2 · · · ◦j′m−1

(vim , j
′
m)

where d′ :=
∑m
s=1 j

′
s −m + 1 is equal to σ−1(d). (The above equation can also

be seen from the tree presentation of s and s ∗ σ .) Again, {j′s}
m
s=1 can be any

d′-sequence by relations (8.11). Hence, s ∗ σ ∈ Fns(E)/(R) as desired. ❐

Note that Construction 8.1 can be viewed as a symmetric version of Construc-
tion 2.3. We are wondering if there is a symmetric version of Construction 6.1. If
A is a commutative graded algebra, there is another construction of a symmetric
operad associated with A (see [DK10, Section 4.2]).

Suppose a symmetric operad P is finitely generated by a finite alphabet X. Let
V = FX, and for every m ≥ 0, Vm is defined as in (4.1). For any subcollection
W ⊆ P, let WS = {W (n)⊗Sn}n≥0. Now, letVSm denote (Vm)S, soVSm(n)
is a right Sn-module for all n. We have a symmetric version of Lemmas 4.2
and 4.3.

Lemma 8.3. Suppose P is a locally finite symmetric operad generated by a finite-
dimensional subcollection V . Then, the following hold:

(1) GKdim(P) = lim sup
n→∞

logn

(
dim

( n∑

i=0

VSi
))

.

(2) The reduced symmetric operad that is associated with P, and defined as in
Lemma 4.2 (1), is finitely generated and locally finite.

(3) The reduced connected symmetric operad associated with P, defined as in
Lemma 4.2 (2) is finitely generated and locally finite.

We have a version of Proposition 4.8 for symmetric operads.

Lemma 8.4. Suppose P is a finitely generated locally finite symmetric operad.
The following hold:

(1) GKdim(P) = 0 if and only if P is finite dimensional.
(2) GKdim(P) cannot be strictly between 0 and 1.

We are now ready to show Theorem 1.7.
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Proof of Theorem 1.7. (1) Let P be a finitely generated and locally finite sym-
metric operad. It is clear that GKdim(P) ≥ 0. The assertion then follows from
Lemma 8.4 (2).

(2) It is well known that, if r ∈ N, then there are finitely generated and locally
finite symmetric operads P such that GKdim(P) = r . Now suppose that r is not
an integer and r ∈ RGKdim \ (2,3). Then, r > 3. By Lemma 4.6 (3), there is a
connected graded algebra A such that GKdim(A) = r − 1 and f (n) := dimAn
is increasing. By Construction 8.1 and Lemma 8.2, there is a locally finite and
finitely generated symmetric operad SA such that dimSA(n) = nf(n− 1) for all
n ∈ N. Then, using the fact that f (n) are increasing,

GKdim(SA) = lim sup
n→∞

logn

( n∑

i=0

dimSA(i)
)
= lim sup

n→∞
logn

( n∑

i=0

if (i− 1)
)

≤ lim sup
n→∞

logn

(
n

n∑

i=0

f (i− 1)
)
= 1+GKdim(A),

GKdim(SA) = lim sup
n→∞

logn

( n∑

i=0

if (i− 1)
)

≥ lim sup
n→∞

logn

( n∑

i=⌊n/2⌋+1

if (i− 1)
)

≥ lim sup
n→∞

logn

(
n

2

n∑

i=⌊n/2⌋+1

f (i− 1)
)

≥ lim sup
n→∞

logn

(
n

2

⌊n/2⌋∑

i=1

f (i− 1)
)
= 1+GKdimA.

Therefore, GKdim(SA) = GKdim(A)+ 1 = r .

(3) Let U be the finitely generated graded algebra given in Example 7.2. Thus,
GKdim(U) = 1. Let SU be the finitely generated locally finite symmetric op-
erad constructed in Construction 8.1 and Lemma 8.2. By the proof of part (2),
GKdim(SU) = 2. In fact, its generating series is

GSU (z) = z(zHU(z))
′ =

z(1+ 2z + 2z2 − 2z3)

(1− z)2
+ V̄ (z),

where

V̄ (z) =
∞∑

n=2

(n+ 1)δΛ(n)zn+1.

By Lemma 7.1, V̄ (z), and hence GSU (z) are not holonomic.
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Let r ≥ 2 be any real number such that there is a finitely generated locally
finite symmetric operad P with GKdim(P) = r . If GP is not holonomic, then we
are done. Otherwise, GP is holonomic. Now consider a new operad Q := P ⊕ SU
withGQ = GP+GSU . By Holonomic Theorem 2 in [Ber14], GQ is not holonomic.
Since GKdim(SU) = 2, we have GKdim(Q) = GKdim(P) = r . The assertion
follows. ❐

We finish with a potential counterexample to Expectation 1 in [KP15].

Example 8.5. Let A be the connected graded algebra in Example 7.4, and
let SA be the operad given in Construction 8.1. Then, SA is a finitely presented
symmetric operad by Lemma 8.2. By (8.6), its generating series is

GSA(z) = z(zHA(z))
′ = z(zP(z))′

which is not holonomic by property (P3) in Example 7.4. Therefore, SA is a “non-
generic” counterexample to the symmetric version of Expectation 2 in [KP15].

Since GSA(z) is not holonomic, by (7.3), ESA(z) is not holonomic. We con-
jecture that ESA(z) is not differential algebraic. If this is the case, then SA is a
“non-generic” counterexample to [KP15, Expectation 1].
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