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Abstract

Large language models exhibit strong multi-
tasking capabilities, however, their learning
dynamics as a function of task characteris-
tics, sample size, and model complexity re-
main mysterious. For instance, it is known
that, as the model size grows, large language
models exhibit emerging abilities where cer-
tain tasks can abruptly jump from poor to
respectable performance. Such phenomena
motivate a deeper understanding of how indi-
vidual tasks evolve during multitasking. To
this aim, we study a multitask representation
learning setup where tasks can have distinct

distributions, quantified by their covariance
priors. Through random matrix theory, we
precisely characterize the optimal linear repre-
sentation for few-shot learning that minimizes
the average test risk in terms of task covari-
ances. When tasks have equal sample sizes,
we prove a reduction to an equivalent prob-
lem with a single effective covariance from
which the individual task risks of the orig-
inal problem can be deduced. Importantly,
we introduce “task competition” to explain
how tasks with dominant covariance eigen-
spectrum emerge faster than others. We
show that task competition can potentially
explain the inverse scaling of certain tasks
i.e. reduced test accuracy as the model grows.
Overall, this work sheds light on the risk and
emergence of individual tasks and uncovers
new high-dimensional phenomena (including
multiple-descent risk curves) that arise in mul-
titask representation learning.
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1 INTRODUCTION

Large foundation and language models have brought
about a transformative impact in spanning computer
vision, decision making, and natural language process-
ing (NLP). It is now widely understood that increasing
the size of language models, including aspects like com-
putational resources and model parameters, can lead to
better performance and efficiency in various NLP tasks
(Wei et al., 2022; Brown et al., 2020). In numerous
instances, the influence of scale on performance can
be systematically anticipated through the application
of scaling laws. For example, empirical evidence has
shown that scaling curves for cross-entropy loss cover
a substantial range that extends over seven orders of
magnitude (Hoffmann et al., 2022; Kaplan et al., 2020).
On the other hand, the performance of certain down-
stream tasks exhibits a counterintuitive pattern, where
improvements do not necessarily follow increases in
scale (Ganguli et al., 2022; Chowdhery et al., 2022).
Specifically, it is observed in (Wei et al., 2023) and
McKenzie et al. (2023) that certain tasks exhibit in-
verse scaling behaviors as the size of model parameters
and training time increase.

The success of foundation models in several different
downstream tasks (i.e. multitasking) draws enormous
attention from the literature to explain the reason be-
hind their ability. Existing multitask learning literature
mostly focuses on either i.i.d. tasks or task-averaged
generalization analysis. However, in reality, tasks are
very diverse (e.g. sentiment analysis, mathematical rea-
soning, explaining humor) and each task may exhibit
unique behavior such as inverse scaling or rapid emer-
gence from low to high accuracy, as the model size
grows. This motivates the fundamental question:

Q: Can we characterize the individual task
risks in multitask representation learning?
Can this theory predict empirical phenom-
ena such as inverse scaling and emergence?

To answer this question, we take a closer look at the
scaling behaviors for the multitasking learning problem
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(a) Covariance spectrum of individual

tasks (intentionally non-overlapping)

(b) Optimal linear representation when

tasks have infinite samples at test-time

(c) Optimal linear representation when

tasks are few-shot at test-time

Figure 1: Demonstration of individual risk of each task family as well as the average risk of all task families when
⌃X = I120, ⌃1 = diag(I60,060),⌃2 = diag(060, 0.9I30,030),⌃3 = diag(090, 0.6I30) as illustrated in (a), �2

k = 0.
For (c), the number of samples N1, N2 are 45.

in the context of linear regression. In the training
phase, the learner is provided with training data of T
tasks from K distinct task families. Each task has N

training samples, (xi, yi) 2 Rd ⇥ R. Then, the learner
selects a matrix W 2 Rd⇥R (R  d) to obtain a linear
representation of features by the map xi �! W>xi

similar to Hastie et al. (2020), Tripuraneni et al. (2021),
Sun et al. (2021), Kong et al. (2020a). The aim of the
learner is to minimize test risk with respect to the linear
representation matrix W for a given R. We analyze
this problem in two different settings: (1) Population
risk analysis and (2) Few-shot learning. In population
risk analysis, tasks have infinitely many samples during
the test whereas in few-shot learning tasks have finite
samples. For both of the settings, we characterize the
average test risk of all tasks as well as the individual risk
of each task. Specifically, we analyze the behavior of
these risk curves as the model size (or the representation
matrix size) R increases. For example, in Figure 1, we
explore a multitask learning problem involving three
different tasks. In Figure 1b and 1c, we demonstrate
the average risk of all tasks and the individual risk
of each task in population risk analysis setting and
few-shot learning setting, respectively. As the model
size R increases, the monotonicity of the risk curves is
one of the main interests in this paper. In summary,
our contributions are:

(i) Population risk analysis. We derive the opti-
mal linear representation W that minimizes the
multitask risk when tasks have infinite samples at
test time. Through this, we characterize the task-
averaged risk as well as the risks of individual
tasks under optimal W . We show that one can
control the competition/interaction between tasks
to precisely control which task emerges when and
how rapidly. Concretely, one can design covari-
ance matrices for each task to obtain arbitrary
non-increasing risk curves for individual tasks.

This provides a simple explanation of how the
accuracy of a task can suddenly jump from poor
to stellar as the model size grows.

(ii) Few-shot learning. We next study the optimal
representation that minimizes the multitask risk
when tasks have few-shot samples at test time.
To do so, we reduce a multitask few-shot learn-
ing problem to an equivalent single-task problem
under suitable conditions. We then provide an
efficient convex optimization-based algorithm to
solve single-task optimal representation. Addi-
tionally, we show that the optimal linear repre-
sentation matrix is unique, which allows us to
characterize the individual risk of each task.

(iii) Understanding inverse scaling and U-shape.

Our theory can explain these phenomena at the
individual task level: While task-averaged MTL
risk under optimal representation has to be mono-
tonic, the individual task risks can provably in-
crease with model size a.k.a. inverse scaling. This
is achieved by designing suitable covariance spec-
trums, see Fig 1c. Interestingly, the risk can also
exhibit multiple ascent/descent (see our Fig 4).
This explains the U-shaped behavior where in-
verse scaling may revert as the model size grows
(Wei et al., 2023). Furthermore, we empirically
justify the theoretical findings of inverse scal-
ing behavior in multitask learning problems with
MAML experiments (see Figure 2).

1.1 Related Works

Multitask Representation Learning: The idea of
multitask representation learning goes back to Baxter
(2000). Recently there is a resurgent interest in both
statistical and optimization aspects of meta-learning
theory (Denevi et al., 2018; Finn et al., 2019; Khodak
et al., 2019; Zhang et al., 2023; Collins et al., 2023). A
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(a) Varying task batch size M , fixed iterations (b) Varying # of iterations, fixed batch size

Figure 2: Linear meta learning with MAML: MAML exhibits inverse scaling with suitable problem
parameters, namely, isotropic feature covariance, noiseless labels, and orthogonal task covariances given by
⌃1 = diag(I10,010),⌃2 = diag(010, 0.6I10), with few-shot sample sizes N1 = N2 = 6. The experimental details
are provided in Section 4.3. There are two takeaways: (1) Inverse scaling is not unique to large language models
and is reproducible under simple linear representations. (2) Our theory (black curves) provides the risk curves for
optimal linear representation, formalizes inverse scaling, and matches surprisingly well with MAML training.

common of these are establishing theoretical bounds of
representation learning when the tasks lie in a smaller
subspace (Du et al., 2021; Tripuraneni et al., 2021; Li
& Oymak, 2023b; Kong et al., 2020a; Qin et al., 2022;
Kong et al., 2020b). Specifically, the recent works (Sun
et al., 2021; Hastie et al., 2020; Richards et al., 2021;
Wu & Xu, 2020) calculate the risk of representation
learning based on the linear representation matrix, but
they focus on single-task problems. Sun et al. (2021)
proves that the optimal representation for the single-
task problem coincides with the task of designing task-
aware regularization to promote inductive bias when
the regularization coefficient approaches 0. Hastie et al.
(2020); Richards et al. (2021) focus on characterizing
the asymptotic risk for a given task-aware regulariza-
tion, but they do not minimize the test risk based
on the regularization matrix. Li & Oymak (2023a)
observes and formalizes related fairness challenges of
multitask representations. Wu & Xu (2020) character-
izes and minimizes the test risk with respect to the
regularization matrix, but they minimize the test risk
separately for bias and variance parts and do not pro-
vide a solution for the overall test risk. While Sun et al.
(2021) considers the same problem, their analysis is
restricted to single-task few-shot learning problems in
the sense that there exists only one task family. Addi-
tionally, their approach to solving single-task few-shot
learning problems does not take advantage of the prob-
lem’s convexity and relies on the KKT conditions for
the solution. In our analysis, we study the multitask
few-shot learning problem and prove the existence and
uniqueness of the solution, utilizing the strict convex
nature of the problem. This enables us to characterize

and analyze the individual risk of each task.

Double descent phenomenon: Theoretical findings
of double descents were first discovered in linear re-
gression Bartlett et al. (2020) and it was extended to
ridge regression Tsigler & Bartlett (2022). These works
and their subsequent works Muthukumar et al. (2019);
Chang et al. (2020); Muthukumar et al. (2021); Monta-
nari et al. (2023) study the behavior of ascend-descent
risk and this double descent occurs when there is a
transition from the underparametrized region to the
overparameterized region. In this work, we identify a
novel non-monotonic behavior of individual risk when
we are inside the overparameterized region. Chen et al.
(2021) provides a way to design the linear represen-
tation matrix so that it follows several different risk
behaviors including double-descent and even multiple
descents inside the overparameterized region. However,
their selection of the linear representation matrix is not
necessarily optimal, which is the main distinction from
this work.

2 PROBLEM SETUP

Notation: Let [p] = {1, 2, . . . , p}. Given ⌃ 2 Rd⇥d

and v 2 Rd, kvk⌃ represents the norm of v in the
range space of ⌃, namely kvk2⌃ = v>⌃v. 0n and In
represent zero and identity matrices in Rn⇥n. Let A
and B be matrices, then diag(A,B) represents their
diagonal concatenation.

In this work, we consider a multitask learning problem
in the context of linear models with K task families
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and T tasks where each task belongs to one of the task
families. The data model for the t

th task is

�t ⇠ DT , (xi, "i) ⇠ DX ⇥D" i 2 [N ] (1)
yt = Xt�t + ✏t, (2)

where Xt := [x>
1 ; . . . ;x

>
N ], ✏t := ["1; . . . ; "N ] (3)

where DX represents the feature distribution on Rd

such that E[xi] = 0,Cov[xi] = ⌃X ; D" represents the
zero-mean subgaussian noise with variance �

2
k; and

DT is a mixture distribution of (DT ,k)Kk=1 with prior
probabilities (⇡k)Kk=1, where

P
⇡k = 1. Note that

the distribution DT ,k represents the distribution of
k

th task family. If �t ⇠ DT ,k, then E[�t] = 0 and
Cov(�t) = ⌃k.

We consider a linear model that maps d�dimensional
inputs into R�dimensional subspace using a represen-
tation matrix W 2 Rd⇥R whose columns are orthogo-
nal to each other and each task has its specific head
ht 2 RR. Specifically, given the training data consist-
ing of (xi, yi) 2 (Rd

,R) for a task, we regress with
W>xi 2 RR instead of xi 2 Rd (R  d). In the popu-
lation analysis, the solution for the task-specific heads
for a given representation matrix is the following:

hW
t = (XtW )†yt (4)

In the few-shot learning setting, the tasks have a few
samples compared to the model size R. As a result,
there are many solutions that achieve zero training
error. The solution we analyze for the task-specific
heads in the few-shot learning is the minimum `2 norm
solution. Thus, we have the following for every t 2 [T ]:

hW
t = argmin

ht

khtk2`2 s.t. yt = XtWht (5)

We define the population risk minimization problem as
follows:

W ⇤ = arg min
W2Rd⇥R

R(W )

:= arg min
W2Rd⇥R

1

N
E
⇥
kyt �XtWhW

t k2`2
⇤

where the expectation is with respect to Xt ⇠ DX
and �t ⇠ DT as shown in (1). Note that N is a
normalization term, which is the number of samples in
a task. In this work, we minimize the risk R(W ) with
respect to W for the population risk analysis setting
(N goes to infinity) and the few-shot learning setting
in Sections 3 and 4, respectively.

3 POPULATION RISK ANALYSIS

In this section, we mainly focus on finding out the
optimal representation matrix W for a given R that

minimizes the population risk as N goes to 1. The
task-specific heads that minimize for any W are given
in (4) and utilized throughout the section.

Observation 3.1 The optimal representation matrix

for population risk is equivalent to the following:

W ⇤ = argmin
W

KX

k=1

⇡k E
h
k⌃1/2

X �k �⌃1/2
X WhW

k k2`2
i
.

The proof is fairly straightforward and is deferred to
Appendix A.

Theorem 3.2 Assume that the eigenvalues of covari-

ance matrices are greater than 0. Let ⌃ be the weighted

covariance of all the tasks:

⌃ =
KX

k=1

⇡k⌃
1/2
X ⌃k⌃

1/2
X (6)

Let E = [e1, e2 . . . eR] where ei be the eigenvector

corresponding to the i
th

maximum eigenvalues of ⌃.

Then, every W whose range space is equivalent to the

range space of ⌃�1/2
X E in an optimal representation

matrix.

The proof of Theorem 3.2 is based on Observation 3.1
and provided in Appendix A. Theorem 3.2 proves that
the range space of W characterizes the population risk.
Then, in order to minimize the population risk, it is
sufficient to find a R�dimensional subspace to project
the d�dimensional inputs. Now, let Tk be the set of
tasks that belongs to the k

th task family. Then, define
a normalized loss function for an individual task as the
following:

Lemma 3.3 Let W ⇤
be an optimal representation ma-

trix obtained in Theorem 3.2. Let (�i, ei) be the eigen-

values and eigenvectors of ⌃ defined in Theorem 3.2

such that �i � �i+1 and keik`2 = 1 for i 2 [d]. Let

�i,k = e>i ⌃
1/2
X ⌃k⌃

1/2
X ei. Then the population risk for

the k
th

task is the following:

Rk(W
⇤) :=

1

N
E
⇥
kyt �XtW

⇤htk2`2
��t 2 Tk

⇤

= �
2
k +

dX

i=R+1

�i,k (7)

The proof of this lemma is provided in Appendix A.
We define the emergence rate for each task family as
a function of R to measure the effect of adding one
dimension on the risk as follows:

Definition 3.4 Let W ⇤
R and W ⇤

R+1 be optimal solu-

tions for R and R+1 dimensions. Then, the emergence

rate ↵k(R) for the k
th

task family is defined as

↵k(R) = Rk(W
⇤
R)�Rk(W

⇤
R+1) (8)
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Note that ⌃1/2
X ⌃k⌃

1/2
X is a positive semidefinite matrix

so �i,k are non-negative. As a result, Lemma 3.3 reveals
that the function ↵k is non-negative for each task family
in this setting. In addition, by the characterization of
range space of W ⇤ in Theorem 3.2, its weighted sum
⇡k↵k as a function of R is non-increasing. Indeed, for
any given emergence rate function (↵k(R))Kk=1 (if the
emergence rates satisfy the aforementioned conditions),
we can devise the covariance matrices to obtain the
given emergence rates as a function of R.

Theorem 3.5 Let (↵k(R))Kk=1 be emergence rates

of K task families such that ↵k(R) � 0 andPK
k=1 ⇡k↵k(R) is non-increasing as a function of

R. Then, there exists a sequence of task covariances

(⌃k)Kk=1, noise level �
2
, and the task family probabili-

ties (⇡k)Kk=1 such that the problems follows the (↵ki)di=1

emergence profile for every k 2 [K] under the optimal

representation matrix W .

The proof of Theorem 3.5 is provided in A.

4 FEW-SHOT LEARNING

In this subsection, we consider a few-shot multitask
learning problem in which we are given K = T different
tasks where k

th task belongs to the k
th task family.

Specifically, the input/label distribution is obtained by
yki = �>

k xki + "ki for i 2 [Nk] where xki ⇠ DX ,�k ⇠
Dk, and "ki is a zero-mean subgaussian random variable
with variance �

2
k. Let ⌃T denote the sequences of

task family covariances (⌃k)Kk=1 and �
2
T denote the

sequences of noise levels (�2
k)

K
k=1. Let Ntotal be the

total number of samples from all of the task families,
which means Ntotal =

PK
k=1 Nk.

We define two different regions: (1) The under-
parametrized region represents the case where R < N

and (2) the overparameterized region represents the
case where R > N . In this part, we are interested in
the asymptotic risk in the overparameterized region,
thus we analyze the asymptotic risk as Ntotal �! 1
while preserving the ratio between d,R, and (Nk)Kk=1
where Nk < R  d. As we are in the over-parametrized
region, the solution of task-specific heads, hW

k are given
in (5). Our aim is to minimize the expected asymp-
totic risk by finding W assuming that the distributions
{Dk}Kk=1 and DX are known apriori.

W ⇤
FS := argmin

W
RFS(⌃T ,⌃X ,W ,�

2
T ) (9)

:= argmin
W

E

"
1

Ntotal

KX

k=1

kyk �XkWhW
k k2`2

#

= argmin
W

KX

k=1

Nk E
⇥
kWhW

k � �k)k2⌃X

⇤
+ �

2
k.

where the expectations are taken over �k ⇠ Dk, and
the training samples as the task specific heads hW

k are
determined based on the training samples.

In this section, we first formulate the risk and show
that a few-shot multitask learning problem can be re-
duced to an equivalent few-shot single-task learning
problem when the number of samples from different
tasks is equal. Next, we provide an efficient convex
optimization-based solution to the few-shot single-task
learning problem. Finally, we characterize the individ-
ual risk of each task and analyze their behavior.

4.1 Transforming Multitask Problems into

Single-Task Problems

In this subsection, we first reduce the dimension of
W from Rd⇥R to RR⇥R. Then, we share a risk char-
acterization of the few-shot multitask problem when
the representation matrix is inside RR⇥R. Using this
characterization, we prove that there exists a few-shot
single-task learning problem that is equivalent to any
few-shot multitask problem.

Before we start our analysis, we restrict the set of the
representation matrix W for which we minimize the
risk. Note that this assumption is needed to calculate
the optimal asymptotic risk and it is prevalent in the
literature (Wu & Xu, 2020).

Assumption 4.1 ⌃k,⌃X , and WW>
are jointly di-

agonalizable matrices for k 2 [K].

For any square invertible matrix V 2 Rd⇥d, define
W̃ = V W , ⌃̃k = V ⌃kV > for k 2 [K], and ⌃̃X =
(V >)�1⌃XV �1. Then, we derive the following:

RFS(⌃T ,⌃X ,W ,�
2
T ) = E

⇥
kWhW

k � �k)k2⌃X

⇤
+ �

2
k

= RFS(⌃̃T , ⌃̃X , W̃ ,�
2
T ) (10)

This means that we are able to apply a linear trans-
formation to the linear representation matrix W by
applying the appropriate transformation to the covari-
ance matrices. In addition to the linear transformation,
we also reduce the dimension of W by change-of-basis
and projection: Let W? 2 Rd⇥R be any matrix whose
columns span the orthogonal complements of the sub-
space spanned by the columns of W . Let xW 2 Rd

and xW? 2 Rd be the projections of x onto the column
spaces of W and W?, respectively. We rewrite (3) for
a single training sample as the following:

y = x>� + " = x>
W�W + x>

W?�W? + " (11)

In (11), we treat x
>
W�W as the signal and the re-

maining terms as noise. Note that the column rank
of W is R, therefore we can obtain an equivalent
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R�dimensional vector to xW by change-of-basis. By
defining a new few-shot multitask learning problem
based on xW and �W , we obtain the following propo-
sition:

Proposition 4.2 Suppose Assumption 4.1 holds. For

every U 2 Rd⇥R
whose columns are the eigenvectors of

the covariance matrices, there exists a unitary matrix

V 2 RR⇥R
such that the matrices ⌃̄X = U>⌃XU ,

⌃̄k = U>⌃kU , W̄ = U>WV , and the noise terms

�̄
2
k = �

2
k+trace(⌃X⌃k)�trace(⌃̄X ⌃̄k) for all k 2 [K]

satisfy that W̄ is diagonal and the following equality

holds:

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS(⌃̄T , ⌃̄X , W̄ , �̄

2
T )

The proof of this proposition is provided in Appendix
B. An important remark related to this proposition is
that ⌃̄X and ⌃̄k are diagonal as the columns of U are
eigenvectors of the covariance matrices.

As a result Proposition 4.2 and (10), we derive the
following:

RFS(⌃T ,⌃X ,W ,�
2
T )

= RFS(W̄
�1⌃̄T (W̄

>)�1
, W̄>⌃̄XW̄ , IR, �̄

2
T ) (12)

Note that Equation (12) reduces the diagonal matrix
W̄ to an identity matrix by modifying the feature and
ground truth covariance matrices, which enables us
to obtain a characterization of bRFS . Now, we are
ready to share the asymptotic risk characterization
in an overparameterized region where d,R,Nk �! 1
while preserving the ratios between d,R, and Nk. Fix
0 = R

d < 1, k = Nk
R < 1 for every k 2 [K].

Definition 4.3 Let dX , (dk)Kk=1 2 RR
be the vec-

tors such that diag(dk) := W̄�1⌃̄k(W̄>)�1
and

diag(dX ) := W̄>⌃̄XW̄

Assumption 4.4 Let dX ,i and dk,i be the i
th

ele-

ment of dX and dk, respectively. The joint em-

pirical distribution of {(dX ,i, (dk,i)Kk=1)} converges in

Wasserstein-p distance to a probability distribution

(⇤, (Mk)Kk=1) on R>0 ⇥ R for some p � 4. That is
1
R

P
i2[R] �(dX ,i,R(dk,i)Kk=1)

�! (⇤, (Mk)Kk=1). Further-

more, there exist cl, cu > 0 such that cl < dk,i, dX ,i <

cu for every k 2 [K] and i 2 [n].

Note that Assumption 4.4 (similar to Assumption 4.1)
is a standard assumption in random matrix theory
to obtain the asymptotic risk characterization in the
overparameterized asymptotic region. The following
theorem characterizes the asymptotic risk in a few-shot
multitask learning problem:

Theorem 4.5 Recall the random variables in Assump-

tion 4.4, and fix (k)Kk=1 > 1. Define parameter (⇠k)Kk=1

as the unique positive solution to the following equation:

E⇤

⇥
(1 + (⇠k⇤)

�1)�1
⇤
= 

�1
k k 2 [K] (13)

Further define the positive parameters (Bk)Kk=1 and

(⌦k)Kk=1 as follows:

Bk = E(⇤,Mk)


Mk⇤

(1 + ⇠k⇤)2

�
, (14)

⌦k = E⇤


k

(1 + (⇠k⇤)�1)2

�
(15)

Then, we have the following risk characterization:

RFS(⌃T ,⌃X ,W ,�
2
T ) =

1

Ntotal

KX

k=1

Nk
Bk + �̄

2
k

1� ⌦k
(16)

Proof of Theorem 4.5 is based on the distribution char-
acterization for linear Gaussian problem given in Chang
et al. (2020). The full proof is provided in Appendix
B.

The risk characterization provided in Theorem 4.5 en-
ables us to reduce the number of task families from
K to 1 when the number of samples from each task
family is equivalent. The reduction in the number of
task families can be performed by collapsing all ground
truth covariance matrices and noise levels into one co-
variance matrix and one noise level, respectively. To
formalize these statements, let us define a reduced
few-shot single-task problem as follows:

Definition 4.6 Consider a few-shot multitask prob-

lem with the feature covariance ⌃X , ground-truth co-

variances (⌃k)Kk=1, the noise levels (�2
k)

K
k=1, and the

number of sample N for each task. Define ⌃avg =
1
K

PK
k=1 ⌃k and �

2
avg = 1

K

PK
k=1 �

2
k. Then, the re-

duced few-shot single-task problem of the multitask

problem is defined by the feature covariance ⌃X , the

ground-truth covariance ⌃avg, the noise level �
2
avg, and

the number of samples N .

Theorem 4.7 Suppose the distributions (Dk)Kk=1 are

Gaussian and Assumptions 4.1 and 4.4 hold. Then, for

any W 2 Rd⇥R
whose column space is R�dimensional

the population risk for the few-shot multitask problem is

equivalent to that of single-task few-shot problem. That

is

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS(⌃avg,⌃X ,W ,�

2
avg)

The proof of Theorem 4.7 is based on the transfor-
mation of W to identity matrix in (12) and the risk
characterization in Theorem 4.5, which is provided in
Appendix B.

Note that the equivalence between the original few-shot
multitask learning problem and the reduced of that
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Figure 3: Comparison between average represen-
tation matrices and the optimal representation
when ⌃X = I100,⌃1 = diag(I50,050),⌃2 =
diag(050, I50), samples = (N1, N2),�2 = 0.

Algorithm 1 Solution of the Multitask Few-shot
Learning Problem

1: Given R,N,⌃X , (⌃k)Kk=1, and (�k)Kk=1

2: ⌃avg := 1
K

PK
k=1 ⌃k and �

2
avg := 1

K

PK
k=1 �

2
k

{Multitask to Single-task Few-shot Problem}
3: Ū = U [:, : R] where U⌃U> = ⌃1/2

X ⌃avg⌃
1/2
X

{Characterizarization of Range Space}
4: ⌃̄X = Ū>⌃X Ū and ⌃̄avg = Ū>⌃avgŪ

{Reducing the dimension from d to R}
5: �̄

2
avg = �

2
avg + trace(⌃X⌃avg)� trace(⌃̄X ⌃̄avg)

{Reducing the dimension from d to R}
6: Find Optimal (⇣i)Ri=1 by Gradient Descent in (17)
7: Create diagonal W̄ matrix: W̄i = (1/⇣i � 1)�1/2

{Convert ⇣i to Wi}
8: return W ⇤

FS = Ū⌃̄
�1/2
X W̄

problem is valid only when the number of samples from
each task family is equal. Figure 3 demonstrates that
when the task families have different numbers of sam-
ples the optimal representation matrix for the average
covariance matrices may show a non-monotonic behav-
ior even though the optimal policy is always monotonic
as R increases, which is shown in the following lemma:

Lemma 4.8 The optimal population risk with respect

to the optimal linear representation matrix W ⇤
FS is

non-increasing as R increases.

The proof of this lemma is provided in Appendix B.

4.2 Solution of Single-Task Problems

In the previous subsection, we reduce a multitask few-
shot problem to an equivalent single-task few-shot learn-
ing problem. In this subsection, we provide an efficient
convex optimization-based solution to a single-task few-

shot learning problem for a finite dimension R < d. In
addition, we obtain an equivalent strictly convex opti-
mization problem to the original problem by applying a
one-to-one map to the representation matrix W . This
enables us to obtain an efficient convex optimization-
based way to solve this problem. Note that the opti-
mization of representation matrix W for the single-task
few-shot learning is studied in Sun et al. (2021) and
Wu & Xu (2020). Different from these works, we prove
the strong convexity of the objective function, which
allows us to obtain an efficient method to solve the
single-task few-shot learning problem in this section
and to characterize the individual risk of each task
family in the next subsection.

The range space of representation matrix W deter-
mines which R dimensional subspace of d dimensional
space is utilized in the few-shot learning problem. The
eigenvalues of selected dimensions appear as the terms
Mk⇤ in (Bk)Kk=1 and the remaining eigenvalues of se-
lected features are added to noise terms (�̄k)Kk=1. The
next proposition characterizes the range space of the
representation matrix W with the help of Assumption
4.1.

Proposition 4.9 Suppose Assumptions 4.1 and 4.4

hold and recall the definition of E in Theorem 3.2.

The range space of W ⇤
FS is equal to the range space of

⌃�1/2
X E.

The proof of this proposition is provided in Appendix
C. With the help of Assumption 4.1, Proposition 4.9
allows us to characterize the terms (Mk⇤)Kk=1 in The-
orem 4.5. However, there are still free parameters of
⇤ in the risk expression. This means that character-
izing the range space of the representation matrix W
is not sufficient to minimize the average risk in the
overparameterized region. In addition to the range
space, it is also needed to characterize the magnitude
of each column vector in W . The magnitude of each
column vector is determined by the distribution or the
spectrum of the (Mk⇤)Kk=1, which will be justified in
the following theorem.

Theorem 4.10 Suppose Assumptions 4.1 and 4.4

hold. Fix  = R/N > 1, let M = 1
K

PK
k=1 Mk, and de-

fine the unique parameter ⇠ 2 R, the random variables

⇣ 2 [0, 1] and B as the following:

E⇤

⇥
(1 + (⇠⇤)�1)�1

⇤
= 

�1
⇣ = (1 + ⇠⇤)�1

Further define the function f : R �! R when the range

space of the representation matrix W as stated in

Proposition4.9 as follows:

f(⇣) =
E⇣,(M⇤)[M⇤⇣2] + �̄

2
avg

1� E⇣ [(1� ⇣)2]
(17)
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(a) Covariance spectrums of individual rasks

(b) Few-shot learning risks for the optimal representa-

tion associated with the spectrums in (a)

Figure 4: Demonstration of individual risk of the first task family and the average risk of both task families when
⌃X = I200, ⌃k is illustrated in (a), �2

k = 0, and N1 = N2 = 50.

Let C be the set of random variables ⇣ obeying Pr(⇣ 2
(0, 1]) = 1 and E[⇣] = 1 � 

�1
. Then, the following

hold:

min
W2Rd⇥R

RFS(⌃T ,⌃X ,W ,�
2
T ) = min

⇣2C
f(⇣) (18)

Furthermore, f(⇣) is strongly convex on C.

The proof of this theorem is provided in Appendix
C. Utilizing the results provided in Sections 4.1 and
4.2, Algorithm 1 finds an optimal representation matrix
W ⇤

FS for given finite values of representation dimension
R, the number of sample N , the covariance matrices
⌃X , (⌃k)Kk=1, and the noise levels (�k)Kk=1. Note that
the optimal representation matrix found in Algorithm
1 minimizes the risk when R, N . and d go to infinity
while preserving the ratio between them.

4.3 Behaviors of Individual Task Risks

In this subsection, we prove the uniqueness of individual
task family risks using the strong convexity proved in
the previous subsection. In addition, we show that
there are some scenarios where the individual task
family risk may exhibit a non-monotonic behavior in
the overparameterized region. In other words, the
emergence rates of task families might be negative.
Furthermore, we demonstrate some cases in which there
is more than one descent-ascent region. Note that
Chen et al. (2021) study a similar model and show
that they are able to design their multiple descent
curve by selecting an appropriate representation matrix
that is not restricted to the optimal representation
matrix. In this work, we prove the non-monotonic
behavior of individual task family risk for the optimal
representation matrix W that minimizes the average
risk of all task families.

The linear representation matrix is invariant with re-
spect to constant multiplication when the number of
samples from each task family is equivalent. Namely,
when ↵ 6= 0, we obtain the following:

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS(⌃T ,⌃X ,↵W ,�

2
T )

This equation is valid for individual task family risk as
well as the average risk of all task families and can be
easily shown using (5). This implies that we are able
to constrain the Frobenius norm of the representation
matrix W , which allows us to find a one-to-one map
between ⇣ and W . Using these relations, we prove the
following proposition:

Proposition 4.11 Suppose Assumption 4.1 holds,

and recall the definition of ⌃ in Theorem 3.2. Let

(�i)di=1 be the eigenvalues of ⌃ where �i � �i+1. If

�R > �R+1, then the individual risk of each task family

is unique with any optimal representation matrix W
that minimizes the average risk of all task families.

The proof of this proposition is provided in Appendix
D.

In Section 3, we prove that the individual risk of
each task family and the average risk is always non-
decreasing when N goes to infinity. Similarly, in
Lemma 4.8 we prove that the average risk of all task
families is non-decreasing in the overparameterized
region as well. However, there are certain scenarios
in which individual task family risk may exhibit non-
monotonic behavior inside the overparameterized re-
gion even though their average risk is monotonic. The
following lemma exemplifies such a case utilizing the
definition of emergence rates in Definition 3.4 and puts
a lower bound on the emergence rate of a task family:
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Lemma 4.12 Consider the scenario where ⌃X =
Ip+1, ⌃1 = diag(Ip,01),⌃2 = diag(0p,↵I1), �

2
1 = 0.

If 1/2 < ↵ < 1, then the emergence rate of the first

task family, ↵1(p+ 1), is negative.

The proof of this lemma is provided in Appendix D.
The scenario provided in Lemma 4.12 is exemplified
in Figure 1c. In addition to one descent-ascent region,
we can devise covariance matrices in Figure 4 such
that there are more than two ascent-descent regions
even though the average risk of both task families is
monotonic. This setting demonstrates the existence
of U-shape behavior in the multitask representation
learning problem.

Numerical Evaluations: We follow Model-Agnostic
Meta-Learning (MAML) Finn et al. (2017), Collins et al.
(2022) to demonstrate our findings in an experimen-
tal setting. We randomly initialize the representation
matrix W (0). At each iteration t, we sample M fresh
tasks from each task family with proper few-shot sam-
ples and reinitialize the task-specific heads as small
random variables. We then update each head once
based on its task’s gradient:

h0
k := hk � ⌘hrhkRFS

Using these updated heads h0
k, we update the represen-

tation matrix W following

W (t+ 1) = W (t)� ⌘WrWRFS

Following this, we conclude the iteration and start a
new one. Interestingly, these MAML updates can in-
deed exhibit inverse scaling and match surprisingly
well to the behavior of the theoretically-optimal rep-
resentation. In Figure 2a, we illustrate the effect of
different fresh task samples at each iteration whereas,
in Figure 2b, we illustrate the effect of the number of
total iterations.

5 DISCUSSION

In this work, we study the behavior of individual risk
associated with each task in a linear multitask learn-
ing problem. In the population risk analysis setting
in which the tasks have infinitely many samples, we
find the optimal representation matrix and precisely
characterize the individual risk of each task. In the
few-shot learning setting in which the tasks have a few
samples compared to the model size, we find the opti-
mal representation matrix through an efficient convex
optimization-based algorithm and prove the uniqueness
of individual risks under mild conditions. Then, we an-
alyze the individual risks of tasks and their emergence
rate for different conditions.

An important finding of this paper is that even though
the average risk of all tasks is always monotonic, the
individual risk of a task can be non-monotonic as the
model size grows in the few-shot learning similar to the
empirical findings of inverse scaling (Wei et al., 2022,
2023). Note that this non-monotonicity is different
from the double descent behavior introduced in Bartlett
et al. (2020). This double descent behavior is observed
on the transition from the underparameterized region
to the overparameterized region. On the other hand,
the non-monotonic behavior of individual risk that we
point out is observed when we are completely inside
the overparameterized region.

The future direction of this work includes the extension
of the current analysis to the case where the number
of samples from each task is not equal in the few-shot
learning part. In addition, the trade-off between the
cost of adding more dimensions and their effect on
the individual risk of each task can be further studied
utilizing the emergence rate concept.
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A Proof of Statements in Section 3

Observation A.1 (Restated Observation 3.1) The optimal representation matrix for population risk is equiv-

alent to the following:

W ⇤ = argmin
W

min
(ht)Tt=1

R(f) = argmin
W

KX

k=1

⇡k E�k⇠Dk


min
hk

k⌃1/2
X �k �⌃1/2

X Whkk2`2

�
.

Proof.

W ⇤ = argmin
W

min
(ht)Tt=1

R(f) (19)

= argmin
W

min
(ht)Tt=1

E

"
1

NT

TX

t=1

kyt �XtWhtk2`2

#
(20)

= argmin
W

KX

k=1

Nk E

min
hk

kXk�k + ✏k �XkWhkk2`2

�
(21)

= argmin
W

KX

k=1

⇡k E

min
hk

�>
k X

>
k Xk�k � 2�>

k X
>
k XkWhk + h>

k W
>X>XkWhk + ✏2k

�
(22)

= argmin
W

KX

k=1

⇡k E�k⇠DT ,k


min
hk

�>
k ⌃X�k � 2�>

k ⌃XWhk + h>
k W

>⌃XWhk + ✏2k

�
(23)

= argmin
W

KX

k=1

⇡k E�k⇠DT ,k


min
hk

k⌃1/2
X �k �⌃1/2

X Whkk2`2

�
(24)

where the expectations in (20) and (21) are taken with respect to �k,X, ✏ and the expectation in (22) is taken
with respect to �k and X.

Theorem A.2 (Restated Theorem 3.2) Assume that the eigenvalues of covariance matrices are greater than

0. Let ⌃ be the weighted covariance of all the tasks:

⌃ =
KX

k=1

⇡k⌃
1/2
X ⌃k⌃

1/2
X (25)

Let E = [e1, e2 . . . eR] where ei be the eigenvector corresponding to the i
th

maximum eigenvalues of ⌃. Then,

every W whose range space is equivalent to the range space of ⌃�1/2
X E in an optimal representation matrix.
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Proof. From observation A.1, we have the following:

W ⇤ = argmin
W

KX

k=1

⇡k E�k⇠DT ,k


min
hk

�>
k ⌃X�k � 2�>

k ⌃XWhk + h>
k W

>⌃XWhk

�
(26)

The optimal task-specific heads are given in (4) as follows:

hW
t = (XtW )†yt (27)

When we plug the task-specific heads in (26), we obtain the following:

W ⇤ = argmin
W

KX

k=1

⇡k E�k⇠DT ,k

⇥
��k⌃XW (W>⌃XW )�1W>⌃X�k

⇤

= argmax
W

KX

k=1

⇡ktrace
⇣
⌃1/2

X W (W>⌃XW )�1W>⌃1/2
X ⌃1/2

X ⌃k⌃
1/2
X

⌘

= argmax
W

trace

 
⌃1/2

X W (W>⌃XW )�1W>⌃1/2
X

✓ KX

k=1

⇡k⌃
1/2
X ⌃k⌃

1/2
X

◆!

Note that ⌃1/2
X W (W>⌃XW )�1W>⌃1/2

X is a linear map that projects a vector onto the range space of ⌃1/2
X W .

We know that trace of a matrix is equivalent to the sum of its eigenvalues. Therefore, in order to maximize the
trace, the projection matrix should select the maximum R eigen directions. As a result, if the range space of W
is equivalent to the range space of ⌃�1/2

X E, then trace is maximized.

Lemma A.3 (Restated Lemma 3.3) Let W ⇤
be an optimal representation matrix obtained in Theorem A.2.

Let (�i, ei) be the eigenvalues and eigenvectors of ⌃ defined in Theorem A.2 such that �i � �i+1 and keik`2 = 1

for i 2 [d]. Let �i,k = e>i ⌃
1/2
X ⌃k⌃

1/2
X ei. Then the population risk for the k

th
task is the following:

Rk(W
⇤) :=

1

N
E
⇥
kyt �XtW

⇤htk2`2
��t 2 Tk

⇤

= �
2
k +

dX

i=R+1

�i,k (28)

Proof. As the tasks inside a task family are independent and identically distributed, we have

Rk(W
⇤) = E

⇥
kyk �XkW

⇤hW
k k`2

⇤
(29)

where (Xk,yk) is an input/label of kth task family. Plugging in the optimal task-specific heads in (23), we obtain
the following similar to the proof of Theorem A.2:

Rk(W
⇤) = E�k⇠DT ,k

h
�>
k ⌃X�k � �k⌃XW ⇤(W ⇤>⌃XW ⇤)�1W ⇤>⌃X�k + ✏2k

i
(30)

= trace(⌃k⌃X )� trace
⇣
⌃1/2

X W ⇤(W ⇤>⌃XW )�1W ⇤>⌃1/2
X ⌃1/2

X ⌃k⌃
1/2
X

⌘
+ �

2
k (31)

(a)
=

dX

i=1

�i,k �
RX

i=1

�i,k + �
2
k (32)

=
dX

i=R+1

�i,k + �
2
k (33)

where (a) follows from the facts that the trace is the summation of eigenvalues and the range space of W ⇤ is
⌃�1/2

X E. Note that ⌃1/2
X W ⇤(W ⇤>⌃XW )�1W ⇤> is the projection matrix onto the column space of ⌃1/2

X W ⇤.
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Theorem A.4 (Restated Theorem 3.5) Let (↵k(R))Kk=1 be emergence rates of K task families such that

↵k(R) � 0 and
PK

k=1 ⇡k↵k(R) is non-increasing as a function of R. Then, there exists a sequence of task

covariances (⌃k)Kk=1, noise level �
2
, and the task family probabilities (⇡k)Kk=1 such that the problems follows the

(↵ki)di=1 emergence profile for every k 2 [K] under the optimal representation matrix W .

Proof. In this proof, we provide covariance matrices such that (↵k(R))Kk=1 are achieved. Let ⌃X = Id and the
ground-truth covariance matrices, (⌃k)Kk=1, are diagonal. The i

th diagonal element of ⌃k is ↵k(i) for i 2 [d� 1].
For the d

th diagonal element of ⌃k is 0. The fact that ↵k(R) is non-negative ensures that we can choose these
values as the diagonal elements of a covariance matrix. The fact that

PK
k=1 ⇡k↵k(R) is non-increasing ensures

that the optimal representation matrix chooses the first R diagonal elements of covariance matrices (⌃k)Kk=1.
This concludes the proof.

B Proof of Statements in Subsection 4.1

Assumption B.1 (Restated Assumption 4.1) ⌃k,⌃X , and WW>
are jointly diagonalizable matrices for

k 2 [K].

Proposition B.2 (Restated Proposition 4.2) Suppose Assumption B.1 holds. For every U 2 Rd⇥R
whose

columns are the eigenvectors of the covariance matrices, there exists a unitary matrix V 2 RR⇥R
such that

the matrices ⌃̄X = U>⌃XU , ⌃̄k = U>⌃kU , W̄ = U>WV , and the noise terms �̄
2
k = �

2
k + trace(⌃X⌃k) �

trace(⌃̄X ⌃̄k) for all k 2 [K] satisfy that W̄ is diagonal and the following equality holds:

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS(⌃̄T , ⌃̄X , W̄ , �̄

2
T ) (34)

Proof. Let U? 2 Rd⇥(d�R) be the matrix whose column space is the orthogonal complement to the column space
of U , whose columns are unit length, and whose columns are orthonormal to each other. Define xW = UU>x
and xW? = U?(U?)>x. Then, we rewrite the (3) for a single training sample as follows:

y = x>� + " = x>�UU> +U?(U?)>
�
� + " = x>

W�W + x>
W?�W? + " (35)

We treat xW and �W as feature and ground-truth and x>
W?�W? + " as noise term. Note that xW and �W are

inside the column space of W . Then, we change the basis of xW and �W to the columns of U . As the columns
of U are the unit length and orthogonal to each other, we can change the basis by multiplication: x̄W = U>xW ,
�̄W = U>�W and W̃ = U>W . Then, we have the following:

x̄W = U>xW = U>UU>x = U>x

�̄W = U>�W = U>UU>� = U>�

Note that this can be considered as the projections onto the R� dimensional subspace spanned by U . As a result,
the covariance matrices and the noise terms will be the following:

⌃̄X = U>⌃XU (36)

⌃̄k = U>⌃kU 8k 2 [K] (37)
�̄k = �k + trace(⌃X⌃k)� trace(⌃̄X ⌃̄k) 8k 2 [K] (38)

The only remaining thing is that there exists a unitary matrix V 2 RR⇥R such that W̄ = W̃V is diagonal.
Note that for any W and unitary matrix V 2 RR⇥R, if we consider WV as the representation matrix instead
of W , the risk does not change because the optimal header becomes V >hW

k instead of hW
k using (5). Then,

the population risk does not change. Let Ū 2 Rd⇥d be the concatenation of U and u?. Then, the singular
decomposition of W is Ū⌃̄V̄ >. Then, if we select V as V̄ , we obtain that U>WV = W̄ , which is diagonal and
gives the same risk. This completes the proof.

Definition B.3 Let dX , (dk)Kk=1 2 RR
be the vectors such that diag(dk) := W̄�1⌃̄k(W̄>)�1

and diag(dX ) :=
W̄>⌃̄XW̄
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Assumption B.4 (Restated Assumption 4.4) Let dX ,i and dk,i be the i
th

element of dX and dk, respectively.

We assume that the empirical distribution of (dX ,i, (dk,i)Kk=1) jointly converges to (⇤, (Mk)Kk=1) where ⇤ and

(Mk)Kk=1 are non-negative random variables. Furthermore, there exists cl, cu > 0 such that cl < dk,i, dX ,i < cu for

every k 2 [K] and i 2 [n].

Definition B.5 (Asymptotic distribution characterization- overparameterized regime) Chang et al.

(2020) Recall the random variables (⇤,Mk) in Assumption B.4, and fix 1 > 1. Define parameter ⇠ as the unique

positive solution to the following equation:

E⇤

⇥
(1 + (⇠⇤)�1)�1

⇤
= 

�1
1 (39)

Further define the positive parameters �k for every k 2 [K] as follows:

�k :=

✓
�
2
k + E(⇤,Mk)


Mk⇤

(1 + ⇠⇤)2

�◆�✓
1� E⇤


1

(1 + (⇠⇤)�1)2

�◆
(40)

With these and H ⇠ N(0, 1), define the random variables for every k 2 [K]:

X1,�2
k
(⇤,Mk, H) =

✓
1� 1

1 + ⇠⇤

◆p
Mk +

p
1

p
�k⇤�1/2

1 + (⇠⇤)�1
H (41)

Theorem B.6 [Asymptotic distribution characterization- Linear Gaussian Problem]Chang et al. (2020) Fix

1 > 1 and suppose Assumption B.4 holds. For every task k 2 [K], let

1

d

dX

i=1

�pR�̂k,i,
p
R�⇤

k,i,⌃X i,i
(42)

be the joint empirical distribution of (
p
R�̂k,

p
R�⇤

,⌃X ). Let f : R3 �! R be a function of PL(2) where PL(2) is

defined in Chang et al. (2020). We have that for every k 2 [K]

1

R
f

⇣p
R�̂k,i,

p
R�

⇤
k,i,⌃X i,i

⌘
P�! E


f

✓
X1,�2

k
,

p
RMk,⇤)

◆�
(43)

Theorem B.7 (Restated Theorem 4.5) Recall the random variables in Assumption B.4, and fix (k)Kk=1 > 1
and 0 = 1. Define parameter (⇠k)Kk=1 as the unique positive solution to the following equation:

E⇤

⇥
(1 + (⇠k⇤)

�1)�1
⇤
= 

�1
k k 2 [K] (44)

Further define the positive parameters (Bk)Kk=1 and (⌦k)Kk=1 as follows:

Bk = E(⇤,Mk)


Mk⇤

(1 + ⇠k⇤)2

�
⌦k = E⇤


k

(1 + (⇠k⇤)�1)2

�
(45)

Then, we have the following risk characterization:

RFS(⌃T ,⌃X ,W ,�
2
T ) =

1

Ntotal

KX

k=1

Nk
Bk + �̄

2
k

1� ⌦k
(46)

Proof. In (12), we state that

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS

✓
W̄�1⌃̄T (W̄

>)�1
, W̄>⌃̄XW̄ , IR, �̄

2
T

◆

Now, define a new few-shot multitask learning problem with the feature covariance matrix ⌃̃X := W̄>⌃̄XW̄ ,
ground truth covariance matrices W̄�1⌃̄T (W̄>)�1, such that the training samples are (X̃k, ỹk) and the heads
are h̃

W
k . Then, we can state the risk characterization for the diagonal W matrix as follows:

RFS

✓
W̄�1⌃̄T (W̄

>)�1
, W̄>⌃̄XW̄ , IR, �̄

2
T

◆
= E

"
1

Ntotal

KX

k=1

kỹk � X̃kh̃
IR
k k2`2

#

=
1

Ntotal

KX

k=1

Nk

�
E
h
kh̃IR

k � �̃k)k2⌃̃X

i
+ �̄

2
k

�
.
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Now, we are able to utilize Theorem B.6 in a way that we can consider �⇤
k as �̄k and �̂k as h̄IR

k for each task
family. Then, we obtain the following by utilizing Theorem B.6:

RFS(⌃T ,⌃X , IR,�
2
T ) =

1

Ntotal

KX

k=1

Nk

�
E
h
kh̃W

k � �̃k)k2⌃̃X

i
+ �̄

2
k

�

=
1

Ntotal

KX

k=1

Nk

⇣
E
h
kX1,�2

k
�
p

Mkk2⌃̃X

i
+ �̄

2
k

⌘

=
1

Ntotal

KX

k=1

Nk

 
E


Mk⇤

(1 + ⇠⇤)2
+

k�k

(1 + (⇠⇤)�1)2

�
+ �̄

2
k

!
(47)

Utilizing the fact that

�k =

✓
�̄
2
k + E(⇤,Mk)


Mk⇤

(1 + ⇠⇤)2

�◆�✓
1� E⇤


1

(1 + (⇠⇤)�1)2

�◆
=

Bk + �̄
2
k

1� ⌦k
(48)

and plugging this fact in (47) concludes the proof.

Definition B.8 (Restated Definition 4.6) Consider a few-shot multitask problem with the feature covariance

⌃X , ground-truth covariances (⌃k)Kk=1, the noise levels (�2
k)

K
k=1, and the number of sample N for each task. Define

⌃avg = 1
K

PK
k=1 ⌃k and �

2
avg = 1

K

PK
k=1 �

2
k. Then, the reduced few-shot single-task problem of the multitask

problem is defined by the feature covariance ⌃X , the ground-truth covariance ⌃avg, the noise level �
2
avg, and the

number of samples N .

Theorem B.9 (Restated Theorem 4.7) Suppose the distributions (Dk)Kk=1 are Gaussian and Assumptions

B.1 and B.4 hold. Let ⌃avg =
PK

k=1 ⌃k and �
2
avg =

PK
k=1 �

2
k. Define a single task few shot learning problem for

�avg that is zero-mean Gaussian random variable with covariance ⌃avg. The number of samples is N and the

noise level is �
2
avg :=

PK
k=1 �

2
k for the single task few-shot learning problem. For any W 2 Rd⇥R

whose column

space is R�dimensional, we have the following:

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS(⌃avg,⌃X ,W ,�

2
avg) (49)

Proof. In this proof, we apply the transformation in (12) and the result of Theorem B.7. Let U 2 Rd⇥R be a
matrix whose i

th column is the unit length and in the same direction as i
th column of W . Let (⇤, (Mk)Kk=1) and

(⇤̄, M̄) be the random variables defined in Assumption B.4 for multitask and single-task problems, respectively.
As the feature covariance are the same for two problems, we directly say that ⇤ = ⇤̄ By (37) and Definition B.8,
we have the following:

⌃̄avg = U>
✓ KX

k=1

1

K
⌃k

◆
U =

1

K

KX

k=1

⌃̄k =) M̄ =
1

K

KX

k=1

Mk (50)

Using (38) and (50), we obtain the following:

�̄avg = �avg + trace(⌃X⌃avg)� trace(⌃̄X ⌃̄avg)

=
KX

k=1

1

K
�k + trace

✓
⌃X
� 1
K

KX

k=1

⌃k

�◆
� trace

✓
⌃̄X
� 1
K

KX

k=1

⌃̄k

�◆

=
1

K

 
KX

k=1

�k + trace(⌃X⌃k)� trace(⌃̄X ⌃̄k)

!

=
1

K

KX

k=1

�̄k (51)

Let (⇠)Kk=1, (Bk)Kk=1, (⌦k)Kk=1, and (k)Kk=0 be defined for few-shot multitask learning problem. Let ⇠̄, B̄, ⌦̄, and
̄ be the corresponding parameters for the reduced few-shot single-task learning problem. Since the numbers of
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samples from all the task families in the multitask learning problem and the number of samples from the reduced
few-shot single-task learning problem are equivalent, we have ̄ = k for all k 2 [K]. Using (45) and (44), this
implies that

⇠̄ = ⇠k ⌦̄ = ⌦k 8k 2 [K]. (52)

On the other hand, using (45), (50), and (52), we have

B̄ =
1

K

KX

k=1

Bk. (53)

Using Theorem B.7 and (51), (52), (53); we obtain the following:

KX

k=1

RFS(⌃k,⌃X ,W ,�
2
k) =

KX

k=1

Bk + �̄
2
k

1� ⌦k

= K
B̄ + �̄avg

1� ⌦̄

= K bRFS(⌃avg,⌃X ,W ,�
2
avg) (54)

Using (9), we know that

RFS(⌃T ,⌃X ,W ,�
2
T ) =

1

K

KX

k=1

RFS(⌃k,⌃X ,W ,�
2
T ) (55)

which completes the proof with (54).

Lemma B.10 (Restated Lemma 4.8) The optimal population risk with respect to the optimal linear repre-

sentation matrix W ⇤
FS is non-increasing as R increases.

Proof. Let W ⇤
FS,R be an optimal representation matrix when the optimal representation matrix is in Rd⇥R. Let

W 0 2 Rd⇥R+1 such that the first R columns are equal to W ⇤
FS,R and the last column is 0. Then, W 0 achieves

the same risk as W ⇤
FS,R. This implies that

min
W2Rd⇥R

RFS(⌃T ,⌃X ,W ,�
2
T ) = RFS(⌃T ,⌃X ,W 0

,�
2
T ) � min

W2Rd⇥R+1
RFS(⌃T ,⌃X ,W ,�

2
T ) (56)

which completes the proof.

C Proof of Statements in Subsection 4.2

Proposition C.1 (Restated Proposition 4.9) Suppose Assumptions B.1 and B.4 hold and recall the definition

of E in Theorem A.2. The range space of W ⇤
FS is equal to the range space of ⌃�1/2

X E.

Proof. By Assumption B.1, we know that ⌃�1/2
X E and E have the same range space. We state in the theorem

as ⌃1/2
X in order to make a connection between the population risk analysis and few-shot learning settings easily.

In this proof, we prove that the optimal range space is E.

As the numbers of samples from each task family are equivalent, there exists ⌦ such that ⌦ = ⌦k for k 2 [K].
Using Theorem B.7, we have the following:

RFS(⌃T ,⌃X ,W ,�
2
T ) =

1
K

PK
k=1(Bk + �̄

2
avg)

1� ⌦
(57)

Note that for any range space of W , we have the same
PK

k=1 E[Mk⇤] + �̄
2
avg, because this is the total energy. The

range space of W divides the total energy into two parts, where one part is reserved for the noise and the other
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part is reserved for the signal. In the risk formula, the signal part is multiplied by a spectrum term 1/(1 + ⇠⇤)
that is less than 1 (see the definition of Bk in (45)). We are going to prove the following statement: If the range
space of W is the same as the range space of E, then the signal part is maximized when we are allowed to use R

dimensions instead of d dimensions.

Let C(·) represent the range space of a matrix. Assume that there exist W 0 2 Rd⇥R such that C(W 0) is not
equal to C(E) and W 0 provides a smaller risk compared to any W for which C(W ) = C(E). We are going
to construct W based on W 0 such that C(W ) = C(E) and W provides a risk that is smaller than or equal
to the risk achieved by W 0. Let W 0 = U 0⌃W 0V 0 be the singular value decomposition of W 0. By Assumption
B.1, we know that the columns of U 0 are eigenvectors of the covariance matrices. Now, we construct U . The i

th

column of U is equal to the i
th column of U 0 if this column is a column of E. If not, the i

th column of U is
equal to an arbitrary column from E0 that is not a column of U 0. Let ⌃̄X = U>⌃XU and ⌃̄

0
X = U 0>⌃XU 0

similar to Proposition B.2. Similarly, we define W̄ and W̄ 0 as in Proposition B.2. Then, we select ⌃W such
that W = U⌃W and W̄>⌃̄XW̄ = W̄ 0>⌃̄

0
XW̄ 0. This selection ensures that dX = d0

X , which implies that the
random variable ⇤ is the same for both of the W and W 0.

Now, we will prove that the risk induced by W is less than or equal to the risk induced by W 0. As we have the
same ⇤ for both of the representation matrices, ⌦ of both risks are the same. Additionally, the construction
of W guarantees that any realization of

PK
k=1 Mk⇤ is greater than or equal to the realization of

PK
k=1 M

0
k⇤.

(Mk and M
0
k are the random variables defined in Definition B.3 for W and W 0, respectively.) This means thatPK

k=1 E[Mk⇤] �
PK

k=1 E[M 0
k⇤]. Note that

Bk = E(⇤,Mk)


Mk⇤

(1 + ⇠⇤)2

�

In addition to that, the summation of the noise and signals are the same for every selection of the representation
matrix, i.e,

PK
k=1 E[MK⇤] + �̄

2
avg is the same for every selection of the representation matrix. Since the signal

part is multiplied by 1/(1 + ⇠⇤) < 1, then the risk will be smaller when the signal part is bigger. As we prove
that

PK
k=1 E[Mk⇤] �

PK
k=1 E[M 0

k⇤], the representation matrix W achieves a risk that is smaller than or equal to
the risk achieved by W 0, which is a contradiction. This completes the proof.

Theorem C.2 (Restated Proposition 4.10) Suppose Assumptions B.1 and B.4 hold. Fix  = R/N > 1, let

M = 1
K

PK
k=1 Mk, and define the unique parameter ⇠ 2 R, the random variables ⇣ 2 [0, 1] and B as the following:

E⇤

⇥
(1 + (⇠⇤)�1)�1

⇤
= 

�1
⇣ = (1 + ⇠⇤)�1

Further define the function f : R �! R when the range space of the representation matrix W as stated in Proposition

C.1 as follows:

f(⇣) =
E⇣,(M⇤)[M⇤⇣2] + �̄

2
avg

1� E⇣ [(1� ⇣)2]
(58)

Let C be the set of random variables ⇣ obeying Pr(⇣ 2 (0, 1]) = 1 and E[⇣] = 1� 
�1

. Then, the following hold:

min
W2Rd⇥R

RFS(⌃T ,⌃X ,W ,�
2
T ) = min

⇣2C
f(⇣) (59)

Furthermore, f(⇣) is strongly convex on C.

Proof. First part (Risk Equivalence): We apply Theorem B.7 to prove this theorem. As the numbers of
samples from each task family are equivalent, there exists ⌦ such that ⌦ = ⌦k for k 2 [K]. Using Theorem B.7,
we have the following:

RFS(⌃T ,⌃X ,W ,�
2
T ) =

1
K

PK
k=1(Bk + �̄

2
k)

1� ⌦

Using the definition of ⇣, M , ⌦, and �̄
2
avg; we obtain the advertised result.

Second part (Strong Convexity) : By Assumption B.4, we know that the random variables Mk and ⇤ have
upper and lower bounds that are strictly greater than zero. Therefore, the random variables M = 1

K

PK
k=1 Mk
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and ⇣ have upper and lower bounds that are strictly greater than zero. Furthermore, the multiplication of random
variables M⇤ is independent of ⇣ even though ⇣ is a function of ⇤. This is because M⇤ is characterized by
the columns of the representation matrix. As the columns are characterized in Proposition C.1. The term ⇣ is
characterized by the magnitude of each column. Therefore, we can treat E[Mk⇤] as a constant when we take the
derivative of the function f with respect to ⇣. Then, we obtain the following:

f(⇣) =
E⇣,(M⇤)[M⇤⇣2] + �̄

2
avg

1� E⇣ [(1� ⇣)2]

=
E⇣ [⇣2 E[M⇤]] + �̄

2
avg

1� E⇣ [(1� ⇣)2]

As the random variable ⇣ is upper and lower bounded, using the Dominated Convergence Theorem, the expectation
and the derivative with respect to ⇣ can be interchanged. Then, we obtain the following:

df(⇣)

d⇣
= �

2(E⇣ [⇣2 E[M⇤]] + �̄
2
avg)E⇣ [1� ⇣]

(1� E⇣ [(1� ⇣)2])2

Then, the second derivative is the following:

d
2
f(⇣)

d⇣2
=

2(E⇣ [⇣2 E[M⇤]] + �̄
2
avg)

(1� E⇣ [(1� ⇣)2])2
+

82(E⇣ [⇣2 E[M⇤]] + �̄
2
avg)E⇣ [(1� ⇣)2]

(1� E⇣ [(1� ⇣)2])3
(60)

The numerators in (60) are lower bounded by a term that is greater than zero since all of the terms are lower
bounded by Assumption B.4. On the other hand,

1� E[(1� ⇣)2] = 1� + (2E[⇣]� E[⇣2])
(a)
� 1� + E[⇣]
(b)
= 0

where (a) follows from the fact that ⇣ lower is bounded by 0 and upper bounded by 1 and (b) follows from the
fact that E⇤

⇥
(1 + (⇠⇤)�1)�1

⇤
= 

�1. Therefore, (60) is lower bounded by a term that is greater than 0. This
completes the proof.

D Proof of Statements in Subsection 4.3

Observation D.1 The linear representation matrix is invariant with respect to constant multiplication when the

number of samples from each task family is equivalent. Namely, when ↵ 6= 0, we have the following:

bRFS(⌃T ,⌃X ,W ,�
2
T ) = bRFS(⌃T ,⌃X ,↵W ,�

2
T ). (61)

Furthermore, the individual risk of each task family is also invariant to constant multiplication of W .

Proof. Define a new scaled few-shot multitask learning problem in a way that ⌃T ,scl = ⌃T , ⌃X ,scl = ⌃X ,
Wscl = ↵W , �T ,scl = �

2
T . Let (⇤scl, (Mk,scl)Kk=1) be the random variables defined in Assumption B.4 for the

scaled few-shot multitask learning problem. When the number of samples from each task family is equivalent, we
prove in Theorem B.9 that all we need is one variable for each task family: , ⇠,⌦,scl, ⇠scl, and ⌦scl. Using (36),
(37), and (38), we derive the following:

⌃̄X = ⌃̄X ,scl ↵W̄ = W̄scl

⌃̄k = ⌃̄k,scl �̄k = �̄k,scl 8k 2 [K].

Using these equalities, we obtain that

↵
2⇤ = ⇤scl

1

↵2
Mk = Mk,scl 8k 2 [K]. (62)
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By definition of ⇠ in (44), we derive ⇠ = ↵
2
⇠scl. By plugging all the corresponding variables in the definition of

(Bk)Kk=1 and ⌦ in (45), we obtain that

⌦ = ⌦scl Bk = Bk,scl 8k 2 [K] (63)

As a result, we prove that all the terms for both plain and scaled problems in the risk characterization of the
few-shot multitask learning problem are equivalent. Additionally, the individual risk of each task family is also
invariant to constant multiplication, which concludes the proof.

Proposition D.2 (Restated Proposition 4.11) Recall the definition of ⌃ in Theorem 3.2. Let (�i)di=1 be the

eigenvalues of ⌃ where �i � �i+1. If �R > �R+1, then the individual risk of each task family is unique with any

optimal representation matrix W that minimizes the average risk of all task families.

Proof. The fact �R > �R+1 implies that the range space of W ⇤
FS is unique. By Theorem C.2, we know that

there exists a unique ⇣ that minimizes the average population risk. By the definition of the random variable ⇣,
we have ⇠⇤ = 1

⇣ � 1. Note that ⇠⇤ is a random variable that satisfies

E⇤

⇥
(1 + (⇠⇤)�1)�1

⇤
= 

�1 (64)

This implies that the ratios between the magnitude of each pair of column vectors in W ⇤
FS are uniquely determined,

but ↵W ⇤
FS is another optimal representation if W ⇤

FS is an optimal representation and ↵ 6= 0. Using Observation
D.1, we know that scaling does not affect the individual risk of each task family, therefore the individual risk of
each task family is unique under any optimal representation matrix W ⇤

FS .

Lemma D.3 (Restated Lemma 4.12) Consider the scenario where ⌃X = Ip+1, ⌃1 = diag(Ip,01),⌃2 =
diag(0p,↵I1), �2

1 = 0. If 1/2 < ↵ < 1, then the emergence rate of the first task family, ↵1(p), is negative.

Proof. Define the following function f : R �! R for a given p and N as follows:

f(z) =
pz

2 + ↵(p+ 1�N � pz)2

1� 1
N (p(1� z)2 + (pz +N � p)2)

(65)

Using Theorem C.2, we obtain the following:

min
W2Rd⇥p+1

RFS(⌃T ,⌃X ,W ,�
2
T ) = min

z2[ p�N
p , p�N+1

p ]
f(z) (66)

For any ↵, p,N such that p > N and 1/2 < ↵ < 1, we have f(p�N
p ) > f(p�N+1

p+↵ ) > f( p�N+1

p+
p

↵/2
) and p�N

p <

p�N+1
p+↵ <

p�N+1

p+
p

↵/2
. Using the convexity of the function obtained from Theorem C.2, we state the optimal

z
⇤
>

p�N+1
p+↵ . On the other hand, as ↵ < 1, while optimizing f(z), we have p�N � pz

⇤  z
⇤, which shows that

z
⇤
<

p�N+1
p+1 . Let gp+1(z) represent the risk of the first task family when R = p+ 1. Then, these two findings

imply that

gp+1(z
⇤) =

pz
⇤2

1� 1
N (p(1� z⇤)2 + (pz⇤ +N � p)2)

(67)

� p((p�N + 1)/(p+ ↵))2

1� N
p+1

(68)

Note that when R = p, the risk of the first task family is the following:

gp(z
⇤) =

p((p�N)/p)2

1�N/p
(69)

When 1/2 < ↵ < 1, then the term in (68) is greater than the term in (69), which shows that the emergence rate
at p is negative.
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