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ABSTRACT
As reinforcement learning (RL) is increasingly used in safety-critical
systems, it is important to restrict RL agents to only take safe ac-
tions. Shielding is a promising approach to this task; however, in
multi-agent domains, shielding has previously been restricted to
environments where all agents observe the same information. Most
real-world tasks do not satisfy this strong assumption. We discuss
the theoretical foundations of multi-agent shielding in environ-
ments with general partial observability and develop a novel shield-
ing method which is effective in such domains. Through a series of
experiments, we show that agents that use our shielding method are
able to safely and successfully solve a variety of RL tasks, including
tasks in which prior methods cannot be applied.
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1 INTRODUCTION & RELATED WORK
Deep reinforcement learning is gaining popularity as a general
method to solve a wide variety of tasks [9, 10, 14]; however, training
requires extensive exploration [13], and trained agents may still
behave unpredictably [6], rendering RL potentially dangerous for
many applications. Shielding addresses this issue in fully [1, 3] and
partially observable [5, 8, 11] single-agent domains, but multi-agent
shielding currently requires assumptions on communication [7] or
observability [4, 12]. Therefore, we introduce a shielding method
for communication-free multi-agent domains with general partial
observability, and show that this method prevents safety violations.

2 DEC-POEAS, SAFETY, AND SHIELDING
A reinforcement learning environment may be complex: it may
have an infinite state space, a complex stochastic transition struc-
ture, and a reward function which is irrelevant for safe operation.
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Therefore, shielding methods usually take as input an abstraction
of the environment, and a safety specification defined over this
abstraction [1, 7, 12]. We introduce a new abstraction that is able
to capture partially observable multi-agent environments:

Definition 1 (Dec-POEA). A Decentralized Partially-Observable
Environment Automaton (Dec-POEA) is a tuple 𝜙 = (D, 𝑄,A =∏

𝑖∈D A𝑖 ,Ω = ∏
𝑖∈D Ω𝑖 ,𝑂 = ∏

𝑖∈D𝑂𝑖 , 𝛿, 𝑠0) where D is a set of
agents, 𝑄 is a set of states, A is the action space of all agents, Ω is
the set of joint observations, 𝑂 : 𝑄 → Ω returns the observation
for a given state, 𝛿 : 𝑄 ×A→ 2𝑄 represents the transition function
of the Dec-POEA, and 𝑠0 ⊆ 𝑄 is the set of possible initial states.

The joint action and observation spaces are the Cartesian product
of individual action and observation spaces for each agent.

A safety specification 𝛿 : 2𝑄×A represents a set of unsafe transi-
tions; for example, all transitions which result in a collision.

We assume that the user provides a Dec-POEA and safety spec-
ification that correctly abstracts the underlying environment; i.e.
a policy over 𝜙 that avoids any transition in 𝛿 corresponds to a
policy that acts safely in the underlying environment. We first apply
existing shielding methods [3, 7] to compute a Centralized Fully-
Observable Shield (CFOS) S : 𝑄 → 2A that maps an underlying
state in 𝜙 to a set of safe joint actions. A CFOS allows for deadlock-
free action selection: if a joint action in S(𝑞) leads to state 𝑞′, there
always exists at least one safe joint action in S(𝑞′). However, agents
cannot use S directly: they have no access to 𝑞, and the safe actions
for an agent depend on other agents’ chosen actions.

Therefore, our challenge is to find a set of individual shields that
each agent can follow that results in safe joint behavior:

Problem 1. Given CFOS S, find a set of Individual Shields D𝑖 :
Ω𝑖 → A𝑖 for each 𝑖 ∈ D such that at every state 𝑞 ∈ 𝑄 , the
Cartesian product ∏𝑖∈DD𝑖 (𝑂𝑖 (𝑞)) is a non-empty subset of S(𝑞).

3 CFOS DECOMPOSITION
While agents do not have access to the current environment state,
the agents can still infer some information about the state based
on their observation. Let 𝑅𝑖 (𝑜𝑖 ) = {𝑞 ∈ 𝑄 |𝑂𝑖 (𝑞) = 𝑜𝑖 }: for a given
𝑜𝑖 ∈ Ω𝑖 , the set of states which result in agent 𝑖 observing 𝑜𝑖 .

For joint action set𝑋 ⊆ A, let a decomposition of𝑋 be a sequence
of sets of individual actions 𝑋 [𝑖] ⊆ A𝑖 for 𝑖 ∈ D, where the product∏

𝑖∈D 𝑋 [𝑖] ⊆ 𝑋 . Let 𝑑𝑒𝑐(𝑋 ) be the set of all decompositions of 𝑋 .
Consider if we were to arbitrarily choose 𝐴(𝑞) ∈ 𝑑𝑒𝑐(S(𝑞)) for

every 𝑞 ∈ 𝑄 . The individual shields D𝑖 (𝑜𝑖 ) = ∩𝑞∈𝑅𝑖 (𝑜𝑖 )𝐴(𝑞)[𝑖] sat-
isfy the subset constraint given in Problem 1. We then test if this
intersection is non-empty for every observation—if so, this process
(denoted as the naive method) produces a shield; otherwise, it fails.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Figure 1: Illustration of the decomposition problem for an
environment with a small observation radius. If decomposi-
tions 𝑑11 and 𝑑21 are chosen for states 1 and 2 respectively, the
circle agent has no safe actions available when it observes
that it is in the top-left and does not see triangle. Any other
combination of decompositions would be safe.

If the naive method fails on an arbitrarily chosen set of decompo-
sitions, it is possible to test other decompositions for non-emptiness
via brute-force search; however, this would be extremely inefficient.
Rather, it is possible to define the problem in terms of boolean con-
straints, enabling us to use state-of-the-art SAT solvers to efficiently
find a solution, or to confirm that no solution exists [2].

Our formulation contains three types of constriants, as follows:∧
𝑞∈𝑄,𝑑𝑞 ∈𝑑𝑒𝑐(S(𝑞)),𝑖∈D,𝑎∈(A𝑖\𝑑𝑞[𝑖])

𝐴(𝑞) = 𝑑𝑞 =⇒ 𝑎 /∈ D𝑖 (𝑂𝑖 (𝑞)) (1)∧
𝑞∈𝑄

∨
𝑑𝑞 ∈𝑑𝑒𝑐(S(𝑞))

𝐴(𝑞) = 𝑑𝑞 (2)∧
𝑖∈D,𝑜𝑖 ∈Ω𝑖

∨
𝑎∈A𝑖

𝑎 ∈ D𝑖 (𝑜𝑖 ) (3)

We encode these constraints into SAT clauses, with one class of
variables to represent 𝐴(𝑞) = 𝑑𝑞 , and another class of variables to
represent 𝑎 ∈ D𝑖 (𝑜𝑖 ). We refer to this process as the SAT method.

It is also possible to incorporate history into this process by
constructing a modified Dec-POEA 𝜙∗ such that each state in 𝜙∗

corresponds to a 𝑛-step sequence of states in 𝜙 . The modified tran-
sition function 𝛿∗((𝑞𝑡−𝑛, . . . , 𝑞𝑡 ), 𝑎) = (𝑞𝑡−𝑛+1, . . . , 𝛿(𝑞𝑡 , 𝑎)), and ob-
servation function 𝑂∗((𝑞𝑡−𝑛, . . . , 𝑞𝑡 )) = (𝑂(𝑞𝑡−𝑛), . . . ,𝑂(𝑞𝑡 )).

4 EXPERIMENTS
We use environments Gridworld-Collision (GC) and Particle-
Momentum (PM-P for position-only observation; PM-PV to ob-
serve position and velocity) found in earlier shielding works [7, 12],
and introduce two new environments that include partial observ-
ability: InNearby-Obs-2 (NO-2), we re-use the maps and dynamics
from Gridworld-Collision, but restrict observations of agent loca-
tions to a radius of 2. In Flashlight (Fl-6, Fl-10), agents only observe
other agents up to one unit away on a 6x6 or 10x10 grid, but have
an action available to temporarily increase this distance to 5; after
doing so, the agents must wait a number of steps of “recharge time”
prior to being able to increase the visibility again.

Training and evaluation setups for GC and PM replicates [12] as
closely as possible. For NO-2, Fl-6, and Fl-10, we add a recurrent

Table 1: Average sum of RL rewards over 100 test episodes
and minimum history length (superscript) for which decen-
tralization succeeds. GC andNO-2 show results formap “ISR”.
Unshielded agents include total safety violations during test-
ing. Shielded agents incur zero safety violations. Prior work
[12] fails to decentralize a shield for NO-2.

Env [12] Naive SAT Central None (Violations)

GC 76.1 87.40 85.70 86.9 83.6 (2.0)
PM-PV 94.6 94.8 0 94.8 0 94.6 94.3 (1.6)
PM-P 83.1 84.4 1 86.6 1 81.3 52.7 (100.3)
NO-2 - 75.7 0 81.0 0 66.3 1.2 (140.7)

Table 2: RL performance for Fl-6 and FL-10, with varying
recharge times (RT), and history length (𝑛 = 0, 1 for SAT).
Shield decentralization fails with [12] or naive method.

Env RT SAT-0 SAT-1 Central None (Violations)

Fl-6

3 -0.6 77.6 84.1 84.4 (4.6)
4 -52.3 74.5 84.0 84.1 (5.6)
5 -53.6 58.3 83.2 84.1 (4.1)
6 -59.2 40.3 80.4 83.3 (5.7)

Fl-10 2 -49.9 48.5 38.3 20.4 (32.7)
3 -51.3 52.4 29.7 26.4 (9.5)

layer to the PM agent (sequence length of 4), anneal to and evaluate
with 𝜖 = 0, set 𝛾 = 0.98, and report discounted sum of rewards.

Tables 1 and 2 show average sum of rewards over 10 seeds
(50 seeds for NO-2) using random starting locations. Our method
uniquely succeeds for enforcing a safety specification without com-
munication between agents, and often performs comparably to
agents with a centralized shield. Augmenting the shield with his-
tory can improve performance by allowing for additional safe ac-
tions, even when history is not strictly necessary to enforce safety.
Note that RL task performance was generally high-variance, but all
executions with shielded agents have zero safety violations.

5 CONCLUSION
Multi-agent shielding was previously limited to domains with com-
munication, or where all agents observed enough information to
determine the environment state. This paper presents, to our knowl-
edge, the first shielding method without such assumptions; the re-
sulting shields are often permissive enough to allow agents to solve
reinforcement learning problems under a shielding protocol. We are
currently investigating methods to further improve the scalability
of this method, and we plan to develop a process for iteratively
improving a shield to increase resulting RL performance.
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ETHICS STATEMENT
Shielding can be a powerful tool to prevent mistakes as the result of
an incorrectly trained RL agent. However, as with other shielding
works, there is an inherent risk that the creator or user of an RL
system could be overconfident in a shielded RL agent—it is possible
for an environment or safety specification to be incorrectly spec-
ified, or for there to be a bug in the implementation of the shield
synthesis tool. Care must be taken when applying shielding to a
given problem, and there should be redundant systems in place for
any safety-critical process.
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