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Abstract

In digital markets comprised of many compet-
ing services, each user chooses between multiple
service providers according to their preferences,
and the chosen service makes use of the user data
to incrementally improve its model. The service
providers’ models influence which service the
user will choose at the next time step, and the
user’s choice, in return, influences the model up-
date, leading to a feedback loop. In this paper, we
formalize the above dynamics and develop a sim-
ple and efficient decentralized algorithm to locally
minimize the overall user loss. Theoretically, we
show that our algorithm asymptotically converges
to stationary points of of the overall loss almost
surely. We also experimentally demonstrate the
utility of our algorithm with real world data.

1. Introduction

Online services, ranging from social media and music
streaming to chatbots and search engines, collect user data
in real time to make small adjustments to the models they
use to serve and personalize content. Such digital platforms
must contend with the demand for instant action, handle
continuous data streams, and update their models in an in-
cremental manner. For example, music streaming services
continuously process new feedback from user interaction
data to refine and enhance their personalized playlist and
recommendation models (Prey, 2016; Eriksson et al., 2019;
Anderson, 2013; Morris, 2015; Webster, 2023). Search
engines analyze user queries and click through rates to per-
sonalize future search suggestions (Yoganarasimhan, 2020;
Bi et al., 2021; Ustinovskiy & Serdyukov, 2013). Chatbots
learn from user interactions to provide more accurate and
context-aware responses over time (Clarizia et al., 2019;
Shumanov & Johnson, 2021; Ma et al., 2021).
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Moreover, due to the data-driven nature of digital plat-
forms, interesting dynamics emerge among users and ser-
vice providers: on the one hand, users choose amongst
providers based on the quality of their services; on the other
hand, providers use the user data to improve and update
their services, affecting future user choices (Ginart et al.,
2021; Kwon et al., 2022; Dean et al., 2024; Jagadeesan et al.,
2023a). For example, in personalized music streaming plat-
form, a user chooses amongst different music streaming
platforms based on how well they meet the user’s needs.
Data from the user’s interaction with the platform (such as
the music user searches for, saves, or skips) can be used to
update its recommendation model in order to better predict
users’ listening habits and create personalized playlists. The
newly updated model affects how well the platform will
meet a new user’s needs, impacting the future user choice.

In this paper, we study the dynamics of such interactions
between users who choose and services which update their
models. Our focus is on streaming data, meaning that data
points arrive sequentially, uncoordinated services, mean-
ing that data is not shared, and imperfectly rational users,
who do not always select the best performing service. In
particular, we study a range of imperfect user behaviors
to account for the fact that while users prefer better per-
forming services, they might make mistakes or have limited
information. The degree of imperfection is characterized by
the parameter (: with probability (, users choose amongst
service providers uniformly at random, while with proba-
bility 1 — (, they choose the best performing model (i.e.
the one with the lowest loss). This setting is challenging
due to the fact that services have only limited information:
they observe only the data points of users who choose them.
Indeed, each service must contend with sampled data from
a high non-stationary distribution. Despite these challenges,
we propose a simple decentralized algorithm, Multi-learner
Streaming Gradient Descent (MSGD), and show that it con-
verges to fixed points with desirable properties.

Our analysis rests on the observation that user sub-
populations are naturally induced by the selection between
models. Of course, these sub-populations are highly non-
stationary and evolve in feedback with model updates. Prior
work shows that the coupled evolution of users and models
gives rise to nonlinear dynamics with multiple equilibria.
Ginart et al. (2021) and Dean et al. (2024) empirically and
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theoretically demonstrate that services will specialize when
they repeatedly retrain their models on distributions induced
by user selection dynamics. However, this prior work does
not adequately handle the realistic setting in which user data
is sampled from the population and arrives in a streaming
manner. When services only observe data from a single user
at each time step, they have only partial information about
the loss, so model updates cannot guarantee monotonic im-
provements in performance. Our key insight is to connect
streaming data and user choice to induced sub-populations.
This allows us to analyze our algorithm with tools originally
developed in the context of stochastic gradient descent.

In summary, our contributions are: (1) We formalize the
dynamics of streaming users choosing amongst multiple ser-
vice providers using the notion of induced sub-populations.
By considering imperfectly rational users and streaming
data, our setting is general and practical. (2) We provide
Multi-learner Streaming Gradient Descent (MSGD), an in-
tuitive and efficient algorithm in which service providers
simply perform a step of gradient descent with the single
user loss when they are chosen. (3) We theoretically prove
that the proposed algorithm converges to the local optima
of the overall loss function, which quantifies the social
welfare of users. We empirically support our result with
experiments' on real data.

2. Related Work

We discuss three strands of related work.

First, learning from non-stationary distributions has roots
in concept drift, which studies the problem of learning
when the target distribution drifts over time (Bartlett, 1992;
Bartlett et al., 2000; Kuh et al., 1990; Gama et al., 2014). For
arbitrary sources of shifts, it is difficult to creating unified ob-
jective (Gama et al., 2014; Webb et al., 2016). Performative
prediction (Perdomo et al., 2020) simplifies the problem by
assuming the distribution is induced by the deployed model.
Most closely related to our setting is multi-player performa-
tive prediction (Li et al., 2022; Narang et al., 2023; Piliouras
& Yu, 2023). However, the shifts considered in this liter-
ature do not adequately model the partition distributions
induced by (bounded) rational user choice.

Second, learning when users choose has been studied from
several perspectives, including opting-out (Hashimoto et al.,
2018; Zhang et al., 2019), data consent (Kwon et al., 2022;
James et al., 2023), competition between strategic learn-
ers (Ben-Porat & Tennenholtz, 2017; 2019; Jagadeesan et al.,
2023a;b), and strategic users (Shekhtman & Dean, 2024).
Most closely related our work are papers by Ginart et al.
(2021); Dean et al. (2024); Bose et al. (2023) who charac-

'Code can be found at
sdean—-group/MSGD

https://github.com/

terize the specialization that results from the combination
of user choice and model retraining. These works form a
conceptual foundation for our paper, but they do not provide
insight into the streaming data setting that we study.

Third and lastly, learning from streaming samples has been
studied extensively, with many algorithms based on gradient
descent (Yang et al., 2021; Wood et al., 2021). Of partic-
ular relevance to our analysis is work on stochastic gradi-
ent descent for nonconvex functions (Arous et al., 2021;
Li & Orabona, 2019; Cutkosky & Orabona, 2019), dis-
tributed stochastic gradient descent (Swenson et al., 2022;
Cutkosky & Busa-Fekete, 2018) and in particular works
connecting this perspective to clustering algorithms (So
et al., 2022; Tang & Monteleoni, 2017; Cohen-Addad et al.,
2021; Liberty et al., 2016; Tang & Monteleoni, 2016), which
share similar structure to the specialization that results from
MSGD.

3. Problem setting

In this section, we formalize the interaction dynamics be-
tween users and service providers.

Notation Let P be the data distribution on user data space
X C R?. Let z be a data point of d dimensions, i.e., x € R,
Denote x ~ P if data is drawn from distribution P. Without
loss of generality, we assume that P is a density. Given a
set S C X with positive probability mass P(S) > 0, we
denote the distribution obtained by restricting PP onto .S as
Pls-

Denote the tuple of k services providers’ models by © =
(61, ,0x). For the sake of presentation, we slightly abuse
notation and refer the model parameter 6; as service provider
7’s model. Given a loss function ¢, the loss of model 6 for
a user with data z is £(x, 0). The loss measures the perfor-
mance of model 6 for user =, with low loss corresponding to
good performance. For example, user data = = (z,y) may
contain both features x and a label y, and 6 parameterized a
model which predicts the label from the features, e.g. 6 z.
For a regression problem with squared loss, we would have
(((z,y),0) = (0T z — y)2. In a classification setting, we
could similarly define ¢ as logistic loss.

3.1. User-Service Interaction Dynamics

Streaming Data from Users Data comes from users se-
quentially: at each time step ¢, a user ¢ ~ P selects among
service providers according to their preferences, and com-
mits their data to the selected provider. Our notion of data
and user is rather general: at one end of the spectrum, all
data could come from a single individual, who distributes
specific tasks among different service providers. At the other
end, each data point could come from a different individual
within a larger population.
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User preferences for different models can be evaluated by
the loss functions (¢(z?,6%),--- ,£(x?,6})). If users were
perfectly rational and had perfect information, they would
always choose the model with the lowest loss function. How-
ever, considering humans may not have full information
when making decisions and the fact that humans sometimes
make mistakes, we study a more generalized setting where
users may have only bounded rationality. Instead of always
choosing the model with the lowest loss, we allow users to
make mistakes: with probability ¢, they choose randomly
among all the models, while with probability 1 — (, they
choose the model that suits them best. This randomness cap-
tures the fact that, unlike algorithms and computers, humans
are not always stable when making decisions. They may
choose randomly because they don’t know how to make a
choice (due to limited information) or because they don’t
bother to do the optimization (they just don’t care much
about which service provider to choose). We refer to this
mode of user behavior as a no preference user to describe
user who “has trouble thinking straight or taking care for
the future but who at the same time is actuated by a concern
with being fair to other people” (Posner, 1997). When users
select models according to their preference, we call them a
perfect rational user, who chooses the best means to the
chooser’s ends (Posner, 1997).

We remark that there are other user behavior models in the
literature such as the Boltzmann-rational model (Ziebart
et al., 2010; Luce, 2005; 1977) where users choose propor-
tionally to e=*“*%) and o controls the user rationality.
Though not in scope of our present results, we provide fur-
ther discussion on this behavior model in Section 4.3, as
this could be of interest to consider in future work.

Model Updates by Services At each time step ¢, once the
user makes a choice, only the chosen service provider ¢ re-
ceives the data z*. In general, services have no information
about the user population P other than the data points of
users who selected them. This differs from the usual stream-
ing setting where models see every sampled data point and
user choice plays no role. It is also distinct from the setting
in which models receive more than a single sample and can
estimate the full distribution of users choosing them. Unlike
the usual streaming setting, services cannot repeatedly sam-
ple from the same distribution because users choices change
in feedback. Indeed, services only observe a single sample
from time-varying distributions, which is not enough to esti-
mate the distribution. As a result of these challenges, it is
natural to consider a streaming algorithm that immediately
and incrementally updates models based on each observed
data point. We introduce such an algorithm in Section 3.

Once the selected service updates its model based on data
it receives, the same user-service dynamics repeats at the
next time step ¢ + 1. The new data point 2**! arrives and is

assigned to a service provider based on user choice over the
new models ©¢F! = (911, ... o1,

3.2. Learning Objective

Given the interaction between model quality and user choice,
what is the right learning objective? In the traditional setting,
machine learning aims to minimize the expected loss over
the entire population: E,.p[¢(z,6)]. However, this fails
to account for the fact that users tend to choose the best
performing model. Motivated by the goal of providing users
with the highest quality services we aim to minimize the
average loss experienced by users, which we refer to as
the overall loss function. This objective can be understood
as minimizing the loss of the distribution induced by the
parameters, similar to the notion of performative optimality
introduced by Perdomo et al. (2020).

For ease of presenting the overall loss function, we now in-
troduce the following notation related to the subpopulations
induced by ©: X(0) = (X1(0),X3(0), -+, Xx(0)) is
the data partitioning on X" induced by O, where X, (0) is
the set {z : i € argminjep £(z,0;) | ©}. Let a(©) =
(a1(0©),- -+ ,ar(©)) be the proportion of the population P
contained in X;(©). Naturally, we have Zle a;(©) = 1.
Finally, D(©) = (D1(0),--- ,Dy(0)) is the distribution
within each partition, where each D;(0©) is obtained by re-
stricting P onto partition X;(0), i.e., D;(0) = P|x, (o)
Note for fixed ©, X (0), a(©) and D(O) are all fixed.

To make the models identifiable, and to ensure the above
partitions/distribution notations being well-defined, we ad-
ditional assume the service providers don’t have exact the
same model.

Assumption 1. Vi,j € [k], 0, # 0;,Vi # j.

This assumption says that the services providers have dif-
ferent parameters, which is realistic considering that the
service providers don’t share parameters.

Using this notation of induced distributions, we can formally
define an objective function that prioritizes user experience
We will start by defining the learning objective under ratio-
nal user behavior and then extend it to bounded rationality
setting.

Perfect Rationality For perfectly rational users and a
fixed ©, model i is faced with data sampled  ~ D;(©).
Namely, « is sampled from a distribution supported on
X;(0©), where all the € X;(0) prefer model 6; over all
the other models ¢; for j € [k] with j # i. The set X;(O)
can be understood as a subpopulation naturally induced by
the models © and user preference; that is, users choosing
the same service provider make up a single subpopulation.
The expected loss of service provider ¢ over the induced sub-
population can be written as E,..p,(e)[¢(z,0;)]. In order
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to write the overall loss function, we need to consider all
models. Since a;(©) is the portion of subpopulation X;(©)
within the total population P, the overall learning objective
under perfect rationality can be written as

k

fer(©) =) ai(©)

=1

. xwg__i(@)[((% ;)] 1)

This expression can also be understood as the expected loss
over users x sampled from the population P and models
0 sampled according to rational user choice. From this
perspective, the expression in (1) is the result of applying
the tower property of expectation and conditioning on the
model choice being i. Now we extend this loss function to
bounded rationality.

Bounded Rationality A perfectly rational user would
deterministically choose service 6; to minimize their loss
{(z,0). However, due to the complexity and uncertainty
in real world decision making, such as limited knowledge,
resource, and time, users don’t always act to maximize
their utility (Selten, 1990; Jones, 1999; Gigerenzer & Sel-
ten, 2002). As a result, they might just randomly choose
a service provider due to limited time or imperfect infor-
mation. We refer to this as a user with bounded rationality.
We introduce the parameter ( to characterize this user be-
havior: with probability 1 — (, users rationally choose the
model §; which minimizes their loss, and with probability
(¢, they choose uniformly at random amongst all the mod-
els © = (61, -+ ,0). Conditioned on this latter event, the
probability that the user selects model 4 is 1/k for all ¢ € [k].
Conditioned on a perfectly rational choice, the probability
that the user selects model 4 is zero unless x € X;(©). Com-
bining these two events, the expected loss for users sampled
from population P and models sampled according to the
user choice is

7€) = £ [3 (- 0n.)+ $)ew.0)], @

=1

where we define 1,(z, ©) = 1{z € X,(0)}. This expected
loss defines the learning objective in the bounded rationality
setting. Compared to perfect rationality, the learning ob-
jective under bounded rationality accounts for the fact that
users may not always select the best service for them.

4. Multi-learner Streaming Gradient Descent

In this section, we investigate important properties of the
learning objective and then present an algorithm for the
multi-learner setting which works for both perfect and
bounded rational users.

4.1. Properties of Learning Objective

We begin by deriving some important properties of the learn-
ing objective f(©), laying the groundwork for the subse-
quent sections. Formal proofs of these properties are pro-
vided in Appendix B.

Property 1: Decomposability. With some simple alge-
braic manipulation of f(©), we can decompose f(O) as

f(©)=(1-¢) frr(©) + ¢ fur(©), where
fe(©) = § Xl | E (. 6]

represents the loss function when users have no preference
over the services providers. When ¢ = 0, the learning
objective reduces to perfect rationality fpgr(©); when ¢ = 1,
the it reduces to “no preference” fnp(O).

Property 2: Boundedness. f(©) is lower bounded by
fer(©) and upper bounded by fxp(©), ie., frr(©) <
f(©) < far(O).

We now make a set of common assumptions on the loss as a
function of parameters: ¢(z, -).

Assumption 2. Assume for all z € X, the loss function
¢(z,-) is non-negative, convex, differentiable, L-Lipschitz,
and 3-smooth.

Property 3: Non-convexity. When /(z,0) is convex in
0, fnp(©) is convex in O, but since fpgr(O) is generally
non-convex, f(©) is also non-convex when ¢ < 1.

In Figure 1, we give a simple example in which the loss
fpr(O) is non-convex. In this example, we let P be a uni-
form distribution over the interval [0, 1], the number of ser-
vices k = 2, and the loss function to be £(z,0) = (z — 6)2.
Full details are provided in Appendix B.2.

Since f(©) is generally non-convex, we aim to design al-
gorithms whose outputs converge to local optima, i.e. the

Figure 1. Example of fpr(©) being non-convex.
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Algorithm 1 Multi-learner Streaming Gradient Descent
(MSGD)

Input: Rationality parameter ¢; loss function ¢(-,-) >

0; Initial models ©° = (#Y,---  6?); Learning rate
{n'}i2.
fort=0,1,2,...,7 do

Sample data point z ~ P,

User selects best model 7 = arg min; ¢ £(x, 9;) w.p.
1 — ¢, otherwise the user selects ¢ from {1, ..., £} uni-
formly at random w.p. .

The selected model i receives data and performs a
gradient step: 0171 = 0! — n'*+1 . Vi(z,0!), while all
other models remain the same 9;*1 = 9§ for all j # i.
end for
Return 67

stationary points of learning objective f(O).

Definition 4.1. (Stationary Points) The stationary points of
a differentiable function f(©) are {© : Vf(©) = 0}.

Remark 4.2. While stationary points are local minima of
the f(O) objective, they are global minima for a decoupled
objective where the effect of © on the partition is not ac-
counted for. As we will show in the proof of Lemma 4.3,
stationary points contains the points where each model is at
the global optimum of the induced distribution of users that
they see.

4.2. Multi-Learner Streaming Gradient Descent

‘We propose an intuitive and simple algorithm, Multi-Learner
Streaming Gradient Descent (MSGD), presented in Algo-
rithm 1. We write the algorithm to reflect the setting (Section
3.1) from both the user and the learner side.

On user side, a user comes into the digital platform at
each time step. The user selects a model amongst service
providers according to their preference and rationality. The
user shares their data only with the selected service. We
emphasize that these steps reflect the user behavior, which
is not under the control of service providers or algorithm
designers. On the learner side, one service will receive data;
this service computes the gradient of the loss for this single
user and then performs a gradient descent step. Because the
services are not coordinated, the parameters of the models
that were not selected remain the same. We denote model
parameter tuple at time ¢ as ©' = (#%,---,6%). At each
time step, the selected model ¢ updates with a gradient step
Ot < 0t — !t Ve(x,6%). In the next time step t + 1, a
new user will arrive and decide which model to select based
on the updated model parameters ©'*1,

MSGD is practical due to three main advantages. First, it is

computationally affordable, memory efficient and privacy-
conscious. At each time step, when a data point arrives, the
service only has to perform a lightweight gradient descent
step, which enables services to adapt quickly to incoming in-
formation without using extensive computational resources.
Moreover, no extra storage is needed to retain the past user
data, which may also address privacy concerns. Second,
MSGD is amenable to the partial information setting: ser-
vices do not need to know anything other than the data they
receive. Third, MSGD handles non-stationary user distribu-
tion: user preferences update along with model parameters.
Despite the overall user population being constant, the sub-
population that will choose a specific model evolves over
time. To enhance user experience, service providers opti-
mize over the population that chooses them, i.e., D;(0),
which not a static distribution but a function of ©.

Although the gradient update from learner side in Algo-
rithm 1 is intuitively simple, it is not straightforward to see
whether Algorithm 1 will perform well with respect to the
overall objective f(O). One challenge arises due to the fact
that f(©) is non-convex. Even focusing on convergence to
local optima (Definition 4.1) leaves several additional chal-
lenges. First, notice that instead of updating all the learners
at the same time with batched data, in MSGD, learners
are updated asynchronously, one at a time depending on
user choice, fostering the potential for competition amongst
learners. Indeed, an update to model 7 can affect the distribu-
tion of users selecting any model j # i, meaning that each
model must content with a highly non-stationary distribu-
tion. Moreover, since the update uses the gradient of a single
data point, rather than the gradient of the objective f(O), we
can’t guarantee that the update will decreases f(©) (which
would imply convergence to a local optimum). It might
be natural to consider something like the learner expected
loss E,p, o) [{(x,0;)] which would measure the local per-
formance of each model. However, due to the streaming
nature of the update, it is still not possible to show that this
learner loss will decrease. In other words, the streaming
update step in Algorithm 1 is not risk reducing, a property
that Dean et al. (2024) leveraged to prove convergence in
the full information setting.

In Section 5, we theoretically prove the convergence of
Algorithm 1 to stationary points of the learning objective.
First, in the following subsection, we connect the gradient
of a single user V{(x, #) with the gradient of the learning
objective V f(©).

4.3. Gradient of learning objective V f(O)

The following lemma computes the gradient of the objec-
tive function f(©). This lemma facilitates the analysis of
MSGD.

Lemma 4.3. For the learning objective f(©) defined in
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Eq. (2), the gradient with respect to 0; is:

Vo, f(©) =(1-¢)-ai(©) " 2

H(x,0;
E o [Vout(z.6)

¢
+ . xEP[Vgié(x7 0:)] .
Proof Sketch. Recall the decomposition of f(©) = (1—¢)-
fer(©)+ - fxp(O). The gradient of fyp(O) is easy to com-
pute, since by linearity of the gradient and Lipschitzness of
the loss we may write Vg, fyp(©) = 1 - [EP[Vgiﬁ(x, ;)]

It is more difficult to compute the gradient of fpr(©) be-
cause the distribution D;(©), and thus the domain of inte-
gration, is also a function of ©. In our proof, we calculate
Vo, fpr(©) through its directional derivative D, fpr (©) =
lim, g %(pr(@ + yv) — fpr(©)). Similar to So et al.
(2022), we decouple the difference fpr(© + yv) — fpr(O)
into two parts; one has fixed integral domain that is inde-
pendent of O, and the other term is an integration on a zero
measure set, which is O when we take the limit. In the end,
it turns out that the derivative of fpr(O) can be computed
by treating its domain of integral to be fixed. Thus, we can
move the derivative inside the integral and get

Vo, frr(©) = a;(0) 'Iwg((_))[veif(% 6;)] 3

The complete proof can be found in Appendix C.2. O

This lemma shows that the gradient of the objective with
respect to model ¢ depends only on the gradient of the loss
with respect to model ¢’s parameters. The decomposability
allows for decentralized algorithms, like the one proposed
in Algorithm 1. We now turn to formalizing the guarantees
of this algorithm in terms of convergence.

Remark 4.4. Though it is interesting to consider the
Boltzmann-rational model (Ziebart et al., 2010; Luce, 2005;
1977), this form of user choice poses additional difficulties
for the development of decentralized algorithms. Under
this behavior model, the gradient Vy, f(©) w.r.t. model 4
unavoidably depends on the loss of other service providers.
This poses a challenge to our setting: though service
providers are all interested in providing an accurate ser-
vice, they are not coordinated and can’t share information
with each other. This challenge may be of interest for future
work.

5. Asymptotic Convergence Analysis

Define filtration (F*)$°, associated with MSGD. In particu-
lar, let 7O = (") be the o-algebra generated by ©°. Let
o-algebra F! = o(xt,nt,it, F'=1) contain all the informa-
tion up to iteration ¢, where it indicates the random user
choice. We now show that MSGD will converge to station-
ary points of the learning objective. Formally, convergence
is defined as follows.

Definition 5.1. (Convergence) We say a sequence {©}9°,
convergestoaset 7 if 37T € N, s.t., Vi > T,0t € T.

We will prove that MSGD converges under the following
additional assumptions on step size, the user population,
and the loss function. These assumptions are standard in the
literature on stochastic (non)convex optimization (Ge et al.,
2015; Bertsekas & Tsitsiklis, 2000; Wang & Srebro, 2019).

Assumption 3. The stepsize {n'™1}9° satisfies the condi-
tion: Y 7o (n'™1)? < oc.

Assumption 4. We assume {V f(©) = 0} to be compact.

The above compactness assumption is rather common
(Leluc & Portier, 2020; So et al., 2022), which allows us to
prove that {©!}2° , converges to {V f(©) = 0} by showing
that V f (©?) converges to 0.

Assumption 5. Assume the underlying data distribution P
has a continuous density function p with a bounded support,
namely, Pr,.»(||z]| > R) = 0 for some R > 0.

Assumption 6. For any 0 # 6, there exists a dy such
that for all small d < dy, the Lebesgue measure of set
Sq = {x: [((x,0) — L(z,0)] < d} is bounded by d, i.e.,
VOl(Sd) <d.

This assumption states that the loss function are good
enough for most users to distinguish different services (so
that they can make a choice) and a sufficiently small pertur-
bation on one of the models won’t dramatically change user
preference. We provide further intuition and examples in
Appendix F.

Under these assumptions, we have the following theorem
showing that the learning objective converges. Moreover,
under an additional condition that n* decreases with a rate
of %, the objective converges to a local optimum and the iter-
ates {©'}1_ | converge to stationary points. The following
theorem makes this formal.

Theorem 5.2. (Convergence of Algorithm 1) Denote the it-
erates from Algorithm 1 and their overall loss to be {©'}1_
and {f(©Y)}L_, respectively. Under Assumptions 1, 2, 3
there is an R-valued random variable f* such that f(©?!)
converges to f* almost surely. Additionally, under Assump-
tions 4, 5, 6 and setting n* = e, where ). is a constant, the
iterate {O'}L_| converges to the set of stationary points of
f(©), i.e, {© : Vf(O) = 0} almost surely.

To prove Theorem 5.2, we first argue that the objective con-
verges. Then, we use this fact to show that the parameters
converge to a stationary point. The argument proceeds in
the following subsections respectively.

5.1. Convergence of f(O)

We first provide an outline of the proof of convergence of
the learning objective. To start, we show an analytic upper
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bound on the value of f(©) at time ¢ + 1 compared to
time ¢. This bound relies on the smoothness of ¢(x, ). It
writes this difference explicitly in terms of the gradient of
the objective function V f(©), as computed in Lemma 4.3,
and the gradient of a single loss £(z, 6;), as used for the
gradient update in MSGD algorithm. Formally, we have the
following lemma.

Lemma 5.3. Let f(O) be our learning objective proposed
in Eq. (2) and let { = 1 — ( denote the probability that
the best model is selected (while w.p. ( a random model is
selected). Let i be the model selected at time t. Then the
following inequality holds under Assumption 2:

f(@t+1) S f((—':)t) _ At+1 +Bt+1 _ Ct+1

where

_ V ) ®t 2
Attt :an% + ¢ VS (@)

Bt+1 B Z t+1 ||V€ t+170§)”2

ottt Ve, fPR(@t) )

ai(@t)
Vo, fnr(©"))

:C_nt+1<v9i fPR(et), ve(mt+l’ 9:) _

+ 0"V, fur(01), VE(z", 07)
This lemma quantifies the decrease (or lack thereof) in the
objective function value from one time step to the next. We
therefore turn our focus to the sequences (A")22,, (B*)52,
(C")$2,- The sequence (C*)g2, is F* martingale difference
sequence because, as we show in Eq. (3) in the proof of
Lemma 4.3, the single loss in the MSGD update is parallel to
the gradient of the objective f(O) in expectation. Then also
notice that (B){2, converges when .~ (n'™1)? < oo
(Assumption 3).

Let (M*)22, be defined by:

t

Mt+1 — f(@t+1) _ ZBT+1-
=0
Then we have that M+t < Mt — AL — Ot We show

that M* is an F* super-martingale, which converges almost
surely by the martingale convergence theorem. From this,
the convergence of f(©) follows by the convergence of
(B")$,,. The complete proof can be found in Appendix C.1

5.2. Convergence of iterates ©

Next, we show that the model parameters © also converge,
and in particular that they converge to the stationary points
of the overall loss. The convergence of © follows from the
convergence of f(©), under some additional conditions on
the step size. To simplify the notation, we denote model
update at each round as 017! = 0t — !t (2t 0Y),

where 7]“'1 # 0 only when model 7 was selected by the user.

We define the following event &;(7, T, r, s):

T(7) T(T)

Zn < r and Znt“

This event occurs when, for a particular time interval, the
accumulated step size n* is bounded above by a constant,
while the accumulation of steps of model ¢ is bounded below.
With this definition in hand, we have the following lemma.

E(r,T,r,s) =

Lemma 5.4. Under Assumption 1-6, ©! converges to the
stationary point of f(©) almost surely if the following con-
dition on n* holds: For any ¢, there is an ro > 0 such that
if r € (0,7), then there exists a mapping T : N — N, a
time step tog € N, and constants s, c > 0 such that, for any
T > 19

Pr (&(T, T,r,s)

F Ve O] > ) >

The first part of the event &;(7, T, r, s), which bounds the
accumulated step size i’ by r, indicates that the gradi-
ent [|[Vy, f(©")| > §, i.e., the gradient remains large in
t € [r,T(7)). (Notice that the total displacement between
©7 and ©T(7) can be controlled by bounding accumulated
learning rate). The second part ZTSt<T(T) 771“'1 > s en-
sures that we accumulate enough learning for the center
i € [k] with large gradients, so that f(©) decreases by at

least a constant amount on this interval.

To finish proving Theorem 5.2, it remains to set stepsize in
Algorithm 1 to be ! = 7=, and show that this satisfies the
condition proposed in Lemma 5.4. The complete proof of
Theorem 5.2 is given in Appendix C.1.

6. Experiments

We experimentally illustrate the performance of MSGD
using real world data. These experiments confirm our the-
oretical results and illustrate interesting phenomena that
occur in the multi-learner setting. Code for reproducing
these results can be found at https://github.com/
sdean—group/MSGD.

6.1. Experimental Settings

We illustrate the performance of MSGD in two distinct
settings with different datasets and loss functions.

Movie Recommendation with Squared Loss Our first
experimental setting is based on a widely used movie rec-
ommendation dataset Movielens10M (Harper & Konstan,
2015), which contains 10 million ratings across 10k movies
by 70k viewers. We preprocess the dataset with a simi-
lar procedure from Bose et al. (2023): We filter the total
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Figure 2. Convergence of objective function f(©) under MSGD
or Full Information with £ = 3 services in the movie recommen-
dation (left) and census data (right) tasks.

ratings and only keep the top 200 most rated movies and
use the inbuilt matrix factorization function from Python
toolkit Surprise (Hug, 2020) to get d = 5 dimensional
user embeddings. This preprocessing procedure results in
a population of 69474 users each with a five dimensional
feature vector which we denote by z. Then we consider
a regression problem, where each model aims to predict
the the user ratings r of the d,, = 200 movies. Denote by
x = (z,r) each user’s data and by (2, the set of movies
which have been rated. Let m = |Q),;| denote the number
of movies user x has rated. For each user, we define the
following squared loss, where § € R4*9.

Uz,0) = % Z 0,z —1r:)?.

1€Q,

Census Data with Logistic Loss Our second set-
ting is based on census data made available by
folktables (Ding et al., 2021). We consider the AC-
SEmployment task, where to goal is to predict whether indi-
viduals are employed. The population is defined by the 2018
census data from Alabama, filtered to individuals between
ages 16 and 90, resulting 47777 user in total. After splitting
0.2 of them for testing, we have 38221 data to sample from.
The data contains d = 16 features describing demographic
characteristics like age, educated, marital status, etc. Denote
each user data © = (z,%), where » € R? and y € {0, 1}.
We scale features x so that they have zero mean and unit
variance. We use logistic regression loss for this task,

0(z,0) = —ylog(6T2) — (1 —y)log(1 — 07 2).

The model predicts 1 if Tz > 0 and 0 otherwise.

6.2. Results

We investigate the behavior of MSGD (Algorithm 1) in
the movie recommendation and unemployment prediction

== Full Information 7=0.2 7=0.8
=0 =05 7=1
Movie Rec Census
40 =
= ——’—_——
E 30 2 /,,f’
7 /
o 20 (
=O 1
"Wﬂ
10
0
0 1000 2000 0 1000 2000
Time t Time t

Figure 3. Convergence of iterates © under MSGD or Full Infor-
mation with k = 3 services in the movie recommendation (left)
and census data (right) tasks. For MSGD, we show results for
¢ =0,0.2,0.5,0.8, 1 respectively.

settings. At each time step, we sample a user x at random
from the data described above. We assign this user to one of
k services according to bounded rational with parameters (.
Then the selected service updates their parameter with the
gradient of the loss on the user’s data with step size n* = %
We evaluate them on a held-out test set.

We compare MSGD with a Full Information algorithm in
which user data is shared among services, and at each time
step, all the models performs a gradient descent step with
this user data, regardless of the user selection.

Convergence of Loss Function In Figure 2, we show
the convergence of the learning objective f (©) for settings
with users with different levels of rationality. We use a
log-log scale, and thus the linear trend in Figure 2 signifies
convergence decreasing polynomially in . Compared with
the Full Information setting, we find that MSGD performs
better when users select services with high rationality, i.e.,
is small. This is because the full information updates do not
allow models to specialize to their own user sup-populations.
However, when ¢ becomes large, MSGD attains higher
overall loss than the full information setting. This is due
to the fact that data sharing allows models to learn faster,
since they receive comparably more data. We conclude that,
even with limited data, as long as users select services with
sufficient rationality, MSGD can still achieve higher social
welfare than when data is shared between all the services
(i.e, full information).

Convergence of Iterates In Figure 3, we plot the accu-
mulated parameter update distance ZtT:O |0 — ©_1| to
show the convergence of iterates. Since © updates an aver-
age of k = 3 times more often in the full information setting
than in MSGD, the accumulated error is k times larger.For
fair comparison, we divide the accumulated error of the full
information line by the number of services. We find that,
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Figure 4. Accuracy of MSGD or Full Information on the model-
specific subpopulation D; (©) (left) and whole population P (right)
for the ACSEmployment task on census data with perfectly rational
users (¢ = 0). For MSGD, we illustrate results of different total
number of services k = 2,4, 6.

even though the full information setting receives data from
a static distribution, it still converges slower compared to
MSGD when users select with high rationality.

Accuracy over Subpopulation vs. Whole Population
So far, we have seen that MSGD is advantageous particu-
larly when users are highly rational, despite the fact that
models have access to less data and act in an uncoordinated
manner. We explore this fact by comparing the induced sub-
population performance of model i, i.e. the loss on D;(©),
to the whole population performance, i.e. the loss on P with
the ACSEmployment task on census data. In Figure 4, we
plot the averaged accuracy for k = 2, 4, 6 using census data.
Because all services update with the same data in Full Infor-
mation, the only difference is their initialization, and since
they converge to the minimizer of the loss on P, changing k
has negligible effect. Compared to Full Information, MSGD
achieves higher accuracy on induced subpopulations, and
this accuracy increases as k increases, as illustrated in the
left graph of Figure 4. However, when evaluated on the
whole population P, MSGD performs worse than Full In-
formation, and we even observe accuracy decreasing with
more training steps.

In Figure 5, we illustrate the accuracy over the whole pop-
ulation and the induced subpopulations when the number
of services increases with ( = 0 and ¢ = 0.1 respectively.
Notice that when k increases, services updates slower, to
ensure services have already converged when calculating the
accuracy, for each k, we use compute the average accuracy
after 7' = 2000 x k total timesteps and plot the average
over 3 trials. We observe that when the number of total
services k increases, the accuracy over the induced subpop-
ulation increases at the cost of decreasing the accuracy over
the whole population. In practice, the number of service

Whole Population —e— Subpopulation

7=0 7=0.1
1.0
1.0
0.8
0.8
S 0.6
<06 '
04 0.4
0.2 0.2
1 2 3 4 s 1 2 3 4 5

Number of services k Number of services k

Figure 5. Accuracy of MSGD or Full Information in the census
data (right) with fairly rational users and different total number of
services k. The plot displays mean and standard deviation over
three trials.

providers depends on an uncoordinated market of services,
and choosing k£ would be like a social planner or regulator
intervening on the market to balance the trade-off between
accuracy and specialization.

In the appendix, we investigate the performance of MSGD in
additional settings: MSGD under Boltzmann-rational users
and minibatch MSGD. These additional experiments show
that despite a lack of theoretical understanding, MSGD also
converges for Botzmann-rational users. They also show
that MSGD is able to perform better when minibatching
is possible and it is not necessary to operate in a purely
streaming setting. More details can be found in Appendix E

7. Discussion

In this paper, we consider a setting in which streaming users
chose between multiple services, and commit their data to
the model of their choosing. We design a simple, efficient,
and intuitive gradient descent algorithm that does not re-
quire any coordination between services. We prove that it
guarantees convergence to the local optima of the overall
objective function, and empirically explore its performance
on two different real data settings.

There remain several interesting directions for future work.
One thread comes from considering alternative user behav-
ior models. Though we experimentally show that MSGD
also converges under the Boltzmann-rational model, we
leave as future work the theoretical analysis. Another di-
rection is to consider alternative learning objectives, such
as overall population accuracy or market share of each ser-
vice. This perspective would motivate greater coordination
or explicit competition between the learning-based services,
rather than the simple decentralized updates that we study.
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A. Notations, Assumptions and Definitions

We summarize the notation used in the paper and the proof in Table 1. When it is clear from the context, we shall omit the ©

in the parenthesis and use a simpler notation X = (X1, Xs,---, Xy),a = (a1, -+ ,ar) and D = (Dyq,--- , Dy).
A.1. Notations
Notation | Explanation | Value
£(-,-) | Personalized loss function | £(-,) >0
ot ‘ Collection of model parameters of all the services at time step ¢ ‘ o' = (4%, ,0;) € RF*4
6! ‘ Model parameter of service provider ¢ at time step ¢ ‘ 0! € R?
P | Underlying data distribution | P e A(X)
zttl ‘ Data arrives time step ¢ ‘ Tt~ P
¢ \ The probability that users pick service providers randomly \ ¢ €]o,1]
X(©) = (X1(©),-, Xx(0)) | Data subpopulation partitioning induced by © | Ui Xo = X
a(®) = (a1(0),- - ,ar(0)) ‘ Data subpopulation portion induced by © ‘ SF ai=1
D(©) = (D1(8),--- ,Dr(0)) | Subpopulation distribution induced by © | Di(©) = P|x, @)

Table 1. Notation summary.

In the proof, our notations are consistent with Algorithm 2, which is the more verbose version of MSGD.

Algorithm 2 Detailed version of MSGD

Input: Rationality Parameter ; loss function ¢(-,-) > 0; Initial model parameters © = (61, - ,0;); Learning rate
parameter {n’}2°, for model that has actual update at each round.
fort=0,1,2,--- ;T do

Receive data point z¢*! ~ P,

User rationally picks the best model i € [k] where i = arg min;e £(x, 0;) w.p. 1 — (; Otherwise user randomly picks
some i € [k] w.p. C.
Let /™' = '™ if model i is selected; else n! ™! = 0
Models update through 07! = 07 — pit! . ve(2t+1 607);
end for
Return ©7+! = (971 ... gl +h)

We also use the notation of filtration, which is given below:

Definition A.1. Let (F!)°, be a filtration associated with Algorithm 2. In particular, let 70 = o(0°) be the o-

algebra generated by ©°, z' and 7 be the tuple where z' = (zf,---,2}) and n* = (pi,--- ,n}). Let o-algebra

Ft=o(xt,nt, F1=1) contains all random events up to iteration ¢. Note that this does not explicitly contain i?, the model
chosen at time ¢, as this information is included in the definition of 7.

In addition, assume

(1) If a;(©*) = 0, then n{™" = 0 almost surely.
(2) n'*! and z'*! are conditionally independent given F*
3 o<yt <1
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A.2. Assumptions and Definitions
In this paper, we use make some rather general assumptions on loss function ¢(x, #) (in Assumption 2), such as L-Lipschitz
(Definition A.2) and S-smooth (Definition A.3), whose definitions are given below.

Definition A.2. (L-Lipschitz) Given the loss function £(-,-) : X x C — R, itis L-Lipschitz if for all z € X and 6, 9 e,
we have ) )
[0(x,0) — L(x,0 )| < L-]|0—0||.

Definition A.3. (8-smooth) Given the loss function £(-,-) : X x C — R, we say it is S-smooth if the gradient is S-Lipschitz,
namely, Vx € X and 6,0 €C,
IVe(z,0) = Vi(z,0)[| <B- 16 -0

Note that, the above definition is equivalent to

0(,6") < £(,0) + Vol(z,0)" (6" - 0) + §H0 —0'. “

In the proof, we also use martingales.

Definition A.4. (Martingale Sequences) Define a filtration as an increasing sequence of o-fields ) = Fo C F; C --- C F,
on some probability space. Let (X;) be a sequence of random variables such that X; is measurable w.r.t. 7, then (X;) is a
martingale w.r.t. (F); if E[X;|F;—1] = X;_1 for all i.

Definition A.5. (Martingale Difference Sequences) We call (X;) is a martingale difference sequence w.r.t. (F); if
E[X;|Fi—1] = 0, Vi.

A.3. Background Results

We also need the following theorem and lemmas for our proof.
Theorem A.6. (Martingale convergence theorem (Durrett, 2019)) Let (M t),?io be a (sub)martingale with

sup E[M{] < oo
teN

where M = max{0, M'}. Then as t — oo, M" converges a.s. to a limit M with E[|M|] < oc.
Lemma A.7. (Second Borel-Cantelli Lemma (Durrett, 2019))

Let (0, F, P) be a probability space, let (F')¢>¢ be a filtration with F° = {0,Q} and (B');>¢ a sequence of events with
Bt € F', then, the event { B' occurs infinitely often.} is the same as {3, , P(B'|F'~1) = oo}.

Lemma A.8. (Azuma-Hoeffding Inequality) For a sequence of Martingale difference sequence random variable {Y;}32,
w.rt. filtration {F; }$2 4, if we have ay <Yy < b, for some constant a, by, t =1, ,n, then

- —252
i3 i) <o (s ) ®

B. Properties of Learning Objective
B.1. Decomposition of f(O)

The learning objective f(O) can be decomposed as follows:

k
101 =, [3 (11-0ntr0) + ). 0)
k k C
=2 (=0 E (e, 00w, 0] + 3 5 E (.00

k k
(-0 Y a(®): a6+ 5> € [i6)
i=1 ‘ i

=(1-¢) '}PR(G) +¢ - fap(©)

14
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where
fPR Zal oD, z, z)]

is the learning objective when all users have perfect rationality, while

=53 5

is the learning objective when users have no preference and choose randomly over all the models. Thus, f(©) can be
decomposed as a linear combination of fpg and fyp, controlled by parameter ¢, which captures users’ rationality.

?rM—‘

fNP

B.2. Example of fpgr(©) being Non-Convex.

In Figure 1, we give a simple illustration of fpr(©) to be non-convex. Here, we show it mathematically. Let z ~ U(0, 1),
where U (0, 1) is a uniform distribution over [0, 1], and let the loss function to be £(z, ) = (z — 0)?. Let © = (01, 62) with
91,92 € Rand 61 < 65. Then

Fer(©) = Evnyo,n[min{(z — 01)% (x — 02)*}]

01+62
e 1

_ BVRY BVRY
_/0 (x — 67) d$+/914592 (x — b)°dx

01 + 62)%(61 — 6 1
:(1 )4(1 )+9§—92+§
The Hessian of f(©):
9 391+92 91—92
V= frr(©) = [91202 _91-1-23292 + 2}

Without too much constraints on ©, the Hessian is generally not positive semi-definite, and thus the function is non-convex.

B.3. Boundedness of f(O).

Here we prove that f(©) is upper bounded by fxp(©) and lower bounded by fpr(©) using Proposition D.1. Specifically, let

k
@l)ZZai(@/)' E  [l=,0,)],

IN’D,;(G/)

which is a family of functions parameterized by © . Then we have fpg(©) < F(©;0") for all ©" (Proposition D.1). Let
F(©;0,) = [EP[E(x7 6;)], namely,
T~

/ 1, ifj=1 / P, ifj=1
a;(©;) = o, Di(©;) = e
0, ifj#1, 0, ifj=#i

Then fpr(©) < %Z F(6;0;) = fxp(0). Thus, fer(©) < (1 —C) - fr(0) + ¢ - fxp(©) < fap(O), ie., fer(O) <
f(©) < frr(©).

C. Omitted Proofs

C.1. Proof of Theorem 5.2

Proof. (1) Convergence of Objective Function f(O).

Recall Lemma 5.3 gives the following inequality for the updates of f(©):

f(@H—l) S f(@i) _ At+1 + Bt+1 _ Ct+1 (6)

15
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Let (F*)g2,, be the filtration given in Definition A.1.
Let (M?)22, be defined by:

t
M — f(@t+1) - ZBT+1.
7=0
Then Eq. (6) becomes
Mt-‘rl < Mt _ At+1 _ Ct+1

Take the expectation conditioned on F*:

[E[Mt+1|}-t] < [E[Mt‘ft} _ [E[AtJrl‘f_-t] . [E[Ct+1|]_—t]
< E[MYFY — E[CH | FY @)
= E[M|F] ®)
= M?,

where Eq. (7) is due to (A")$°; being non-negative while Eq. (8) is because (C?):° ) being a martingale difference sequence
(Lemma D.3). Thus, M is an F*-supermartingale. Thus, we have showed that — M is an F*-submartingale.

Moreover, since (B?){2; is non-negative, we have
t—1
—f©e)+> B"
T=1
feH+>y B
T=1

§0+iBT<oo,

T=1
where we also used the fact that f(©") > 0and ) 7 | B < oo (Lemma D.3). By the martingale convergence theorem
(Theorem A.6), (—M?*)5°, converges almost surely. Hence, f(©!) converges almost surely.

(2) Convergence of Iterates ©. Based on Lemma 5.4, what we have left to do is to verify our learning rate in Algorithm
1 satisfies the two conditions in Lemma 5.4. In order to satisfy Lemma 5.4, we take ¢; and s such that s < GZET and
tOZ (21n6ng) ( _1)‘

To begin with, we show that when ||V, f(O7)]| € [€, ), the first condition }__, 7, n'T! < r can be satisfied with
probability 1. Define map 7. : N — N so that 7).(7) is a unique number s.t.,

1 1
D D Dl ©)

T<t<T(T)

Then, we have 3, 5 7' = ZT<t<T 0 75 < r. Now we prove that, conditioned on F7 and ||V, f(©7)| €
[€, €0), with some probability, >, 7, Nttt > s occurs.

Define o= 3" o op () Eln; +1 F*] and note that n/*t* — E[n‘**|F!] is a martingale difference sequence with increments

1 n
1—0)-at e N G
Q=0 rai+ ¢ =107 <1 Tl

where we have used that E[n/ ™! |F*] = [(1 — () - al + ¢ - 1] - n'T'. Now, we apply Azuma-Hoeffding’s inequality (Lemma

16
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A.8), which implies that
Pr Z i > — s|F | Ve, £(O7)]| € [e, €0)
T<t<T(T)

—252
>1 —exp

2
Dor<t<t(r) ‘(tii)z

1 5

=1- exp(—§s2v) >3
2 -1

where v = (ZTSKT(T) (1&1701)2) and we use the fact that

1
o= 3 e © 1 (r+1? G)2In6
2 — or _ 2
r<tami) (t+1) er—1 (74 1)n? s

(i) is because T(t) — 7 < (e” — 1) - (7 + 1) from Corollary D.6 while () is due to T > to > (2262) . (e” — 1).

In the following, we claim and prove that: conditioned on F* and ||V, f(O7)|| € [€, €0), we have u > 2s. Because

Ve, f(©7)]

N1 =) -a7(®)- £ [Vollw,00] + % - E [Vol(r,6)]

E
z~D;(O) x~P

<10~ ¢) a7 L+ L)

Then, we must have (1 — () - a] + % > 5.
Since a;(0) is locally L, sensitive (Lemma D.7), for 7 < t < T'(7), we have |a;(0?) — a;(07)| < L,[|0" — 0f|| <
Lo-L-3 cyyn' < LoLr. By setting r < g757-53—, we have (1 = () - af + &> forall T <t < T(r).

Then we have

p= Y EWTHFT (Ve f(O)]] € [ c0)]

T<t<T(T)

S D (SR RS

T<t<T(7) k t+1

€N 1
S Y o
2L T<t<T(T) t+1
(@)
2 e 1 T(r)+1
2L T+1
(1)
g €N lnT(a—i—l)—i—l
2L T+1
(ii) €ne , TE" + 1

De 2
or Y i1 0

where (i) is from Lemma D.5, (ii) is from Corollary D.6 and (iii) is because s < GZET. Therefore, we have proved that

Pr Y 0t >p—s>s|FL Ve f(ON)] € e e) | >

T<t<T(T)

S| Ut
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C.2. Proof of Lemma 4.3

Proof. As shown in Appendix B.1, the objective function f(©) can be decomposed as f(©) = (1 —¢)fer(©) + (fap(O),
the derivative of fyp(©) can be easily computed as Vg, fxp(©) = % [Vf (x,0;)]. Thus, we will mainly focus on the

derivative of fpr(©), i.c., the learning objective when ¢ = 0.

In the following, we will get a closer look at fpg and then use similar technique from (So et al., 2022) by taking the
directional derivatives. First, note that fpg(©), although expressed in terms of a(©) and D(0) in Eq. (1), can also be written
in terms of indicator functions on X (©),

k
fer(O) = Zai 'mN[EDiV(iEﬁi)]

= Mp[fgfgf(w 0:)|0] (10)

k
JED U0 - x, ()0,

where 1x, (z) is the indicator function,

1, ifzeX; (@)
1y, =
x:(@) {0, otherwise

Fix © € RF*9 Lety > 0 be a scalar, and v € RF*? with Hv|| = 1. Denote ©® = © + ~v and the subpopulation
partition induced by © as X (0) = (X,(0)--- , Xx(0)) = (X, X}). Follow Eq. (10), fpr(©) = [EP[Z§:1 0(x,0;)-

x, (x)|©] while fpg(©) can be decoupled as

for(© Zm 0;) - 14 ()6]
k k
M)Z;m 0;) - 1x,(z +Zm 0;) 1%, x, (@) 2“%,91) Iy, x,(2)6,6],

where we used the fact that X; = [X; U (X;\ X;)]\(X;\X).

Now we compute the directional derivative D,, fpgr (O) along direction v:

D, fer(© )_hm (fPR(9+’YU) frr(O))

_hm (pr() fer(©))

k k k
_33%5 (xi[p [;E(I,Gt) 1X1(x)+;z(:c,éz) Ty % (%) ;e(;p,ez) 15\ x, (2)]6,0
,wEP [Z 0(x,0;) 1x,(x)|© )
1 = k ~ k
:%%; (ﬁ: L;W’m 1x,(2)|6,0| = E L;e(x 0;) - 1x,(x)|© )

0,6

) (11

We look at the first two terms and the last two terms of Eq. (11) separately. We show that the first two terms is the directional
derivative of a surrogate function that is easy to compute. Then we show that the last two terms is 0. To simplify the notation,

k k
+ lim + ( E lZe(z,éi) Az (@) = Y 0@,0:) 1, ()

=1 =1

18
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we introduced a family of surrogate objectives parameterized by e,

k
= ai(® [0(x,6;)]

z~D; (@ )

=

- k (12)
gCLEp[Z U(z,0;) - 1x,e)(®)|O, o],

i=1

Compared to fpr, F'(©; 6/) simply fixes the subpopulation of which the expectation is taken over, making it independent of
©. Once the subpopulation is fixed, the derivative is easy to compute.

Note that { F'(-, @l) 10 € R¥*4} forms a family of convex, L-Lipschitz and 3-smooth functions since it is a sum of convex,
L-Lipschitz and -smooth function £(-, -). Moreover, when taking the parameter © as O, we have

F(0;0) = fk(0O)

Then, the first two terms of Eq. (11) can be written as:

k k
iii%i<x5> L;ax,az) 1x,()|0,0| ~ E_ ;E(x,ﬁ) (@@)
k
:ili%% (xMNEP [Z (e(x,ol) —E(x,@z)) 1y, (z)|©,6 )
. N =1 (13)
= lim (F(@, 0) — F(6; @))
= lim ~ (F(© +70:0) — F(6:6))
=D,F(©;0)

where the directional derivative D, F'(©; ©) is taken only over the first argument (i.e. the partition X; is fixed).

Now, let’s look at the rest two terms in Eq. (11). Note that for any point x € Xi\f(i, there must exist some j € [k], j # i,
such that x € X, which are users that prefer model < most compared to other models, but prefers other models (for example,
some j € [k]) on the new parameter tuple ©.

Thus Zf:l Uz, ; i) -1 X\ X, (z) = Zi,je[k],i;ﬁj E(x,éi) : ]lX,-—»”(j (z), where

b (x){l, if 2 € (X;\X,) N (X,\X;)

0, otherwise,

indicating users that prefer model ¢ user parameter tuple © but would choose model j under parameter tuple o.

Similarly, for any point z € X;\X;, there must exists some j € [k],j # 4, such that z € X, thus, Zle 0z, 0;) -
Lo, (@) =220 jening U, 6i) -1 X, %, (%), where
(Z‘) — L, ifze (XJ\XJ) n (Xz\Xz)
0, otherwise,
indicating users attracted from other services j # i to ¢ due to the parameter update from © to ©. Therefore, the rest two
terms in Eq. (11) can be rewritten as
é )

k

%1355 (:cw [ZE 7 01) L, (@) = 2 . 00) L x,

i=1

S)

.1 ~ ~
=l || 20 (8- twi) des,
i,j€[k],i#]
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For any = € (X;\X;) N (X;\X;), ie., 1y, %, (x) = 1, according to the definition, we have ¢(x,6;) < {(z,8;)(Under

parameter O, user x prefers model 7) and ¢(z, éj) < {(z, 91-) (Under parameter O, user x prefers model 7).

Thus,
[(x,0;) — £(,0;)]
=((x,0;) — £(x,0;) Since #(z,0;) < (x,6;)
=l(x,0; + yv;) — Lz, 0; + ;)
=l(z,0;) + yv; - V(x,0;) — £(2,0;) — yv; - VL(x,0;) + o(7*) (Taylor expansion)
<v-(v;-Vl(z,6;) —v; - VL(x,0;)) + o(v?) Since {(z,0;) < {(z,6;)
It follows that

lim * ( E > ’e(x,éi)—zz(xﬁj) Ay, Lz, (@) é,@])

Li-i€Lk] i)

<t ( - Z ) (v (i - V(2. 05) — v - VU(2,60))) + 0(v?)) - 1y, %, (2)|6, GD (14)
Lé.J E[K],i#]
= lim ( E [ Z (vi - VE(x,0;) — v - VE(x,0;)) - Ly, 5, (x) o, @])
i,j€[k],i#]

=0 ((X;\X;) N (X;\X,) decreases to some measure zero set when v — 0)

Combining Eq. (12), Eq. (13) and Eq. (14), we have
vapR(@) = DUF(@, @),

which implies that Ve fpr(©) = Vo F(0;0") when ©' = ©. Note that

VQiF(@; @/) = ai(@’) . ND[E(@/)[V&.E((E, 91)]

when take the derivative of F(©;0") w.rt. ©.
We thus have

V@ifPR(@) = al(@) : ZNE(G)[v@[(wv 02)]
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C.3. Proof of Lemma 5.3

Proof. To simplify the notation, denote model update at each round as 01 = 0! — '™ . Ve(x!+1 0!), where n! ™! # 0
n't1 |, If model i is selected at time ¢

only when model ¢ was selected by the user, i.e., nHl {0 Otherwi
, erwise.

F(O11) < f(01) + (Vi (61), O — ') + D0+ — o

k
< fox(© +ZVepr )01 ->+§Zne§“—efn2

k
= fm(® +Z (Vo f(©), ~0 V4 00) + 5 30 Vet 0

vapR(@) 1 Vo, fer(© ﬁ - t 1 t+1 gty 2
_ t+1 t 0; t+ t + +
=frr(© +Z77 (Ve, frr(0"), 2:(09 —Ve(x"",07) — o (01) 52:: Vet 6y

— for(0) - an“ Vo, for (@)

At+1

l\?hb

k t
DU ] Zn (Vo (0, e(a" 0ty — VL)

o o
Similarly, for fxp(©), we have

Fur(©'1) <fe(®') + (V f(61),0°1 — 01) + Sl — ot

k
< A(©) + 3 (Vo fir(0), ;+1_9;>+§Z||e;+1_e;”2

=1

=fe(0°) + Z (Vo, fur(©"), =i T Ve (', 607))

N\E

k
Z t+1 ||v€ t+179€)“2

k
=fw(© +Znt“ (Vo, fur(8"), Vo, fur(0") = V(""" 607) = Vo, fur(© §Z S veEt e

k

=fw(©) = > nitt || Ve, (012

=1
At+1
sz: t+1 ”vg t+1 Qt)H2 zk: t+1 v (__)t VZ t+1 et V et
+5 LOON" =D n (Vo fue(©7), V(™. 0;) — Vo, fur(©))
=1 i=1
Bl o
Adding them together, we have

SO = (1 =) fer(O) + (fpr(©)
<1 =) (fm(®) — A + Ber ' — Cig ) + ¢+ (e(©) — ANp' + B — O )
= f(O) — (1= QAR —CAN + (1 = OB + (BN — (1= OCi ' — (O
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Letting i denote the model chosen at time . Let A*™!, B*™! and C**" be

Vo, for (")
ai(@t)

Bt+1 :g(nt+1)2||vg(.’rt+17 9:)”2

AT =(1-¢) + (0" Ve, e (1))

t
O =(1 = O (Ve for(©"), V(" 07) — %g(% +(n'TH Vo, frue(01), Ve, 6) — Vo, fur(©"))
Then, we have
f(O) < f(O — AT 4 Bttt ¢ttt (15)
O

C.4. Proof of Lemma 5.4

Proof. Since the set of stationary points {V f(©) = 0} is compact. (Assumption 4), and that V f is continuous, there exists
€0, s.t., {||V S|l < o} is also compact.

For any ¢ € (0,¢), note that {[|Vy, f|| < 5} and {[|Vy, f|| € [e, €]} are two closed disjoint compact subsets of
{lIVo, fll < €0} and can be separated by some distance Ry > 0. Without loss of generality, we assume that 7 satisfy
ro < %. Fix ar € (0,r9). Given (e, 1), let (T, to, s, ¢) be chosen so that

Pr| > gt >0 it s | FTVe, f(O7)] € e 60) | > c (16)
T<t<T(T) T<t<T(T)
holds for any 7 > ¢¢. Fixed a 7 > %(, and denote two events
Oy=< Y gftt<rd, 01={0"-07| < Ry, Vte (r,T(7)]}

T<t<T(T)

We first prove that (9,1 = Oy, by applying Lemma D.4, which implies that the displacement of © can be bounded by the
stepsize. To see @; = Oy, simply note that, for any ¢ such that 7 < ¢ < T'(7), we have

|[e'—e7| <L- Z pitl (From Lemma D.4)
r<t<t
<. Z 77£+1
T<t<T(T)
< Lr (If event O1 occurs.)
R,
< Ry (Since rg < TO and r < 7p)

Fix any ¢ € [k], denote the following events

Oy = Z nf+1>s

T<t<T(T)
> €
05 = {IVa.f (O} > 5}
Os ={[|Vo, f(OT}| € [e,€0)}
Then condition Eq. (16) can be rewritten as

Pr (0} N Oa|F.04) > .
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which implies that
Pr (01 N 03 N OQ|.7:T, 04)

=Pr (01 N 02|]:T, 04) (04 = 03)
>Pr ((9’1 N (92|F,o4) >c (0] =0
Note that O1 N (’)3 implies ||V, f(©")|| > § when 7 <t < T(7).
For any § < < let O5 = {f(©7(7)) < f(©7) — §}. In the following, we will prove that O occurs if O; N Oy N O3
occurs, i.e., the occurrence of 01 N Oz N O3 implies f(O!) decreases by at least a constant amount on the same interval.
Recall from Lemma 5.3, we have
J(0) <f(O'1) — A+ B - C*
Sf(@t_Q) _ At =+ Bt _ Ct _ At—l + Bt—l _ Ct—l
<o Sf(@T)— Z Af+1+ Z Bf—‘rl _ Z Cf—i—l
T<t<t T<t<t r<t<t

Recall Lemma D.3 shows that Y~ N*™1 =%~  BitL — 5 O convergences almost surely. Therefore, for any
& > 0, there exists an N-random variable M such that - __;_, N**! < ¢ holds for all 7 > Mj.

Then,

f(@T(T)) < f(@'r) o Z At+1 4 Z Nt+1

T<t<T(T) T<t<T(T)

SICHENSY Znt“

r<t<T(r) i=1

IV fo. (O] + 6

S CI T D e A IR (17)

T<t<T(T)

2
< f(O7) - GZ . Z t+1 + (01 N O3 occurs.)
T<t<T(T)

s

< f(e7) — e +90 (O occurs.)
s€2

< f(O7) =4 (Setd < =)

where in Eq. (17)) we dropped the summation over j # i, and then dropped — term.

(@)t)
Thus, Pr (01 N O3 N O3|F7,O4) > cindicates that
Pr((’)5|.7-"7,(’)4) > c,

In other words, if || fo,(©7)|| is large at iteration T, then with positive probability, f(©!) will decrease by at least § from
time step 7 to T'(7), i.e.,

Pr (f(@T(T)) < f(OT) = 48|F7, ||Ve, f(OT)| € [e,eo)) >c (18)

Since f(©!) converges almost surely, this decrease of § can only happen finite times, and by Borel-Cantelli lemma (Lemma
A7), event Oy = {||Vy, f(O©7)|| € [€, €0) } must also occur finitely often.

We prove this by contradiction: assume that Oy = {||Vy, f(©7)|| € [¢, €0)} happens infinitely often, then we can define
the infinite sequences of stopping times: 79 = max{to, Ms} and 7,41 = inf{t > T(7;) : |Ve, f(©")| € [€,€)}. Then
by Borel-Cantelli lemma (Lemma A.7), f(©!) decreases a constant amount of § infinitely often, contradicting to the
convergence of f(©!). To complete the proof, we also have to show that the iterates don’t return to the set {|| Vg, f|| > €o}.
Consider the following two cases:
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Case 1: The iterates never leave the set {||Vy, f|| > €0}

Case 2: The iterates exits and re-enter the set {||Vy, f|| > €0} infinitely often.

Suppose there exists 7" such that if 7 > T, then | Vg, f(©7)|| > €, then by Lemma 5.4, we have

Pr Z 77”1

T<t<T(T)

,7 > max{tg, T} | >c (19)

By Second Borel-Cantelli Lemma (Lemma A.7), there are infinitely many intervals 7 < ¢ < T(7) on which
D or<t<T(r) nit! > s, so the total sum is infinite almost surely, i.e., > ;o n¢ = co. This leads to unbounded decrease in
cost:

. . t . t+1 _
lim inf f(©') < lim | f & Y it +d) =-o0, (20)

T§t<t

where we used the similar reduction as above:

fehy <fen) - 3 Attty N Nt

T<it<t T<t<t
-y Znt“ ) N ACHI R
T<t<t =1
-y AR IIeri(@t)HQM
‘r<t<t
97’ —60 Z nt+1 +5
r<it<t

Thus, Case 1 is impossible.

As for Case 2, when the learning rate becomes sufficiently small, each time the iterates leave {|| Vg, f|| > €}, they must
enter {||Vy, f|| € [€,€0)}. Thus, the iterates eventually never return to {||Vy, f|| > €0}

By ruling out both Case 1 and Case 2, we have shown that for all € > 0, we almost surely have ||Vy, f(©)| > € only
finitely often. O

D. Supporting Lemmas
Proposition D.1. Let

k
fer(©) =) ai(©) - E (@)[é(a:, 6,)]
i=1

be the perfect rationality objective in Eq. (1), and

Zaz [06,6)))

z~D; (@ )
be the surrogate function of introduced in Eq. (12), then, for all ©,0 € RF* e have frr(O©) < F(O; @l).

Proof. By the definition of X (©), given ©, X (©) is the partition that minimizes fpg, namely, for any ©  # O, we have

k k
; ai(@) . INIU)E(@)M(JT,@)] < ;ai(@,) . E / w(% 91)]

z~D;(0")

24



Learning from Streaming Data when Users Choose

To see this, note that, for any data x ~ P, LHS always chooses the best model 6 in (61, - - - , 0} ), which is equivalent to
[Ep[minie[k] {(x,0,;)|0], while for RHS, we have

RHS :xE’P [[{Ielflﬁ‘g(x7al)] ’ lXﬁX’(x)|®7® :| + xLEP 4 46%.¢4£(w79j) : ]lXiHX; (1‘)‘@7@
Li,d € k], i#]

Z [[mmax,ei)]-1m«<x>|@a9'}ﬂEp Do b)) 1y Ly (2)]0,0

a~P | ig[k] Li,j€lk] 7]

= E [min¥¢(z,6;)|©] = LHS
x~Prie(k]

where

Lynx' (@) = {1’ if 2 € Ujepu (Xi(©) N X4(6))

0, otherwise

. () = 1, ifze X;(0)nX;(0)
X=X 10, otherwise.

1 xnx () indicates all the users on the set U;epz) (X;(©) N X;(©")), i.e., users that choose the model with the smallest loss,
while 1, (z) is the indicator for set X;(©) N X ("), i.e., users that should choose model i (which has the smallest

loss for them) but incorrectly chooses some other model j. Therefore, we have fpr(0©) = F(0;0) < F(0;0).
O

Lemma D.2. fyp is -smooth. Moreover, for all ©,0% € RF*4 we also have
[or(6%) < [rs(©) + (Vfrs(0), ©* — ) + 2 0 — @],
namely, fpg is also B-smooth.

Proof. Since fyp is a sum of S-smooth functions, fyp is also S-smooth.

Now we prove fpg is S-smooth, to show that, we need the Proposition D.1 stating that fpr(©) is upper bounded by the
surrogate functions {F(-,0) : © € R¥*?} introduced in Eq. (12).

Then, for any ©, 01 € R¥*? we have

frr(0F) < F(OF;0)
< F(6:0) + VFo(6;0)7 (0" ~ ) + |0 — 6| e

= J(6) + Vim(©)" (07 ~0) + Tt — o], @

where Eq. (21) used the fact that F'(-;©") is S-smooth VO € RF*4, and Eq.(22) follows because fpr(©) = F(0;©) and
Vfr(©) = Vo F(0;0). Thus, fpr(©) is S-smooth.

O

Lemma D.3. Let (F')$2, be a filtration given by Definition A.1. Let BT' = E,[BF!] = (1 — {)Bht' 4 (BLb', and
U = B[O = (1= ()CLEY + (LA, where

Bit! = Bp' wp1 ¢ Sian Cpr' wp.1—¢ .
’ Byp' wp. ¢ ’ Cyp' wp.C
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with

2 2

k
%g(t)@)% Cwt' = an&l(VeifNP( Y, Ve(z"T0)) — Ve, far(O1))

i=1

k k
B = 5 Y I 01 B = Y I o

Cra' = Zn (Vo frr(©"), VL, 0F) —

and the expectation is taken over users random selection over services. Let N t+1 — gt+l _ Ot then
1. (CY2q is F*-martingale difference sequences, and E[C*T|F*] = 0.
2. Suppose that Zie[k] o2 (mf)? < 0o a.s. Then the series Y ;o B' < oo converges almost surely.

3. The series > ;o N* =32 B' — 3% C" < oo converges almost surely.

Proof. (1) Proof of (C*)?°, being martingale difference sequences.

Take the expectation of C**! conditioned on F:

k

t
E[CTTF =1 —¢) - Z(Veipr(Gt), E[Ve(zt™,00) - it F — veif(PgE)G) . [E[nf“]-"tD‘User choose with PR]
ai
i=1
k
+¢- Z<V9ifNP(®t), E[Ve(z'™, 00 - nit | F1 — Ve, fap(0) - [[77;+1|.7-"t]>’User choose with NP
i=1

Conditioned on user choosing with prefect rationality, we have E[n/*!|F?] = af - n' ™. Thus

E[Vea™,6) -0 1F] = ai(®) - E  [Volla, 0] -0

Vo, fer(©) 1t b1 _ "
a; (00 Eln; " [F'] = Vo, frr(0©) -0 = a;(©) xwg(e)[veiz(x,az)} n

As a result, we have shown that

Vo, frr(0") .

1) ot t+1 gty ot 7t
a;(61) Bl |7 = E[VE(™, 0;) -m [ F]

which leads to

Conditioned on user choosing randomly among models, we have E[r; HF = E 7 +1 ,

Vo fre(01) - E[gEH | F = 1 - 1 E [Ve(,0,)]

k‘lmfvp (23)
E[VE@™,6) - F =+ £ E [V, 6.),
Thus, we also get
Vo, fap(©") - Elgi 1 F') = E[Ve(a"™, 0F) - nftF'] (24)

In the end, we have E[CITY|F!] = 0, i.e., E[E5[CETLF?]] = 0. And thus, we have E[C*TYF] =0
(2) Prove that >~,° | B' < oo converges.
Since 37,4y 2peq (nf)? < oo, we have

oo o~ k
> Bhe =5 >3  I9etat, 6P

t=1 t=1 i=1

BL2 S
> )

2 ;
1=1

<.

Mg

<
t

Il
-
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Similarly, ;7 Bfp < co. Thus, >, B* < oo converges almost surely.
(3) Prove that ) ,° | N' < oo converges.
Let Ht = Zizl C7 and let Hi = max{0, H'}, since the terms in a martingale difference sequence are orthogonal, we

have for all t € N:

E[H}] < VE[(H?)?]

(25)

= | > El(C)?]

T=1

Note that

Vo, fer(©") )

ai(@t)

Vo, fr(©")
a;(0t)

|<v9ifPR(@t)v vg(xtJrl’ @f) -

<[V, fer ()| - [ VE(="*,67) — I

<2172

Similarly, we can also get

|<V9ifNP(®t)v v€($t+17 9:) - vez‘fNP(@t»' §2L2'

‘We thus have

Combining Eq. (25), it implies that sup, ¢ E[H’] < co. According to martingale convergence theorem (Theorem A.6), as
t — 0, H' converges, and thus ) ,° , C* < oo converges.

Moreover, due to the convergence of series ) .-, B' < oo, the series ) .o, Nt =Y 72 B — 3" C' < oo converges
almost surely.

O

Lemma D.4. Forallt <t the displacement between ©! and ©' satisfies

et —ef | <L- Y o

t+1<r<t’
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Proof. The displacement of © and O can be bounded as

k
|t —et < Z |6 — oL (Minkowski’s inequality)
i=1

k
<D l0F =0t e T =

i=1

k
<> > e -erh

=1 tp1<r<t’

k
D D A A N s B |

=1 ¢p1<r<t’

k
=Y > Ve, e h

=1 gp1<r<t’

k
<L) > (L-Lipschitz of /)

=1 ¢gp1<r<t’

tH1<r<t’
O
LemmaD.5. Let1 < 7 < 7 where T, 7' €N, then
! 1 1 !
mT — <mLl (26)
T+1 ,t+1 T
T<t<T
Proof. Simply note that
"1 © 1 "1 ’
lnT+ :/ dr < —g/ —dr =1In —
T+1 , x+1 ,t+1 ;T
T<t<T
O
Corollary D.6. Letr > O0and o =e" — 1, set T :=T,, then
ar <T(t)—17<a(r+1) 27
Proof. Replacing 7 to be T(7) in Lemma D.5, we get
T 1 1 1 T
lnm%g Z ﬁ<r§ Z ﬁglnﬂ
T+ T<t<T(T) + T<t<T(7)+1 + T
T 1 T
I+t o TE
T+1 T (28)
T(r)—7 e 1< T(r)—71
T+1 - T
sTr)—7<("-1)-(t—1)=a-(t+1)
T(r)y—1>("—-1)-T=ar
We have thus proved ar < T'(7) — 7 < a(7 + 1). O
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Lemma D.7. (Local Lipschitz of a;(©)) Let p be a continuous density function supported in the closed ball B(0, R). Then
under Assumption 6, a;(0) is locally Lipschitz.

Proof. First, we prove a simple case where k£ = 2 and we only have two services ¢ = 1, j = 2. Given two sets of model
parameters ©, © , the difference of the induced portion of model 7 is

’

a;(®) —a;(©) = / p(x)dx —/ p(x)dx
X;(O\X:(0") X;(0)\X,(©)

Since p is continuous on the closed ball B(0, R), it attains maximum pp,x = sup p(z) < co. Then
0:(0) ~ a:(6)] < pmar - (X (O)\Xi(6) + A(X:(©)\Xi(6)))

where ) is the Lebesgue measure.

Let’s look at X1 (©)\ X (©), which are users move from model 2 to model 1 when © is perturbed to ©". For any point  in
X1(©)\X1(0O), we have

Uz,0,) < £(x,0),(x,0,) < {(z,07)
Thus,
Uz, 0,) — 0(z,6,)

=0(z,0,) — 0(z,05) + L(x,05) — U(z,0,) + £(z,0,) — €(z,6,)

<L ||y — s + L - |61 — 6] + €(x,05) — £z, 67)
Therefore, we have

0 < U(z,0:) — £(x,02) < L- |0y — O] + L- |6y — 6] <2L|j© — O]

Let S = {x : [((x,6,) — {(x,05)] < 2L||© — ©'||}, then, from our assumption, we have A(S) < 2L||© — ©’|| by letting

d = 2L||© — ©'). Since A(S) > A(X1(0)\X1(0)), we have A(X1(0')\X1(©)) < 2L||© — ©'||. Similarly, we have
MX1(©)\X1(0') < 2L||© —O'|. Thus,

|a;(0) — a;(0)] < 4pmuxL||© — ||

Now that we have prove the lemma for k = 2, to extend it to general k, simply note that X ; (O NX i(0) =U£(X;(©)N
X1(©)), and that A(X;(© )\ X;(0)) < 37, A(X;(0) N Xi(0)). O

E. Additional Experiments

More experiments of MSGD for ACSEmployment task on census data. As a supplement to Figure 4, we compare
the accuracy of MSGD and full information on the model specific subpopulation and the whole population when ( = 0.1
(Figure 6) as well as the losses when ¢ = 0 and 0.1 (Figure 7). While Figure 6 shows a similar trend as of Figure 4, we find
that even evaluated on subpopulation, the increased the number of services from k = 2 to k = 4 decreases the accuracy on
subpopulation. A plausible reason is that, besides the changes initial landscape due to the added service, the increase in k
also reduces the average number of data each service provider receives, causing the relationship of the number of services
and the accuracy over subpopulation less observable.

Since services are trained with loss functions, we compare the overall loss of MSGD and Full information over both
subpopulation and whole population in Figure 7. We found that, the loss of full information decreases both in terms
of subpopulation and the whole population. Meanwhile, even though MSGD decreases faster than full information in
subpopulation loss, its loss over the whole population increases, which means they becomes worse and worse for general
population. (Similar to what we see about the accuracy).
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Full Information k=2 — k=4  —— k=6
Subppopulation Whole Population
0.70
0.90
0.85 0.65
(S
<
0.80
0.60 g
0.75
r
0 1000 2000 0 1000 2000
Time t Time t

Figure 6. Accuracy of MSGD or Full Information on the model-specific subpopulation D;(0) (left) and whole population P (right) for

the ACSEmployment task on census data with perfectly rational users (( = 0.1). For MSGD, we illustrate results of different total number
of services k = 2,4, 6.

Full Information k=2 ~—— k=4 —— k=6 Full Information k=2  —— k=4 — k=6
Subpopulation Whole Population Subpopulation o1 Whole Population
-0.4
-0.50 0.0
0.0 — -0.6 .
'-&;_0_75 E -0.1 ———————
o 9-0.8
e -0.2 5 —0.2
g-100 ' 210
-0.3
-1.25 B
-0.4 12 -0.4
-1.50 -1.4
0.0 25 5.0 7.5 0.0 2.5 5.0 7.5 0.0 2.5 5.0 7.5 0.0 2.5 5.0 7.5
log(t) log(t) log(t) log(t)
(a) Perfectly rational user: { =0 (b) Relatively rational user: { = 0.1.

Figure 7. Log-log scaled loss of MSGD or Full Information on the model-specific subpopulation D; (©) and whole population P for the
ACSEmployment task on census data. For MSGD, we illustrate results of different total number of services k = 2, 4, 6.

MSGD in Different Settings We show in Figure 8 the following two variants of the setting to demonstrate and better
understand the advantage and limitations of MSGD.

1. MSGD (Boltzmann-rational): When user behaves under Boltzmann-rational model with o = 0.5.

2. MSGD (smaller noise): When we have more accurate user gradient. (Instead of one, 6 users arrive in each time step.)

The experiments are with Census dataset, for MSGD baseline, we use ¢ = 0.1. From these additional experiments, we can
see that our MSGD algorithm can work well and converge even when user have more diverse behavior such as Boltzmannn
Rational model. Having smaller noise on the online gradient can further improve the performance of our algorithm, which

suggests that our algorithm, though designed for streaming user setting, can work well for both our setting and the more
complete data setting that has been studied in previous papers.

MSGD under Boltzmann-rational Model Though it is theoretically difficult to analyze the convergence of MSGD under
Boltzmann-rational model, we conduct additional empirical experiments of MSGD under Boltzmann-rational model on
Census dataset with & = 0,0.5, 1. The results are shown in figure 9, from which, we do see that the iterates, f(©) and

accuracy still converges, which indicates that our MSGD algorithm is robust enough to work well even when user behaviors
deviates from our setting.
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—— MSGD(Boltzmann-rational) - MSGD = MSGD (smaller noise)
>
[©¢ = ©¢—1 76
< Acc
=0 0.8 © 1.0
1.001 L ,
0.91
0.751 0.6
0.50 0.8
0.4
0.254 | 0.7 1
0.001 0.2 r-
0 2000 4000 6000 0 2000 4000 6000 0 2000 4000 6000
Time t Time t Time t

Figure 8. Comparing the iterates (left), objective function (middle) and prediction accuracy (right) of MSGD and two variants with Census
dataset.

.
2 16:—6¢_1] o)
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Figure 9. The convergence of the iterates (left), objective function (middle) and prediction accuracy (right) of MSGD under Boltzmann-
rational model on Census dataset with o = 0, 0.5, 1.
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F. Examples of Assumption 6

Generally, there are two kinds of scenarios where £(z, §) and ¢(z, 9/) could be close to each other: One case is 6 being close
to 6, the expression in Assumption 6 may only hold for small d. As long as 6 are not arbitrarily close to 0', the assumption
states that we can still always find a small enough d such that the expression holds. Another case is when 6 is distinguishable
from ', but there still exist some users who are ambiguous on which service to choose (i.e., {z : |¢(x,0) — (z,0 )| < d}).
We give an example of these scenarios in Figure 10. Assumption 6 states that the volume of these ambiguous users can be
controlled by d.

6.and 6' being close(large d) 6.and §' being close(small d) 6and §' are easily distinguishable

— 1(x,6) 1o — 1x,8)
10 |y — x.6) 10 — 1x,8)

06
o \\_/
04
02 02
— 1x,6)
00 | — x.6) LA 00 —

-100 -0.75 -0.50 -0.25 000 025 050 075 100 -1.00 -0.75 -0.50 -0.25 000 025 050 075 100 -1.00 -075 -0.50 =025 000 025 050 075 100
x x x

et

Figure 10. Examples of Assumption 6. Left: example of 6 being close to 0/, Assumption 6 is hard to hold with large d. Middle: 0 being
close to  and Assumption 6 holds with sufficiently small d. Right: 6 is distinguishable from 0, but there are still some users who are
ambiguous about which service to choose (i.e., {z : |[¢(x,0) — (=, 0l)| < d}).
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