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PROVABLY EFFICIENT UCB-TYPE ALGORITHMS FOR
LEARNING PREDICTIVE STATE REPRESENTATIONS

Ruiquan Huang* Yingbin Liang! Jing Yang*

ABSTRACT

The general sequential decision-making problem, which includes Markov de-
cision processes (MDPs) and partially observable MDPs (POMDPs) as special
cases, aims at maximizing a cumulative reward by making a sequence of deci-
sions based on a history of observations and actions over time. Recent studies
have shown that the sequential decision-making problem is statistically learn-
able if it admits a low-rank structure modeled by predictive state representations
(PSRs). Despite these advancements, existing approaches typically involve ora-
cles or steps that are computationally intractable. On the other hand, the upper
confidence bound (UCB) based approaches, which have served successfully as
computationally efficient methods in bandits and MDPs, have not been investi-
gated for more general PSRs, due to the difficulty of optimistic bonus design in
these more challenging settings. This paper proposes the first known UCB-type
approach for PSRs, featuring a novel bonus term that upper bounds the total vari-
ation distance between the estimated and true models. We further characterize the
sample complexity bounds for our designed UCB-type algorithms for both on-
line and offline PSRs. In contrast to existing approaches for PSRs, our UCB-type
algorithms enjoy computational tractability, last-iterate guaranteed near-optimal
policy, and guaranteed model accuracy.

1 INTRODUCTION

As a general framework of reinforcement learning (RL), the sequential decision-making problem
aims at maximizing a cumulative reward by making a sequence of decisions based on a history of
observations and actions over time. This framework is powerful to include and generalize Markov
Decision Processes (MDPs) and Partially Observable Markov Decision Processes (POMDPs), and
captures a wide range of real-world applications such as recommender systems (Li et al., 2010; Wu
et al., 2021), business management (De Brito & Van Der Laan, 2009), economic simulation (Zheng
et al., 2020), robotics (Akkaya et al., 2019), strategic games (Brown & Sandholm, 2018; Vinyals
et al., 2019), and medical diagnostic systems (Hauskrecht & Fraser, 2000).

However, tackling POMDPs alone presents significant challenges, not to mention general sequential
decision-making problems. Many hardness results have been developed (Mossel & Roch, 2005;
Mundhenk et al., 2000; Papadimitriou & Tsitsiklis, 1987; Vlassis et al., 2012; Krishnamurthy et al.,
2016), showing that learning POMDPs is already computationally and statistically intractable in
the worst case. The reason is that the non-Markovian property of these problems implies that the
sufficient statistics or belief about the current environmental state encompasses all observations and
actions from past interactions with the environment. This dramatically increases the computational
burden and statistical complexity, since even for a finite observation-action space, the possibilities
of the beliefs are exponentially large in terms of the number of observation-action pairs.

In order to tackle these challenges, recent research has introduced various structural conditions for
POMDPs and general sequential decision-making problems, such as reactiveness (Jiang et al., 2017),
decodability (Du et al., 2019), revealing conditions (Liu et al., 2022a), hindsight observability (Lee
et al., 2023), and low-rank representations with regularization conditions (Zhan et al., 2022; Liu
et al., 2022b; Chen et al., 2022). These conditions have opened up new possibilities for achieving
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polynomial sample complexities in general sequential decision-making problems. Among them,
predictive state representations (PSRs) (Littman & Sutton, 2001) has been proved to capture and
generalize a rich subclass of sequential decision-making problems such as MDPs and observable
POMDPs. Yet, most existing solutions for PSRs involve oracles that might not be computationally
tractable. For instance, Optimistic MLE (OMLE) (Liu et al., 2022b) involves a step that maximizes
the optimal value function over a confidence set of models. Typically, such a confidence set does
not exhibit advantageous structures, resulting in a potentially combinatorial search within the set.
Another popular posterior sampling based approach (Agarwal & Zhang, 2022; Zhong et al., 2022)
requires to maintain a distribution over the entire set of models, which is highly memory inefficient.
In addition, most existing results lack a last-iterate guarantee and produce only mixture policies,
which often exhibit a very large variance in practical applications. On the other hand, the upper
confidence bound (UCB) based approach has been proved to be computationally efficient and pro-
vide last-iterate guarantee in many decision-making problems such as bandits (Auer et al., 2002)
and MDPs (Ménard et al., 2021). However, due to the non-Markovian property of POMDPs and
general sequential decision-making problems, designing an explicit UCB is extremely challenging.
To the best of our knowledge, such a design has been seldomly explored in POMDPs and beyond.
Thus, we are motivated to address the following important open question:

Q1: Can we design a UCB-type algorithm for learning PSRs that (a) is both computationally
tractable and statistically efficient, and (b) enjoys the last-iterate guarantee?

Another important research direction in RL is offline learning (Lange et al., 2012), where the learn-
ing agent has access to a pre-collected dataset and aims to design a favorable policy without any
interaction with the environment. While offline MDPs have been extensively studied (Jin et al.,
2021b; Xiong et al., 2022a; Xie et al., 2021), there exist very limited studies of offline POMDPs
from the theoretical perspective (Guo et al., 2022; Lu et al., 2022). To our best knowledge, offline
learning for a more general model of PSRs has never been explored. Thus, we will further address
the following research question:

Q2: Can we design a UCB-type algorithm for offline learning of PSRs with guaranteed policy
performance and sample efficiency?

Main Contributions: We provide affirmative answers to both aforementioned questions by making
the following contributions.

e We introduce the first known UCB-type approach to learning PSRs with only a regularization
assumption, characterized by a novel bonus term that upper bounds the total variation distance
between the estimated and true models. The bonus term is designed based on a new confidence
bound induced by a new model estimation guarantee for PSRs, and is computationally tractable.

e We theoretically characterize the performance of our UCB-type algorithm for learning PSRs
online, called PSR-UCB. In contrast to existing approaches, PSR-UCB is computationally
tractable with only supervised learning oracles, guarantees a near-optimal policy in the last iter-
ation, and ensures model accuracy. When the rank of the PSR is small, our sample complexity
matches the best known upper bound in terms of the rank and the accuracy level.

e We further extend our UCB-type approach to the offline setting, and propose the PSR-LCB
algorithm. We then develop an upper bound on the performance difference between the output
policy of PSR-LCB and any policy covered by the behavior policy. The performance difference
scales in O(C, /v/K), where C, is the coverage coefficient and K is the size of the offline
dataset. This is the first known sample complexity result on offline PSRs.

e Technically, we develop two key properties for PSRs to establish the sample complexity guar-
antees: (a) a new estimation guarantee on the distribution of future observations conditioned
on empirical samples, enabled by the stable model estimation step, and (b) a new relationship
between the empirical UCB and the ground-truth UCB. We believe these insights advance the
current understanding of PSRs, and will benefit future studies on this topic.

2 RELATED WORK

Learning MDPs and POMDPs. The MDP is a basic model in RL that assumes Markovian prop-
erty in the model dynamics, i.e. the distribution of the future states only depends on the current
system state. Researchers show that learning tabular MDPs (with finite state and action spaces) is
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both computationally and statistically efficient in both online setting (Auer et al., 2008; Azar et al.,
2017; Dann et al., 2017; Agrawal & Jia, 2017; Jin et al., 2018; Li et al., 2021) and offline setting
(Jin et al., 2021b; Rashidinejad et al., 2021; Yin et al., 2021; Chang et al., 2021). Learning MDPs
with function approximations is also well-studied by establishing favorable statistical complexity
and computation efficiency (Jin et al., 2020; Wagenmaker & Jamieson, 2022; Zanette et al., 2020;
Zhou et al., 2021; Agarwal et al., 2020; Uehara et al., 2021; Du et al., 2021; Foster et al., 2021; Jin
et al., 2021a; Jiang et al., 2017; Wang et al., 2020; Jin et al., 2021b; Xiong et al., 2022a; Xie et al.,
2021). Notably, several algorithms designed for learning MDPs with general function approxima-
tions can be extended to solve a subclass of POMDPs. In particular, OLIVE (Jiang et al., 2017)
and GOLF (Jin et al., 2021a), which are originally designed for MDPs with low Bellman rank and
low Bellman-Eluder dimension, respectively, can efficiently learn reactive POMDPs, where the op-
timal policy only depends on the current observation. Besides, Du et al. (2019); Efroni et al. (2022)
study decodable RL where the observations determine the underlying states, and Kwon et al. (2021)
investigate latent MDPs where there are multiple MDPs determined by some latent variables.

To directly address the partial observability in POMDPs, some works assume exploratory data or
reachability property and provide polynomial sample complexity for learning these POMDPs (Guo
et al., 2016; Azizzadenesheli et al., 2016; Xiong et al., 2022b). Others tackle the challenge of explo-
ration and exploitation tradeoff in POMDPs by considering various sub-classes of POMDPs such as
low-rank POMDPs (Wang et al., 2022), observable POMDPs (Golowich et al., 2022a;b), hindsight
observability (Lee et al., 2023), and weakly-revealing POMDPs (Liu et al., 2022c;a). Furthermore,
Liu et al. (2022c); Uehara et al. (2022a) propose computationally efficient algorithms for POMDPs
with deterministic latent transitions. Notably, Golowich et al. (2022a) propose a provably efficient
algorithm for learning observable tabular POMDPs without computationally intractable oracles. Fi-
nally, Lu et al. (2022) study the offline POMDPs in the presence of confounders, and Guo et al.
(2022) provide provably efficient algorithm for offline linear POMDPs. After the initial submission
of this work, we notice that a UCB-type algorithm has been studied by Guo et al. (2023) under
low-rank L-step decodable POMDPs, which is a subclass of the PSRs considered here.

Learning PSRs and general sequential decision-making problems. The PSR is first introduced
by Littman & Sutton (2001); Singh et al. (2012) and considered as a general representation to model
dynamic systems. A line of research (Boots et al., 2011; Hefny et al., 2015; Jiang et al., 2018;
Zhang et al., 2022) obtain polynomial sample complexity with observability assumption and spectral
techniques. Later, Zhan et al. (2022) demonstrate that learning regular PSRs is sample efficient
and can avoid poly(|O|™) in the sample complexity. Uehara et al. (2022b) propose a PO-bilinear
class that captures a rich class of tractable RL problems with partial observations, including weakly
revealing POMDPs and PSRs and design an actor-critic style algorithm. For the works most closely
related to ours, Liu et al. (2022b) propose a universal algorithm known as OMLE, which is capable
of learning PSRs and its generalizations under certain conditions; Chen et al. (2022) enhance the
sample complexity upper bounds for three distinct algorithms, including OMLE, the model-based
posterior sampling, and the estimation-to-decision type algorithm (Foster et al., 2021); Zhong et al.
(2022) address the general sequential decision-making problem by posterior sampling under a newly
proposed low generalized Eluder coefficient. However, as elaborated in Section 1, those approaches
are not efficient in terms of computational complexity or memory.

3 PRELIMINARIES

Problem Setting. We consider a finite horizon episodic sequential decision-making problem, de-
fined by a tuple P = (O, A, H,P, R), where O represents the observation space, A is a finite action
space, H is the number of time steps within an episode, P = {P},} determines the model dynamics,
ie., Py(oplo1,...,0n-1,0a1,...,an—1), Wwhere o, € O is the observation at time step ¢, and a; € A
is the action taken by the agent at time step ¢ forallt € {1,...,h},and R : (Ox A)¥ — [0, 1] is the
reward function defined on trajectories of one episode. We denote a historical trajectory at time step

has 1, := (01,a1,...,0n,an), and denote a future trajectory as wy, := (0p+1, Aht1,---,0H, QH).
The set of all 7, is denoted by H;, = (O x A)" and the set of all future trajectories is denoted
by Q, = (O x A" In addition, let w) = (op41,-..,0n) and w? = (api1,...,an) be the

observation sequence and the action sequence contained in wy,, respectively. Similarly, for a his-
tory 75,, we denote 7 and 75 as the observation and action sequences in 7y, respectively. Notably,
the general framework of sequential decision-making problem subsume not only fully observable
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MDPs but also POMDPs as special cases, because in MDPs, Py, (op|mh—1) = Pr(on|on—1,an—1)
and in POMDPs, P, (o, |7,—1) can be factorized as Py (op |7h—1) = >, Pr(on|s)Ph(s|7h—1), where
s represents unobserved states.

The interaction between an agent and P proceeds as follows. At the beginning of each episode,
the environment initializes a fixed observation o; at time step 1. After observing o1, the agent
takes action a, and the environment transits to o2, which is sampled according to the distribution
Py (02]01, a1). Then, at any time step h > 2, due to the non-Markovian nature of the problem, the
agent takes action ay, based on all past information (74,_1, 0y, ), and the environment transits to op+1,
sampled from P, (0p+1|7). The interaction terminates after time step H.

The policy m = {7} of the agent is a collection of H distributions where 7 (ap|7h—1, 0p) is the
probability of choosing action ay, at time step h given the history 7,1 and the current observation
op. For simplicity, we use 7 (7,) = w(ap|op,Th—1) - 7(a1]|o1) to denote the probability of the
sequence of actions 77 given the observations 7;,. We denote P™ as the distribution of trajectories
induced by policy 7 under dynamics P. The value of a policy 7 under P and the reward R is denoted
by VIP)T,FR =K., ~pr [R(TH)].

The goal of the agent is to find an e-optimal policy 7 that satisfies max, Vg'p — Vﬂff r < e Since
finding a near-optimal policy for a general decision-making problem incurs exponentially large sam-
ple complexity in the worst case, in this paper we follow the line of research in Zhan et al. (2022);
Chen et al. (2022); Zhong et al. (2022) and focus on the low-rank class of problems. To define a
low-rank problem, we introduce the dynamic matrix I, € RI?»1¥9%1 for each h, where the entry
at the 7,-th row and wy,-th column of Dy, is P(wy, 77|75, wi).

Definition 1 (Rank-r sequential decision-making problem) A sequential decision-making prob-
lem is rank r if for any h, the model dynamic matrix Dy, has rank .

Predictive State Representation (PSR). To exploit the low-rank structure, we assume that for
each h, there exists a set of future trajectories, namely, core tests (known to the agent) Q) =
{a},..., 4"} C Qu, such that the submatrix restricted to these tests D;,[Qp,] has rank 7, where
dp > 7 is a positive integer. This special set Q allows the system dynamics to be factorized as
P(wg, 72|72, wi) = m(wp) " (7h), where m(wp,), ¥ (77,) € R% and the ¢-th coordinate of ¥(73,) is
the joint probability of 7, and the ¢-th core test . Mathematically, if we use of, and a}, to denote the
observation sequence and the action sequence of g, respectively, then P(of, 72 |7¢, ab ) = [¢(71)]e-
By Theorem C.1 in Liu et al. (2022b), any low-rank decision-making problem admits a (self-
consistent) predictive state representation 6 = {¢,, M}, given core tests {Qp,}7—', such that
for any 73, € Hp,wp € Qp,

(1) = My (o, an) - My (o1,a1)t0, m(wp)" = dMp(om,am) - Mpuy1(0nt1,ans1)

Z ¢}-{+1Mh+1(0h+17 ah+1) = (b;a P(Oh, ey 01‘&17 ey a/h) = ¢;w(7h)7

Oh+1

where My, : O x A — R4 xdn—1 ¢, c R and 1)y € R%. For ease of presentation, we assume
1o is known to the agent!. Notably, the normalized version of (73,) with respect to ¢, ¥(75,),
denoted as 1 (75,) = ¥(71)/¢;. ¥(71), is known as the prediction vector (Littman & Sutton, 2001)
or prediction feature of 7, since [¢)(71,)]; = P(of, |74, a},). As illustrated in Appendices C and D,
the prediction feature plays an important role in our algorithm design.

In the following context, we use Py to indicate the model determined by the representation 6 =
{¢n, M}/, . For simplicity, we denote V' = V.. Moreover, let Q;' = {af }{"  be the set of
action sequences that are part of core tests, constructed by eliminating any repeated action sequence.
Q4 known as the set of core action sequences, plays a crucial role during the exploration process.
Selecting from these sequences is sufficient to sample core tests, leading to accurate estimate of 6.

We further assume that the PSRs studied in this paper are well-conditioned, as specified in Assump-
tion 1. Such an assumption and its variants are commonly adopted in the study of PSRs (Liu et al.,
2022b; Chen et al., 2022; Zhong et al., 2022).

'The sample complexity of learning 1) if it is unknown is relatively small compared with learning other
parameters.
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Assumption 1 (v-well-conditioned PSR) A PSR 0 is said to be y-well-conditioned if

1
Vh Te| < =, 1
, max maxm%xZﬂ(wh\Thﬂm(wh) x| < 5 (1

zeRM:|z]1 <1 T T
Wh

Assumption 1 requires that the error of estimating 6 does not significantly blow up when the estima-
tion error x of estimating the probability of core tests is small.

Notations. We denote the complete set of model parameters as © and the true model parameter as
6*. For a vector z, ||z|| a stands for vz T Az, and the i-th coordinate of x is represented as [z];. For
functions P and Q (not necessarily probability measures) over a set X, the total variation distance
between them is Dy (P(x), Q(x)) = >, |P(z) — Q(«)|, while the hellinger-squared distance is de-

fined as D3 (P(z), Q(z)) = £ >, (v/P(z) — /Q(x))?. Note that our definition of the total variation
distance is slightly different from convention by a constant factor. We define d = maxy, d, and

Q4 = maxy, |Q5}|. We use vy, (m, ') to denote the policy that takes 7 at the initial 2 — 1 steps and
switches to 7w’ from the h-th step. Lastly, uy represents the uniform distribution over the set X’.

4  ONLINE LEARNING FOR PREDIVTIVE STATE REPRESENTATIONS

In this section, we propose a model-based algorithm PSR-UCB, which features three main novel
designs: (a) a stable model estimation step controlling the quality of the estimated model such that
its prediction features of the empirical data are useful in the design of UCB, (b) an upper confidence
bound that captures the uncertainty of the estimated model, and (c¢) a termination condition that guar-
antees the last-iterate model is near-accurate and the corresponding greedy policy is near-optimal.

4.1 ALGORITHM

The pseudo-code for the PSR-UCB algorithm is presented in Algorithm 1. We highlight the key
idea of PSR-UCB: in contrast to the design of UCB-type algorithms in MDPs that leverage low-rank
structures, we exploit the physical meaning of the prediction feature v(73) to design bonus terms
that enable efficient exploration. In particular, “physical meaning” refers to that each coordinate of
a prediction feature of 7, represents the probability of visiting a core test conditioned on 73, and
taking the corresponding core action sequence. Therefore, it suffices to explore a set of 75, whose
prediction features can span the entire feature space, and use core action sequences to learn those
“base” features. We next elaborate the main steps of the algorithm in greater detail as follows.

Exploration. At each iteration k, PSR-UCB constructs a greedy policy 7! based on a previous
dataset DF =1 = {DF 111 together with an estimated model ¥ . Intuitively, to enable efficient
exploration, 7%~1 is expected to sample 7, that “differs” the most from previous collected samples

T € DZ‘l. How to quantify such differences forms the foundation of our algorithm design and will
be elaborated later.

Then, for each h € [H], PSR-UCB first uses k=1 to get a sample T,]f;hl, then follows the policy

exp

ugew to get wy’, where Qp = (A x Qf!) U Qs . Here, superscripts &, represent the

index of episodes. In other words, PSR-UCB adopts the policy v, (7#~!

trajectory (T}lf’_hl, wzfl), which, together with D,’fbj, forms the dataset be_l.

;ugexr ) to collect a sample

The importance of uniformly selecting actions from Q" can be explained as follows. First, the

actions in Q;?_l assist us to learn the prediction feature @*(T,’f;hl) as its ¢-th coordiate equals to
Pg*(oi_lhff’_hl,afb_l). Second, the action sequence (ap,al) € A x Qi helps us to estimate
M (on, ah)w*(rf’_hl) because its /-th coordinate represents Py« (of;, oh\Tf’_hl, an,at). Therefore,
by uniform exploration on Q;", given that T;f’lll differs from previous dataset Dy~ 1, PSR-UCB
collects the most informative samples for estimating the true model 6*.

Stable model estimation. With the updated dataset D¥ = {D}}, we estimate the model by maxi-
mizing the log-likelihood functions with constraints. Specifically, PSR-UCB extracts any model 6%
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from B* defined as:
ef:nin = {9 : Vh7 (Th?w) S Dzv ]P)g(Th) Z pmin} 3

k _ k . T T
BY*=<60€0;,: Z log Py (75) > Glrélggn(in Z logPg () — B ¢ » (2)
(TH,7)EDF (ta,7)EDF

where the estimation margin /3 is a pre-defined constant. Here the threshold probability py,;y is
sufficiently small to guarantee that, with high probability, §* € ©% . . Note that compared to existing

vanilla maximum likelihood estimators (Liu et al., 2022b:a; Chen et al., 2022). PSR-UCB has an

additional constraint ©F ; . This is a crucial condition, as T;f "1 s sampled to infer the conditional
Bty

probability Pg. (w |7 w@) or the prediction feature ¢* (7,

' (T:’}H—l) is too small, as it is proved that * € ©

, and learning this feature is
k

min

useless or even harmful if Pg: N (Proposition 7).

Design of UCB with prediction features. From the discussion of the previous two steps, we see
that the prediction features are vital since (a) actions in Q" can efficiently explore the coordi-
nates of these features, and (b) constraint ©F , ensures the significance of the learned features of
the collected samples. Therefore, in the next round of exploration, our objective is to sample 7,
whose prediction feature exhibits the greatest dissimilarity compared with those of the previously

collected samples 7, € D’,j. Towards that, PSR-UCB constructs an upper confidence bound ‘/GJL,IA)’“

for Dry(P7, (7 ), Pg (711)), where the bonus b* is defined as:

O =2+ YD ST, B =mind oo Y @] 1 ®
h=0

~ )
(Uk ) —1
v}, €Dk h

with pre-specified regularizer A and UCB coefficient . Note that large b* (Ty) indicates that 7g

is “perceived” to be under explored since the estimated prediction feature 1[)’“(7;1) is significantly
different from {)* () broepk

Algorithm 1 Learning Predictive State Representation with Upper Confidence Bound (PSR-UCB)
1: Input: threshold probability p.,i,, estimation margin 3, regularizer A, UCB coefficient «.
2: fork=1,...,K do
3: forh=1,..,H do

4: Use v(m*™1, uQix_pl) to collect data 757" = (wi™ 75",
5: D571 %D::i U{(Tz’h,I/h(ﬂ'kil,uQZX_pl))}.
6: end for .
7: Dk = {D}’j}th_Ol. Extrzlct any 0% € B* according to Equation (2).
8: Define bonus function b*(7) according to Equation (3).
9:  Solve 7% = arg max, Vi e
10: iV, < /2 then
11: ¢ = 6F , break.
12: end if
13: end for

14: Output: T = arg max, Vg p.

Design of the greedy policy and last-iterate guaranteed termination. The construction of UCB
implies that 0% is highly uncertain on the trajectories 7y with large bonuses. Thus, PSR-UCB finds

a greedy policy 7F = arg max, Vg; o and terminates if Vg; o is sufficiently small, indicating that
k

the estimated model 6% is sufficiently accurate on any trajectory. Otherwise, m serves for the next

iteration k + 1, as it tries to sample the most dissimilar ﬁk(m) compared with the previous samples

&k (7’,’: ’h+1) for efficient exploration. We remark that the termination condition favors the last-iterate
guarantee, where a single model and a greedy policy are identified. Compared with algorithms that
output a mixture policy (e.g. uniform selection in a large policy set), this guarantee may present
lower variance in practical applications.
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Remark 1 (Computation) Our algorithm only calls the MLE oracle H times in each episode to
construct the confidence model class in Equation (2). Similar to Guo et al. (2023), our UCB based
planning avoids searching for an optimistic policy that maximizes the optimal value over a large
model class, thus is more amendable to practical implementation.

Remark 2 (Reward-free PSRs) Our algorithm naturally handles reward-free PSRs since during
the exploration, no reward information is needed. In the reward-free setting, Algorithm 1 exhibits
greater advantage compared with existing reward-free algorithms (Liu et al., 2022b; Chen et al.,
2022) for PSRs, which require a potentially combinatorial optimization oracle over a pair of models
in the (non-convex) confidence set and examination of the total variance distance®, and are compu-
tationally intractable in general (Golowich et al., 2022a).

4.2 THEORETICAL RESULTS

In this section, we present the theoretical results for PSR-UCB. To make a general statement, we
first introduce the notion of the optimistic net of the parameter space.

Definition 2 (Optimistic net) Consider two bounded functions P and P over a set X. Then, P is
e-optimistic over P if (a) P(z) > P(z),Vz € X, and (b) Dry(P,P) < €. The e-optimistic net of © is
a smallest finite space ©. so that for all § € ©, there exists 0 € ©, when Py is e-optimistic over Py.

Note that if © is the parameter space for tabular PSRs (including finite observation and action spaces)

with rank 7, we have |0, | < 72|O||A|H? log ZLZIAL (see Proposition 3 or Theorem 4.7 in Liu et al.
(2022b)). Now, we are ready to present the main theorem for PSR-UCB.

Theorem 1 Suppose Assumption 1 holds. Let py;, = O(IGI\(D[\SW)3’ B = O(log |©.|), where

i 2 max a .
e=0(E22), N = YATQaS \/%’QA\/ﬁ/V}, and oo = O 7‘9“;4@\5—1— 7‘“4'@7‘“/’?). Then, with
probability at least 1 — §, PSR-UCB outputs a model 6¢ and a policy 7 that satisfy

Vit g — Vit g <€ and Vr, Dy (Ph(tx),Pg. (1)) < e. 4)
In addition, PSR-UCB terminates with a sample complexity of

([, QAHY rdH*APQYS
o((r+ ) ).

The following remarks highlight a few insights conveyed by Theorem 1. First, Theorem 1 explic-
itly states that PSR-UCB features last-iterate guarantee, i.e., the guaranteed performance is on the
last output of the algorithm. This is in contrast to the previous studies (Liu et al., 2022a;b; Chen
et al., 2022) on POMDP and/or PSRs, where the performance guarantee is on a mixture of policies
obtained over the entire execution of algorithms. Such policies often have a large variance. Second,
in the regime with a low PSR rank such that » < Qf;‘f, our result matches the best known sample
complexity (Chen et al., 2022) in terms of rank r and e. Third, thanks to the explicitly constructed

bonus function b, whose computation complexity is polynomial in terms of the iteration number and
the dimension d, PSR-UCB is computationally tractable, provided that there exist oracles for plan-
ning in POMDPs (e.g. Line 9 in PSR-UCB) (Papadimitriou & Tsitsiklis, 1987; Guo et al., 2023)
and maximum likelihood estimation.

Proof Sketch of Theorem 1. The proof relies on three main steps corresponding to three new tech-
nical developments, respectively. (a) A new MLE guarantee. Due to the novel stable model esti-
mation design, we establish a new MLE guarantee (which has not been developed in the previous
studies) that the total variation distance between the conditional distributions of future trajectories
conditioned on (7, 7) € DF is small. Mathematically, Z(Th,rr)eD,{j Dry(PZ, (wh|7h), PG (wn|7h))

2Computation complexity of calculating total variation distance is still an open question (Bhattacharyya
et al., 2022) and only some specific forms can be approximated in polynomial time.

3|0| can be the cardinality of O if it is finite, or the measure of O if it is a measurable set with positive and
bounded measure.
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is upper bounded by a constant. (b) A new confidence bound. Based on (a) and the obser-

vation that the estimation error of the prediction feature 1&’“(77,) is upper bounded by the total
variation distance Dry(IP7, (wn|7n), PG. (wa|7h)), the estimation error of other prediction features

is captured by the function ||@/A1k(rh)||(m),1 up to some constant, leading to the valid UCB de-
h
sign. (c) A new relationship between the empirical bonus and the ground-truth bonus. To

characterize the sample complexity, we need to show that Vé’;ki)k can be small for some k. One

approach is to prove that ), Vglkl;k is sub-linear. We validate this sub-linearity by establishing

B < 0 (zh ||1L*(Th)||w;f)_1), where Uf = M + Y, cpe 0% ()" (). This inequality
bridges the empirical and the ground-truth bonuses, and yields the final result when combined with
the elliptical potential lemma (Carpentier et al., 2020). The complete proof can be found in Ap-
pendix C.

When PSR is specialized to m-step decodable POMDPs (Liu et al., 2022b), as elaborated in Ap-
pendix C.5, the sample complexity of PSR-UCB does not depend on d with slight modification of
the algorithm.

Corollary 1 When PSR is specialized to m-step decodable POMDPs, for each k, there exists a set
of matrices {GE ML RY" such that if we replace V¥ () by ((},ZH)W}k (h) in Equation (3)
for any T, then PSR-UCB terminates with a sample complexity of poly(r,1/v,Q a, H, | A|, B) /€.

5 OFFLINE LEARNING FOR PREDICTIVE STATE REPRESENTATIONS

In this section, we develop a computationally tractable algorithm PSR-LCB to learn PSRs in the
offline setting. In offline PSRs, a dataset D contains K pre-collected trajectories that are indepen-
dently sampled from a behavior policy 7°. We slightly generalize the learning goal to be finding a
policy that can compete with any target policy whose coverage coefficient is finite. We highlight that
PSR-LCB is the first offline algorithm for learning PSRs. When specialized to POMDPs, our pro-
posed algorithm enjoys better computational complexity than confidence region based algorithms
(Guo et al., 2022).

5.1 ALGORITHM

We design a PSR-LCB algorithm for offline PSRs, whose pseudo-code is presented in Algorithm 2.
In the offline setting, we also leverage the prediction feature )(7;,) to design lower confidence
bound (LCB) of the true value function Vi ;. We explain the main steps of the algorithm in detail
as follows.

stable model estimation. Inspired by PSR-UCB, where the prediction features 1(7y,) at each step h
are learned through separate datasets, PSR-LCB first randomly and evenly divides D into H datasets
Do, ..., Dp_1. The goal of this division is to separately learn ¢)*(73,) for each h € {0,1,..., H —

1}. Then, PSR-LCB extracts a model 6 from Bp defined as:
Oumin = {01 Vh,7h € D, BF' (74) = puin }

b b A
Bp = {9 € Oumin: ), logBj () 2 max >, logPy (7ur) = 5} : ®
THe’D €Omin THED

where the estimation margin Bisa pre-specified constant, and py,;, guarantees that, with high prob-
ability, 0% € Opnin.

Following similar reasons of the design of PSR-UCB, the constraint O,;, controls the quality of
the estimated model such that the prediction features of the behavior samples are non-negligible and
useful for learning.
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Design of LCB with prediction features. Given the estimated model 6, PSR-LCB constructs an
upper confidence bound of Dy (Pg(TH), ]Pg(TH)) in the form of Vfﬁ, where l;(TH) is defined as:

Up = M + Z QZ(Th)ZZ(Th)Ta b(rr) mm{a\/z 1; (U) g 1}, (6)

ThE€Dp
with pre-defined regularizer ) and LCB coefficient &. Note that we refer to & as the LCB coefficient,
as we adopt the pessimism principle in offline learning. Differently from PSR-UCB, we aim to select
a policy where the estimated model exhibits the least uncertainty. Therefore, the output policy should

allocate a high probability to 7y if b(7) is small.

Output policy design. Building on the discussion above, PSR-LCB outputs a policy 7 =

arg maxg V — Veﬂb’ which maximizes a lower confidence bound of V.

Algorithm 2 Offline Predictive State Representations with Lower Confidence Bound (PSR-LCB)

1: Input: Offline dataset D, threshold probability pp,i,, estimation margin B , regularizer 5\, LCB
coefficient &.

2: Estimate model 6 € B according to Equation (5).

Construct b according to Equation (6).

4: Output 7 = arg maxy, VéffR — V@Tg-

w

5.2 THEORETICAL RESULTS

In this section, we develop the theoretical guarantee for PSR-LCB. To capture the distribution shift
in offline PSRs, we require that the /., norm of the ratio between the probabilities over the entire
trajectory under the target policy and under the behavior policy is finite. Mathematically, if 7 is
the target policy, then, C;rb,oo maxy Maxr, gg: E:;
decision-making problems, no Markovian property or hidden state is assumed. Therefore, defining
the coverage assumption on a single observation-action pair as in Xie et al. (2021) for offline MDP,

or on hidden states as in Guo et al. (2022) for offline POMDP, is not suitable for PSRs.

< o0o. We note that, for general sequential

Theorem 2 Suppose Assumption 1 holds. Let . = min,, ,€QP 7°(an), Pmin = O(W),

Amax{y7,QaVH/v} .
e = 0(Bz), B = O(log|6.|), A - cand & = O (QA4T/X 4 Y2,
Then, with probability at least 1 — 6, the output T of Algorithm 2 satisfies that
™ 2 5
.t < QuVE )\ Cho@aH?Vd [rp
vr, Vi ViR <O <ﬁ+ : = = )
Theorem 2 states that for any target policy with finite coverage coefficient C”, __, the performance

- O™
degradation of the output policy 7 with respect to the target policy 7 is at most O( "me ) which is
negligible if the size of the offline dataset K is sufficiently large. Thee full proof is in Appendix D.

6 CONCLUSION

We studied learning predictive state representations (PSRs) for low-rank sequential decision-making
problems. We developed a novel upper confidence bound for the total variation distance of the
estimated model and the true model that enables both computationally tractable with MLE oracles
and statistically efficient learning for PSRs with only supervised learning oracles. Specifically, we
proposed PSR-UCB for online learning for PSRs with last-iterate guarantee, i.e. producing not only
a near-optimal policy, but also a near-accurate model. The statistical efficiency was validated by
a polynomial sample complexity in terms of the model parameters. In addition, we extended this
UCB-type approach to the offline setting and proposed PSR-LCB. Our theoretical result offers an
initial perspective on offline PSRs by demonstrating that PSR-LCB outputs a policy that can compete
with any policy with finite coverage coefficient.
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Provably Efficient UCB-type Algorithms For Learning PSRs:
Supplementary Materials

A PROPERTIES OF PSRS
In this section, we present a few important properties of PSRs, which will be intensively used in the
algorithm analysis.
First, for any model 8 = {¢y, My, (on, an) }, we have the following identity
My, (on, an)¥(Th-1) = Po(on|Th—1)1(7h). ®)

The following proposition is directly adapted from Lemma C.3 in Liu et al. (2022b). Note that g
is known to the agent.

Proposition 1 (T'V-distance < Estimation error) Consider two ~y-well-conditioned PSRs 9,@ €
©. We have

o (55,7 <

Dy (Pg,ﬂ"g) Z Z ‘m wp) ( (on,an) — M(op, ah)) z/A)(Th_l)’ (TH).

=1 7y

W) (Mlon,ar) = M(on, an) ) ¥(mi-) | 7(ri).

h=1 TH

The next proposition characterizes well-conditioned PSRs (Zhong et al., 2022), which is obtained
by noting that m(q¥,) " is the ¢-th row of My, 41 (0p41, ant1)-
Proposition 2 For well-conditioned (self-consistent) PSR 6, we have
Qa
max maxZﬂ'(wh) Mpp1(0nt1, ans1)z|; < e

d
S e

The following proposition characterizes the log-cardinality of the minimal optimistic net of the rank-
r PSRs. We note that this notion is closely related to the bracketing number, a typical complexity
measure in the maximum likelihood estimation (MLE) anslysis (Geer, 2000). The proof follows
directly from Theorem C.9 in Liu et al. (2022b).

Proposition 3 (Optimistic net for tabular PSRs) Given any ¢, there exists a finite parameter
space ©. satisfying the following property: for any 8 € ©, we can find a 8 € ©. associated
with a measure Pg such that

v, h, Pg(th) > Py (),
v, h, Z]}P’ ™) — Pi(h)| < e

Moreover, log |© | < 2r°0O AH? log © T

B GENERAL MLE ANALYSIS

In this section, we present four general propositions that characterize the performance of MLE.

We start with a proposition that states that the log-likelihood of the true model is relatively high
compared to any model.

Proposition 4 Fix e < 2. With probability at least 1 — 6, for any 6 € ©, and any k € |K], the
following two inequalities hold:

vl € 0., Z Z log]P’g(Th)fiilog%és‘gz Z log Pg. (1),

h  (th,m)€Dn h (Th,,ﬂ')GD}’j

_ K|©,
Vo € O, Z long(TH)fZSlog%S Z log PG (7).

(7w ,m)EDF (e ,m)ED

15



Published as a conference paper at ICLR 2024

Proof: We start with the first inequality. Suppose the data in be is indexed by ¢. Then,

Py (7n)
0
E |exp Z Z log Pg*(m)

h (Th,,w)eDfL

PT (1)
) et h
e
[ P (1 (L k
—e| ] T e |
_tgkfl h PH*(Th) PO* (Th)
[ Pr (1) »
=B I I gy IIZ 85 ()
[t<k—1 h 0=\"h/) p 1,
(@ H (7))
<(1+¢)"E b
AL s
< (14"

where (a) follows because Zm |P% () — PG (n)| < €, and (b) follows because ¢ < K—lH

By the Chernoff bound and the union bound over ©, and k € [K], with probability at least 1 — 6,
we have,

o PT s
Vk € [K],0 € O, Z Z log Péf*((iz)) < 3log K ’5@4,

h (Th,ﬂ')GD;‘;

which yields the first result of this proposition.

To show the second inequality, we follow an argument similar to that for the first inequality. We
have

PT PZ (T
E |exp Z log ]P)Tf<7TH) <E |exp Z log Pf(iH)
(Tr,m)EDk H (7w ,m)EDE

(a)
< (14 <e,
where (a) follows from the tower rule of the expectation and because ) | P7(7m) <e.

Thus, with probability at least 1 — &, for any k& € [K] and any @ € ©, the following inequality holds
Pz KO,
Z 1ogIPf(77H) < 3log %,
(7H,m)EDE o+ (TH)
which completes the proof. B

The following proposition upper bounds the total variation distance between the conditional distri-
butions over the future trajectory conditioned on the empirical history trajectories. This proposition
is crucial to ensure that the model estimated by PSR-UCB is accurate on those sample trajectories.

Proposition 5 Fix pyin and ¢ < 522 Let Ok . = {0 : Vh,(th,m) € DE, PZ(7h) > Pmin}
Consider the following event

Eo=VEe[K],VO €Ok, Y Y DIy (Bf(wnlmm), Pj.(wnlmh))
h (‘rh,ﬂ')ED;‘L'
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P (14) K |©|

h (ru,m)eDE

Then, P (E,) > 1—6.

Proof: We start with a general upper bound on the total variation distance between two conditional
distributions. Note that for any 6,6’ € © U ©, and fixed (7, 7), we have

Dry (Pg (wh|7h), PG (wh|7h))
_ Z Pg/ (meh)IPg(Th) — Pg(wh,Th)Pg,(Th)
Pg (7 )Pg, (7h)

= (PG (wn, ) — PG (wn, 7)) PG (1n) + PG (wh, ) (PG (7h) — PG (1))
” g (7 )P (7)

< Pgﬁ;)g/(j?(m” i IE”g,(Th §| P, (wh, Tn) — P§ (wh, h))|

< WDTV (P§ (tr), P (Tr1)) -

By symmetry, we also have
2
max {Pj (15,), P, ()}

Dryv (Pg (wn|mh), Py (wn|Th)) < Drv (PG (7w ), PG/ (TH)) -

We replace 6’ by a § € O, that is e-optimistic over 6 (recall Definition 2), i.e. Dry (P§,P7) < e,

and P% (7,) > P7(7) holds for any m and 73,. Then, due the construction of OF . we have
V() € DY, Drv (B (wnlmn), PX(wnlm)) < —— < =
’ ’ T B Pmin o KH’

which implies
Z > D (5 (wnlma), Pj- (wnla))
(Th, TI')GD

(a)
<> > 203, (P5(wnlmn), P (walh)) + 203y (P5(whl7h), P (whl7h))

h (r4,7)eDk
- KH +ZZ Z DIy (P (wn|7h), PG (wnl7h)) -
h (h, TI')GDk'

Here (a) follows because the total variation distance satisfies the triangle inequality and (a + b)? <
2a% + 2v%.

Moreover, note that

D'%v (Pg(whh'h), Pg. (wh|7'h))
< 4@ + 2/ (KD (B (wnlm), B (wnlrn)
6<1+1 E Pg(whlm)>
KH  w,~p5, \| Pg.(wh|mh)
(b) PZ (wr|h) 6

< —6log E ,
wn~Pr, Clrn) | Pge(wnlmn) — KH

where (a) is due to Lemma 12 and (b) follows because 1 — z < —log z for any = > 0.
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Thus, the summation of the total variation distance between conditional distributions conditioned on
(Th, ) € DF can be upper bounded by

SN 0 (P (wnlm), PEe (wil))

h (rh,m)eDE

P%(wn|Th)
g——l? log E 7f7.
KH Zh: (Th%:epk wn~B Clrn) \| PG (wnlh)
In addition, we have
1 PT(wr|7mh) PT(wp|7h)
S Y £ SHED SR OB S o)
Vh(rp,m)EDE, " wnmmept Lo nlmn) G e ) | PG (wnlTh)

WP (1h)

PZ (wn|Th)
g
EVhy(T}uTF)EDE, |:Hh H(Wm"’h)EDZ Pr. (wh|Th)

wn~Pge (1h)

BT (wnl7h) ’
[1n L7, ) emt Bannpy (1mm) { IP”f(w,'rh)]

where the last equality is due to the conditional independence of wy, € Dh given (7p,, ) € D,’j.

Therefore, by the Chernoff bound, with probability 1 — §, we have

IP’ (wr |7 1 P7, 1
XX s kGO Y g
h ('I’h,ﬂ')GDE w}LNPG*(.‘Th) Wh Th (wn,Tn, 7T)€'Dk 0 WhiTh

Taking the union bound over O, ke [K], and rescaling J, we have, with probability at least 1 — 4,
Vk € [K], the following inequality holds:

E E D2y (P§ (wh|7h), PG~ (wn|mh))
h ('rh,'n')GD’C
PG (wa|7h) K |e.|
6 log =2 "RITR 4 19,
< KHJr Y >, log P~ (wn|7) + 12log —
h (wh,mh,7)EDY o

P7. wh Th ]P)T*r('rh) K
< § §  log § § log -2 131
<6 og ——= IP”T(wh ™ +6 og Pr. () + 13log 5

h (wh,rh,7)EDF (h,m)ED}

Note that, following from Proposition 4, with probability at least 1 — d, we have for any k € [K],

P7(7h) K |6,|
Z Z IOg}}Dg*(Th)S?)IOg 5

h (T;,,,Tr)G'D;f

Hence, combining with the optimistic property of # and rescaling J, we have that the following
inequality holds with probability at least 1 — §:

T T Pﬂ'* T K (:)5
S Y o ERn) ) <63 Y otk + 3110 1]
h (mh,m)eDE h  (rg,m)eDk o\ H
which yields the final result. H

The following proposition is standard in the MLE analysis, and we provide the full analysis here for
completeness.
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Proposition 6 Fix e < ﬁ Define the following event:

1 P, K|©.
Er = V0 €O,Vk € [K], E D;(P§ (7). Phe (1)) < = E log -2 (7r) + 2log Ol
2 P7(7H) )
nEDk (r,m)EDE 6

We have P(E;) > 1 — 0.

Proof: First, by the construction of 0., for any 6, let 0 be optimistic over 6, i.e.,
Do P75 (Th) — P7 (t1)| < e. We translate the distance between 6 and §* to the distance between

0 and 0* as follows.
i (PG (Ta), Pg- (TH))

=1- Z 9* TH)
—1- Z WP’ (71)Pg. (t1) + (P (1a) — P3(711)) Pp. (1)

(2) 1— Z T(Ta)Pg. (Tr) Z\/HEW (th) T(Th |IF’9* (th)

(b) TH

_log E p ]P”T TH

Ta~PLL () ]P)G* TH Z| )|
PZ(T

<-log E i e

Py () \ PG ()
where (a) follows because va + b > /a — \/|b] if a > 0 and @ + b > 0, and (b) follows from the
Cauchy’s inequality and the fact that 1 — 2 < —logz.

Hence, in order to upper bound Y 5, Di(P§(7a),Pg.(7a)), it suffices to upper bound

> onepy — 08 Erynpr. () P,ﬁ’ ((TTH)) To this end, we observe that,

1 PT PT
Blow(; 3 s - S os g [HI00
2 (tu,m)EDE Pe* TH reDFk TH~PEL (1) Pe* (TH)
Py (TH)
(@) E {H(m,rr)evk m .

Pg ()
E |:H(TH,7T)€Dk IP”? (Tir)
where (a) follows because (7, ) € DF form a filtration.

Then, by the Chernoff bound, we have

1 ]P)‘IT(TH) 1
P15 T log E 7? > log —
2 (THJTZ)GD" ]P)‘g* ;k T ~PE () Pe* (Tm) d
1 IP)T((TH) 1
=Plexp| = h log E : > =
2 Tszepk PG* GZDk TaH~PEL () ]P’g* (TH) 1)
P
< OE |exp ! Z log E g(TH)
(.,-H ﬂ.)epk PQ* reDk T ~Pg. () PO* (TH)
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where (a) is due to the Markov inequality.

Finally, rescaling § to /(K |©.|) and taking the union bound over O, and k € [K], we conclude
that, with probability at least 1 — 6, V0 € ©,k € [K],

> Da(Pf (1), P (a1))

meDk

1
SKHVE4 L Y o
(TH,m)EDkE

P7. (17r) K|ée|
E log =& =2 4 21
0og P7 (1) + 2log 5

(Tr,m)EDE o

Pg-(w)
P%(7r)

O]

+ log

INS
N

where (a) follows because £ < K21H2. [ |
k

The following proposition states that the constraint ©y,;  does not rule out the true model.

Proposition 7 Fix p,i, < Y- Consider the following event:

5
KH(|O]|A]

Emin = {Vk € [K],Vh, (th,7) € D, P§.(14) > pmin} = () {07 €6k}
ke[K]

We have P(Epin) > 1 — 6.

Proof: Forany k € [K],h € {0,1,...,H — 1} and (7, 7) € DF, we have
P(Pg* (Th) < pmin)
=E [P (Pj. () < Pmin|7)]

> Py () {Bp(rf) < pmm}]
mein]
=

< —.
-~ KH

=FE

<E

Thus, taking the union bound over k € [K], h € {0,1,...,H — 1} and (73,,7) € Dy, we conclude
that

P(Emin) > 1 — 0.

C PROOF OF THEOREM 1 (FOR ONLINE PSR-UCB)

In this section, we present the full analysis for the online algorithm PSR-UCB to show Theorem 1.
In particular, the proof of Theorem 1 consists of three main steps. Step 1. We prove that the

estimated model 6% is not only accurate over the exploration policies, but also accurate conditioned

on emipircal samples 75, € Dﬁ. Step 2. Building up on the first step, we are able to show that VGZ o
is a valid upper bound on the total variation distance between 0% and 0*. Step 3. Based on a newly
developed inequality that translates Vg;j)k to the ground-truth prediction feature ¥*(73,), we show
that the summation of V(; 5. over the iteration & grows sublinear in time. This finally characterizes
the optimality of the output policy, the accuracy of the output model and the sample complexity of
PSR-UCB, and finishes the proof.

Before we proceed, we use £ to denote the event £, NE,; NEmin, Where these three events are defined
in Appendix B. Due to Propositions 5 to 7 and union bound, we immediately have P(£) > 1 — 30.
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C.1 STEP 1: ESTIMATION GUARANTEE
We show that the estimated model is accurate with the past exploration policies and dataset.

Lemma 1 Under event &, the following two inequalities hold:

S 03 (Phwnln) BR (anlm)) < 75,

h (rn,m)EDf

> 0§ (B3, (ra). B (7)) < 75,

neDk

where 3 = 31log l ‘Cmd5<WOHA)H'

Proof: To show the first inequality, note that by the selection of 0%, we have 0% € BF (defined in
Equation (2)).

Following from Proposition 5, we have

Z Z DTV( (wn|Th), Pg*((x}hh’h))

h (p, 7r)€Dk,

<6 > logPh(ta)—6> Y longk(TH)—FSllog%éA

h (TH,W)E'D;; h (THJT)E'DE

(@) K|©
26 max Y logPir) -6 Y loBu(ru) + 3110 1O
P T )ED}; h (ru,m)€D}

<75,

where (a) follows from 6* € ©F . |

(Proposition 7).

To show the second inequality, Proposition 6 implies that

> 0f (P3(7u), P (7))

weDk
K|©
< 3 lorBj(r) — 3 lox B, (rin) + 2log * 14
TeDF TeDk
@ K16
< Jmax Z log Py (7a) Z log P75, (1) + 2log 5
min EDk 7T€Dk
< 7B,

where (a) follows from 0* € ©F

min (Proposition 7). W

C.2 STEP 2: UCB FOR TOTAL VARIATION DISTANCE

Following from Proposition 1, the total variation distance between two PSRs is controlled by the
estimation error. Hence, we first characterize the estimation error of M7 (oy,, ay,) in the following
lemma.

Lemma 2 Under event &, for any k € [K| and any policy 7, we have

> | ()T (M (on, an) = M (01 @n) ) 1 (1) (i)

< Ery_ b T [0‘21 Hl//}zl(Thl)H(U;:l)l} ; )
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where

RSP VEED DI A R CR

Th71€/D§_1

ANQ4d A2Q? UQopr, Yoy
o = 74A +| |72A Z D%V(Pékh (Wh—1]Th—1), Py " (wh—1|7h—1))'

Th—1€DE_,

Proof: We index future trajectory w1 = (0p, @p, - - ., 0, agr) by i, and history trajeictory Th—1 by
j. For simplicity, we denote m*(wy,) " (I\A/Igf) (on,an) — M; (o, ah)) as w;, and O\ (r_1) =
Pp_1 (1)
A C)

Then, the LHS of Equation (9) can be written as

as ;. We also denote 7(wp,—1|7h—1) as 7).

LHS = Z ’m*(wh)T (Mﬁ(om an) — My, (on, ah)) 12’}]371(7%71)‘ m(Tr)

(a) .
=0l wglm Py ()
i
=3 (i - sen(w x;) - wi) T - PFL(5)
7 [

-
= Z (Z 5 - sgn(wjxj) wl> ; .ng ()

®)
< E Al )

joPT h—1
J 0

2

ZWW -sgn(w; ;) - w;
i

k Tk
Ui s

where (a) follows because PZ (75,) = ¢, ¥(71), and (b) follows from the Cauchy’s inequality.

. . . 2

Fix 7,_1 = jo. We aim to upper bound the term [; := ||ZZ Tiljo - sgn(w; =;,) leUk . Then,
h—1

we have

2

I =)\

2 T
Y (zmljo-sgnw;xjo»wi)

2 JED,_, g

> it - sgn(w] @) - w;
1

I 4

We first upper bound the first term I5 as follows:

VEL=vVX  max

T T
a ﬂ-i\josgn(wi xjo)wi T
TER—1:[|z|2=1

i

<V Rdhmlaﬂ( H Z ‘m*(wh)'r (MZ(Oh;ah) - MZ(Oh,ah)) x’ m(wn—1lJo)
€ =1l 2:1“%71

(@) -

<V Rd}mlaﬂ{ - Z ‘m*(wh)TM’fL(oh,ah)x’ m(wWh-1J0)
xe v—Li|lz||e= Wh_1

+vVA max Z |m* (wh)TM;‘L(oh, ah)x’ 7 (wWh-1lJo)

o~ A1 ||y —
z€Rh—1:||z||2 lwh_1

®) V) . , VA
< — max Z HMZ(oh,ah)le m(ap|on, jo) + — max [l]11

d d
Y RN afla=1 o Y zeRM-1:|z)p=1
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© 2Q4vd\
— ’72 Y

where (a) follows because |a + b| < |a| + |b], (b) follows from Assumption 1, and (c) follows from
Proposition 2 and because max g, 1.jj,~1 1€/t < V.

We next upper bound the second term I3 as follows.

I3

IN

S [ e n)T (Mo, @) — Mi(on, an) ) 9 ()| wlon 1)

Th—lE’D;CL71 Wh—1

(@)

IN

S| mten)T (M5 ons an) b (1) — Mii(on, an)8" (71-1) ) | 7w -lio)
T}L—lepfh_l Wh—1
2

£ 37 i ) ™M on,an) (99 (1) = 6" (1) )| won o)
DS (i > |[Ba (onlm) () = Bolon 1) (m) | m(anlon, do)

7';1_16'[);:71 Oh,@h
2
1 7k Es
+ - Z V1 (Th—1) = V51 (Th—1) .
Th71€DZ_1
© 1 [Qn|
(& .
= = Z Z Z [Pgi(0F,, 0n|Th—1, an, a},) — Po= (0, 0n|mh—1, an, a3,)| 7(anlon, jo)
Th—1€DF_, \Ch,0h £=1
[Qn—1] 2
+ Z mék(oflq\Th—haﬁq) _Pe*(0271|7h717a271)|
(=1
2
1 o o
< ? Z Z Z |]P)ék (Wh_1lTh—1,8n-1) — PG*(wh—l‘Th—hah—l”

k exp ,,,0
Th—1€ED;_, \ an-1€Q, "Wy _3

4A2Q2 uQm:p uQc):p
|72A . Dy (P@kh " (wh-1]mh-1), Py " l(wh—1|7h—1))’

IN

Th-1€DF_,

where (a) follows because |a + b| < |a| + |b], (b) follows from Equation (8) and Assumption 1, and
(c) follows from the physical meaning of the prediction feature, i.e. [)(14)]¢ = Py (0} |74, ah).

By combining the upper bounds for /5 and I3, we conclude that

42Q>%d 4|A|2Q?4 ugexp Ugexp b
= 74A L > D (Pékh H(wn-1|Th-1), Py, l(wh*'Th*l)) = -1

Th-1E€D }’j 1
which completes the proof. B

The following lemma validates that V| .. is an upper bound on the total variation distance between

ékj)k
the estimated model 0% and the true model 6*.

Lemma 3 Under event &, for any 7, we have

H-1 _ 9
Drv (B3, (7). P (7)) < By |3 2 [0 | (10)
h=0

23



Published as a conference paper at ICLR 2024

where
2 WHQA | AR

’Y4 72

Proof: We proceed the proof as follows:

INHQAD 4 APQ? . ;
Sah < PR LIS S 0 (B i), B i)
h h (rh_1,m)eDE_,

@ INHQ4d | 2884PQ%
— 4 2 )
Y Y

where (a) follows from Lemma 1. The proof then follows directly from Proposition 1, Lemma 2
and the Cauchy’s inequality. l

Note that the reward function R is within [0, 1]. We hence obtain the following corollary.
Corollary 2 (UCB) Under event &, for any k € [K| and any reward R, we have

™ T
’VQAk,R - VG*,R’ < Vék,f)kv

where bt (y1) min{a\/zh HzZ;g(Th)HZ 1}.

Okt
C.3 STEP 3: SUBLINEAR SUMMATION

To prove that ) . %ﬁl}k is sublinear, i.e., scales as O(v K), we first prove the following lemma that

relates the estimated feature and the ground-truth feature via the total variation distance between the
estimated model and the true model.

Lemma 4 Under the event £, for any k € [K| and any policy w, we have

H-1 _ 2
k(r
JE. h; wh)H(Uﬁ)_l
2A|QAvTrB = , 2HQ 4 . .
< (14 249T0) > B (10| + =0 (B () B )

Proof: Recall that
OF =X+ Y R (m)d* ()T

TED;”L'

We define the ground-truth counterpart of U }’f as follows:

Up =M+ > ™ (m)d* ()

TEDY

Then, following from Lemma 13, we have
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1 H-1 k Tk = \/;\/ZT;LEDZ ij(Th) _1/;*(7-})/) ’Z n
< \?)\ }; ’@[1 (Th) - (Th)HQ + ’g 1+ \A Hw (Th)H(U”f)—l .

Furthermore, note that

0% ) = & ()|, < [[94m) = 9" (),

(a) UQZXP ugixp
< 2A1QaDr (B, (wnlm) B (wil))
where (a) follows from the physical meaning of the prediction feature.

Following from Lemma 1, we conclude that
H-1
h=0

1H—1
gﬁz

h=0

i) HZUJ:V

W) = )|

20AQaVTIBY = | -

For the first term, taking expectation, we have

S Enpes, [|) - %)
h=0

<3 S ([ ew) (B3 m) — B () + ¥ (B () — 0 ()5 ()
h=0 T
25 (5o, -5 s -] )
h=0 Thn
(g 2H_1 QAD1y (Pg* (), P35, (Th))
h=0

< 2HQDxy (B (7ar), B (7))

where (a) follows from ||1Zk(7h)|\1 < |94} < Qa4, and the physical meaning of 9 (7y).
Thus,

H-1 _ 2
k(r
THLEP;(* }; 1/} ( h)H(U}f)_l
20A|QavTrB = -, 2HQ 4 . .
< (14 2AGTT) > B |10l |+ =0 (B () B )
|

The following lemma can be proved via the /o Eluder argument (Chen et al., 2022; Zhong et al.,
2022). Since we have a slightly different estimation oracle and guarantee, we provide the full proof
here for completeness.

Lemma 5 Under event &, for any h € {0, ..., H — 1}, we have

5w (75 (). 5 () & Y R g1+ dQu K7,
k

Here, a < b indicates that there is an absolute positive constant ¢ such that a < ¢ - b.
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Proof: First, by the first inequality in Proposition 1, we have

Dy (IP’Q* (h), P ) ZZ ’m wh) (Mlﬁ(O;L,ah) - MTL(Omah)) W(Th—l)‘ ™ (TH).

It suffices to upper bound )~ ‘ﬁlk (wn) " (I\A/Iﬁ(oh, an) — M; (op, ah)) w*(Th_1)‘ () for any

policy 7. For simplicity, we use similar notations as in Lemma 2. We index the future trajectory
wh—1 = (On,an,-..,0m,am) by i, and the history trajectory 751 by j. We represent )*(7,—1) as

z;, and ¥ (wy,) " (I\A/I’,“L(oh7 an) — M; (on, ah)> as w;. We also denote m(wp—1|7—1) by ;).

Let \g be a constant determined later and define the matrix

Ap =Xl +) B oot [2j2]].
t<k

Then, for any m, we have

Z ‘mk(w}L)T (ME(O}“ Clh) - MTL(O}L7 a'h)) ¢*(Th—1)‘ 7T(TH)
TH
-
=B [Z |7 5w; fﬁj]
-
- Ej~Pgi“ (Z ﬂ-iljsgn(wiij)wi> T;
K3

(@)

Z Wi‘jsgn(w;a:j)wi
i

An
where (a) follows from the Cauchy’s inequality.
Now we fix j = jo and consider the following term.

’ 2

osen(w] @, Jw;

Ap

=X Zwmosgn(w Tjy)w

2
+ Z E]NWr (Z Tiljo sgn(w;xjo)w;xj>

t<k A

I I
For the first term [, we have

V=g max

2ER—1:|z] =1

< VAo max Z m(wh-1lJo) |ri1k(wh,1)—rm|
z€Rh—1:||z||2=1

Z 71-l|.70 Sgn(w Ljo )wa

Wh—1

+ m ERthEllaT\( - Z m(wh-1lJo) ’rhk(wh)TM,*L(oh,ah)ﬂ
P Jafl2=
@ Vo | Qavdh
T 72
< 2Qavidro
< FCR
where (a) follows from Assumption 1, Proposition 2, and the fact that max__pa;,_, Jzlla=1 lz|lx <

Vidp—1 < V.

Wh—1
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For the second term I, we have
r 2
LY B || Y mwnbio) [t (wn)T (NI (on an) — Mi(on, an) ) " (7a-1)|
t<k Th—1~Pg. Wh—1

<> B || X mnaalio) ) (97 (1) = H ()|

t
t<k Th—1~Pg. Wh—1
2

+ 7 wwn-alio) [ ()T (M (on, an )" (71-1) = M (0, an)* (1) )|

Wh—1

(2 Z E {(’1}’ H&*(Th—l) - 1Zk(Th—1)H1

t
t<k Th—1~Pg.

2
+ 2 3w enlons o) [V 000 (71 0) Mz<oh,ah>1z7*(rh_1>Hl>

Oh,Qh
1 |Qn—1]
¢ ¢ ¢ ¢
- ? Z ¢ Z |Pék(0h—1|7'h—1a ay,_1) — Po- (Oh—1|7h—1aah_1)|
t<k Th—1~Pg. =1
[Qnl 2
+ > 7*anlon, jo) [Pgi (04, 0n|Th-1, an, a},) — Po- (0}, op|7h—1, an, a}))|
Op,ap €=1
o5, 2
< hzl E [D%v (Pékh 1(Wh—1|7h—1)ape*h 1(Wh—1|Th—1))]
v t<k Th71~P79r;
(b) 4 A 2Q2 Vh,(ﬂ't,uQCXD ) V}l(ﬂt,uchp )
< | |2 4 ZDE‘ (Pék‘ " (Ta), Py " (TH)>’
v t<k

where (a) follows from Assumption 1, and (b) follows because |Q7P | = |A||Q#] + |97 ;| <

214/Qa.
Thus, we have
S [t wn) ™ (M (on, an) = Mii(on,an) ) 0 (ma)| w(rn)

< B [aalemenly

T Tho1~P
where
~ AN 02 d 4] A 22 l/h(ﬂ't,ugexp ) Vh(ﬂ't,'llgexp )
(ah-1)" = ‘ff“‘ + ',LQQAZD% (P@k " rw) By <m>).
t<k

and recalling Lemma 1, we further have

22
Z(d;ﬁfl)Q S 28|A,|Y2QA5 = a.

h

By choosing \g = ﬁ:d,
A

Hence, with the Cauchy’s inequality, we have

H
Dry (Pg:(TH),ng(TH)) < min{ & Z E [H&*(Thq)Hi;ﬁjﬂ

h=1Th—1~Pg.

27



Published as a conference paper at ICLR 2024

Taking the summation and applying the elliptical potential lemma (i.e., Lemma 14), we have

ZDTV ( (7H), Pg- (TH))

<VK ZZmin{dﬂL B [Hi/) Th—1 HAT 1}’ }

k=1h=1

< 'A'fWrHK,B log(1 + dQ 4K /7),

which yields the final result. W

The next lemma shows that the summation Zszl Véﬂl;kgk grows sublinearly in K.

Lemma 6 Under the event £, with probability at least 1 — 0, we have

QA\/E |A|Q% Hy/drHBK By
Z 9’9 bk N v 3

72

where o = max{log(1 + K/\),log(1 + dQsK/v)}, and X = W‘AIQQAﬁmaj%RQAﬁ/V}.

Proof: First, since b*(7p) € [0, 1], we have

T 7\' 1 7T 7Tk
‘/gk bk SV k+§DTV (ng, )

Then, following from Lemma 4, we have

Z 0*,bk
H-1 K
< kz_lmin {a < 2|A?}\/T> Z Epmk |:H1Z}*(Th)”((];f)—l:| + Z Oék\;?ADTV ( gf(TH)7P0k (TH)) 1}

;( r
S {a< 2|AQAﬁ>

I gy ] 1§+ 5 S (k5 ), B3 )

We next analyze the term [;. Recall that UF = AT + > rent Y*(71,)¢* (71,) 7. Further note that

B g 19 o] 10 Dl

forms a martingale. Applying the Azuma-Hoeffding inequality (see Lemma 11), we have, with
probability at least 1 — 6,

K H-1
I, < \/WJF Zmin {a (1 + MQ\;X\/W) Z HQZ*(T;ﬁl,thl)H(Uk)il ,1}
k=1 h=0 "

2|A|QaVTrp
VA

) H+/rKlog(1+ K/\),

2K log(2/6) + « (1 +

> H+/rKlog(1+ K/\)

VA

where (a) follows from Lemma 14.
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Let 8 := max{log(l + K/X),log(1 4+ dQ 4K /v)} for simplicity. By Lemma 5, we have,
Z G b
H 2
§a<1+ |A|QA\/7“5)H TKBO"‘LlA'QA\/B\/m
Y

X X
JAIQAVTB | |AIQAVEH
§a<1—|— A + oY )H rK By
< <|A|%A\/B+QA’)\£EA> <1+ |A|QA\/Bma>i{a\/?,QA\/ﬁ/y}>Hm
L VAH S\ (L JAQayEmax{vr, QavE/Y} [AIQuHVIBE By
|A‘\F’Y VA 0
@ ( | QuVaH max{yr, QavVH /ﬂ) |AIQAH /rBK By
< : ;
( Vv QVE ) A VTTFG,

where (a) follows by choosing

\— Y| A?Q a8 max{ /T, QA\/E/’Y}.

vdH
This completes the proof. B
C.4 PROOF OF THEOREM 1
Theorem 3 (Restatement of Theorem 1) Suppose Assumption 1 holds. Let pmim =
e Pmin _ A max \/7
O(W), B = 0(10g|®5 ), where ¢ = 0(1;(7]{)’ A= ul ‘QAB \/%/»QA /’Y}

and o = O (QAT@& + M) Then, with probability at least 1 — 6, PSR-UCB outputs a
model 6¢ and a policy T that satisfy

V:;itR — Vit g <€ and V7, Dry (PG (th), P (1)) < €.

In addition, PSR-UCB terminates with a sample complexity of
ol(r+ QAH\ rdH*|APQ4S
42 AAe2 :

Proof: The proof is under event £, which occurs with probability at least 1 — 3¢.

Following from Corollary 2, if PSR-UCB terminates, we have

v, Dy (Pge(Tm), Pge (7)) = 2m§xx Voer = Vo= r| < QV(; e S 6

where the last inequality follows from the termination condition of PSR-UCB.
In addition,
Vi r— Vo r
= Veﬂj - VGﬂjR + VXETR ~ Ve g+ Ve r—Vir

(a)

T
< Zmax Veé he 6

where (a) is due to the design of 7 and Corollary 2.
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Finally, recall that Lemma 6 states that

- 2
> Vi S <ﬁ+ QAf) lAIQAHVW_

k=1 v

By the pigeon-hole principle and the termination condition of PSR-UCB, if
~ 2 H d H2 24
0 (rs Gty ALY
2 Ve
PSR-UCB must terminate within K episodes, implying that the sample complexity of PSR-UCB is
at most

5 (( N Q32H> rdH3714€|§Qi‘46> |
]

C.5 PROOF OF COROLLARY 1 (FOR POMDPS)

When PSR is specialized to an m-step decodable POMDP, we follow the setup described in Section
D in Liu et al. (2022b). In POMDPs, there exists a state space S such that the system dynamics
proceeds as follows. When h = 1, the system is at the state s; and the agent observes o; that is
determined by s;. At any step h > 1, if the system is at a state s;, € S and the agent takes an action
ap, € A, the system transits to a state s,y sampled from a transition distribution T}, 4, (-|sp), and
then the agent observes 05,41 sampled from an emission distribution Oy, (-|sp+1). Notably, all states
are unobservable to the agent.

To define m-step decodability, we introduce the m-step emission-action matrix { G, } where

[Gh](a,o),s = ]P)(Ohv ce. vOmin{h+m—1,H} - 0|Sh =S,ap ..., arIlin{}z+7r1,—2,H} = a)~

Therefore, for h < H — h, we have G, € RIMI™ O™ xIS| | To make a unified argument, we
define m-step decodability as follows.

Definition 3 (m-step decodable POMDPs) A POMDP with m-step emmision-action matrix {Gp}
is said to be m-step decodable if there exists an o > 0 such that miny<p 0\s/(Gp) > o. Here
0 (A) is the n-th singular value of matrix A.

We remark that the key difference between our definition and the definition introduced in Liu et al.
(2022a) is that we allow h > H — m. This indicates that after step h > H — m, the process
is (H — h)-step decodable, which is reasonable in most real-world examples, since the closer we
approach to the end, the clearer our understanding of the current state becomes. Moreover, the new
definition admits more convenient notations with almost not impact on the logic of the proof.

In this section, a PSR 6 = {¢p, M, (0on, an)} is reparametrized by {T4 4, On}tre(m),aca- More
importantly, we have the following equations and properties.

Yp€arg  min IG] + Yl

h:
My, (0p, an) = Gt Thia, diag(On (0p])) (G + Y5)
¢I[MH(0H7 ag) = €(on,an) € RO

Qh _ (O % A)min{m—l,H—h}

Qff — Amin{m—1.H-h} (11
d < |O™A™
r =S|
Qa =A™}
ISl v Qa
(6% (6%
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Corollary 3 (Restatement of Corollary 1) When PSR is specialized to m-step decodable POMDEP,
for each k, there exists a set of matrices {G ML C R¥" such that if we replace zpk(Th)

(Gk)’[wk(Th) in Equatlon (3), then PSR-UCB terminates with a sample complexity of
poly(?’ 1/7,Qa, H, A, B) /€.

Proof: We use the notations defined in this section and particularly those in Equation (11).

The proof differentiates from the proof of Theorem 1 in two lemmas.

First, in Lemma 2, the meaning of z; changes from 77/:1’“ (Th—1) to (GZ)T’lZ)k(Th_l), and w, changes
from m* (wp, ) (MF (on, an) — Mj (on, a)) to m* (wy, ) (ME (op,, an) — M (on, an)) G-

Then, the proof of the upper bound of the term I, will become Q 4v/7\/~? (without dependency on
d), simply because the dimension of bonus term b* is now r = |S| instead of d.

Second, in Lemma 4, we need to show that the new bonus term || (G +1)Tzz(7'h) l(grsy-2 can still
be bounded in a similar way, namely, H((A}QH)T@(M)H(U#)A <O (H(GZH)TT/;*(%)H(U};)—l)-

We note that the matrices U} and U} now have new definitions:

U;lf =AM+ (GZH)T Z [JJk(Th)qZk(Th)T} (GZH)TT’

Th,GDfL

UF =M+ (Gi)t S [08m)er(m)T] (G

ThEDY

To show such an upper bound, we next provide the key steps.

First, we apply Lemma 13 and obtain

| @kt 4 -
< [ @kt~ @) )
VA S eot |G 940 — (G ))|
+[1+ (ARG e

VA

For any 73, we can derive
(G () = (G T ()|

K
h
((Gh+1) + Yh+1) PF(m,) — (GZ+1)T1/_’*(T”)H2
(
(G

<G’z+l>* +Y§i+1) (@ ) = 9" )|, + || (Ghe) + Yhor = (Ga0)) 9" ()|,
< ; h+1H Hw Th 1/; (Th H +H(Gh+1) ‘*‘Yiliﬂ) (I Gh+1(GZ+1)T) J}*(Th)‘t
<> ikm»w*(muﬁH((G,,,+1> + Y50 (Gi — Ghat) (Gi) 107 ()

where the last inequality is due to the m-step decodability.

The first term above has been bounded in Lemma 4. Then, we bound the second term by the
Cauchy’s inequality as follows:

H( Gl +Y2+1) ( Il — éﬁﬂ) (G;H)TQZJ*(Th)HQ
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< (@) )l g
X \/TQA)\/’7 + ZEThN,rf,
t<k

5@  (m) )1 /rQaNY + LAIQA B/

(@) + Vi) (Gis — Glya) (i) 1)

where U,’f denotes the expected matrix of U, ,’f, and has the following form

ﬁi’f = E[Ui]f] =M+ (GZH)T ZETWW* [ﬁk(Th)J’*(Th)T] (GZ+1)TT~
t<k

In particular, the last inequality above follows from two facts. First, we use Lemma 39 in Zanette
et al. (2021) to transform the expected matrix to the empirical matrix U, ;’f Second, we use Lemma

(1G4 YE00) (Ghy — Gl ) (@i )| by

the Hellinger squared distance between the estimated model 6% and the true model 6*. Then, due to
the estimation guarantee (Lemma 1), we have

~ N ~ _ 2
S E e (G + b)) (G — Ghi) (G0 ()|
t<k
2

Z Th~PEL ”<G2+1 —GﬁH) (GZH)T@*(T}J .

Lemma 12 to upper-bound E, ¢

t<k
= o Z P Z Z (Pgi(0la, spi1 = s) — Po«(ola, spi1 = s)) Po-(s|7n)
t<k 06Qh+17a€Qf+1 s€S
Q top nop ’
= -5 Z Th~PT SNPe*(-\Th)DTV nglﬂ (|shs1 = S)ape*}+l('|3h+1 =3)
t<k
Q uQA uQA
S I D B gt Bor (i Diy (P Clonia = ), P (s = 5)
t<k
|A|Q 5
A ST 03 (P PR ) = O(8).
meDll

Combining above key steps, we obtain that

(G @ 4

By~

< poly(r, | 4|, @4, 1/7) ( WH< ) 0 () gy + Pov (P (722) P (7)) ) -

The rest of the proof follow the same argument as that for Theorem 1.

D PROOF OF THEOREM 2 (FOR OFFLINE PSR-LCB)

In this section, we present the full analysis for the offline algorithm PSR-LCB to show Theorem 2.
In particular, the proof of Theorem 2 consists of three main steps. Step 1: We provide the offline

estimation guarantee for the estimated model 6. Step 2: Building up on the first step, we are able
to show that V7r is a valid upper bound of the total variation distance between 6 and 6*. Hence,

Ve R V’r is a valid LCB for the true value Vi ;. Step 3: We translate V’r to the ground-

truth predlctlon feature 1)*(5,). Finally, we show that the Vi, scales in the order of 1/VK, which
characterizes the performance of PSR-LCB and completes the proof.
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We first introduce the following definitions for good events.

Good Events. Recall that O, = {9 :Vh, m, € Dy, Pgb (th) > pmin}, where pnin <

W. Let ¢ < Bz Analogous to the proof for online learning, we introduce three events
defined as follows.

€= {ve € Omins D D Dy (B (wnlrn). B (wnlmn))

h €Dy

b _

b (h K!@s!}

<63 % log 4 31log el L
h TH€D) b TH 6

)

)

(T ) 3K‘C:)5|
(H + 2log 5 },

Pr
£0 = {ve €0, K, D2(P} (1), PL (1)) <) log 75 )
H

THED

5r(‘;nn - {VhaTh S Dh) ng(Th) Z pmin}~

Following the proof steps similar to those in Appendix B, we can conclude that £° := E5NEZNES;,
occurs with probability at least 1 — J.

D.1 STEP 1: ESTIMATION GUARANTEE

Lemma 7 (MLE guarantee) Under event £°, the estimated model 6 by PSR-LCB satisfies

> 2 D'%V( PZ (wnl7h), P (wh|Th)) <78,

h 1hb€Dp
b b A
o} (Py" (7a), P (7w1) ) < TH/K,

where B = 31log %.

Proof: The proof follows the steps similar to those in Lemma 1, except that we replace the explo-
ration policies vy, (¥, ugexr ) by the behavior policy. W

D.2 STEP 2: UCB FOR TOTAL VARIATION DISTANCE AND LCB FOR VALUE FUNCTION

The following lemma provides an explicit upper bound on the total variation distance between the
estimated model and the true model.

Lemma 8 Under event £°, for any policy m, we have

DTV(Pg*(TH),Pg(TH)) HL2 Z E, “|1/;*(Th_1)||A;ij, (12)

Th

where Ajp,_1 = Mol + gEﬁ (BT W (Tho 1)V (Th_1) T ] and Mg = 4Q2

Proof: Similarly to the analysis in that for Lemma 9, we index w,—1 = (op, ap, . . oH, ap) by
i, and 73, by j. In addition, we denote m(wy)" (Mh(oh,ah) — MZ(oh,ah)) by w , denote

¥*(7h—1) by @;, and denote 7(wp,—1|7,—1) by m;|;. Then, we have

Z ‘ﬁl(wh)T (Mh(oh,ah) — M, (on, ah)) W(Th—l)‘ m(T)

= Z Z |w; z; |7 PG (5)
i g
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ZZ 7T1|] Sgl’l w; xj) ‘wi)—rxj : g*(])

-
= Z ( i - sgn(w; x;) wz> x; - Pp.(4)
J

2

IN

-sgn(w; ;) - w;

J
J~PT ApZy

Ap—1

where Aj,_1 = Mol + %]Erh pr [0*(Th—1)1* (Th—1) "] and Ao will be determined later. We fix
_i~Pr?

Th—1 = jo and aim to analyze the coefficient of ||z, [/ ,—1 . We have
h—1

2

> o - sen(w] xj,) - wi

%

Ap—1
2

E\N

:>\0

2 T
T
+ Tiljo - sg(w; 50) - wi |
J~JP”'*

2 7

> mio - sen(w] xj,) - w;
7

Il 12
For the first term I, we have

V=g max

z€R—1:||z|o=1

<o o > [mwn) " (Mnon, an) — Mii(on,an) ) | m(wn-1ljo)
Tre v=Lijlz|le=

T T
Z il jo5en(w; T, )w; T
i

Wh—1

<V max 3" |ria(wn) "Nn(on, an)e| m(wn-1ljo)

TR ]=1 S

+vAo max Z |rh(wh)TMZ(oh, ah)x’ m(wWh-1Jo)

dp—1. -
2eRM-1:|2)l2=1 5

(@) \/d\ VA

< Y VA max (Oh,ah)fu 7(anlon, jo)
Y Y zeR%%h-1:|z|y=1 onaan 1

(2) 2Q avdXg

where () follows from Assumption 1, and (b) follows from Proposition 2.

For the second term /5, we have

2
by E o | [T (o 0) = Mo ) - s b
< K E _ n(wy,) " (M 7 — M T ;
<= w) " (Ma(on, n)9(m-1) = M (on, )9 (70-1) ) | w1 o)
Th—1~Pl Wh_1
2
+ Z ’ ) "My, (on, an) (@(Th—l) - 1/;*(Th—1)> ’ T(wn—1ljo)

K )
<y E Kv >~ |[Pstonlri1)dn(mn) — Poonlrn—1)ii(mn) | #(anlon jo)
Th—1~P Oh,an
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1
]
Y

o) -7 m]) |

[Qn|

K
=—— E > Py(oh, onlh1, an, a}) — Py« (0}, 0n|Th1, an, a},)| w(anlon, jo)
v Th—1~Pg}:

op,ap =1
[Qn—1] 2
+ Z Oh 1 Th- 1,ai 1) — PG*(0£—1|Th—1aaﬁ—1)|
2
- KQ E Z Z |Pé(wz—l|7h—1aah—l) *Pé‘*(w}oz—lhh—l,ah—ﬂ‘
H’y prb
Th—1~Pg. an_1€Q5P wi_,
@ K 2 b g
< Hey? Ewb |:DTV (Pg (Wh-1|Th-1), Pg- (wh,1|7-h,1))}
Th—1" 0*

(0 64K o b
< Hi2p? T7.2.02x (PA ( H)v]P)Q*(TH))
(d)
9 5
~ Hi2~?

where (a) follows from Assumption 1 and Equation (8), (b) follows because 7°(ay,_1) > ¢ for all
ap—1 € 9,7, (c) follows from Lemma 12, and (d) follows from Lemma 7.

Thus, by choosing Ay = we have

74
4Q% d’

> ‘ﬁﬂ(%)T (Mh(Oh, an) — MZ(Oh»ah)) W(Th—l)‘ m(TH)

B ok
S\ gy, By, 190l |-

Following from Proposition 1, we conclude that

Dry (Pg*(TH),Pg(TH)) < min HL2 Z 1~pw [’|1/;*(Th—1)||A;ij ,2

Th

Following from Proposition 1, we provide the following lemma that upper bounds the estimation
error by the bonus function.

Lemma 9 Under event £°, for any policy , we have

Z ‘m*(wh)'l' (Mh(Om ap) — My (op, ah)) 1[}(7;1,1)‘ () < ]ETh_1~1p>g {dhl

/(Z(Thl)H(Uh—l)I:| )

H

where

Upr=M+ > dr)d(ma)T,

Th—1€DKp_1
Q% d 4 b b
qpo ="t 5 Y Dy (]Pé (Wh—1lTh—1), Pg- (Wh71|7'h71))-
Y Loy
Th—1€Dh-1
Proof: We index wp—1 = (op,an,...,0m,am) by 4, and 7,1 by j. In addition, we de-
note m* (wp,) " (Mh(oh,ah) - M;‘L(oh,ah)) by w;, ¥n_1(Th_1) = % by z;, and
h—1¥Yh—1(Th—
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7(wh—1|Th—1) by 7;|;. Then, we have

Z ‘lﬂfl*(wh)T (Mh(om ap) — MZ(Oh,ah)) 1[%—1(%—1)‘ 7(Tw)
_ZZ|U} leﬂ—zlj 9()
= ZZ ;1 - sgn( (w; ;) - w;) " xj - PG (5)

= Z <Z i - sgn(w; x;) -wi> zj - PF(5)

2

IN

ZWW -sgn(w] ;) - w;

P
J~P7 P

sl |

Un-1

. . . 2 . .

We fix an index j = jo, and aim to analyze sz il - SgR(w, T5,) - w; HUk , which can be written
h—1

as

2

.
> mijo - sen(w, x,) - w;
[

Tk
Ui s
2

)
s (zm|jo-sgn<wm-wi)

JE€EDh-1 i

3 T
=MD mijso - sen(w; o) - wi
i

I I

For the first term [, we have

\/ﬂ f max

z€R—1:|z]|2=1

< VA max Z ‘m*(wh)—r (Mh(oh, ap) — MZ(Oh,ah)> x’ T(wh—1ljo)

zeRh-1:||z|3=1

2 misosgn(ulwi v z

Wh—1

gx/i ‘max. Z‘m wn) My (on, an)z ‘ T(Wh-1lj0)

+ \/X ﬁnﬁu{ ) E |m*(wh)TM;‘L(0h,ah)m|7r(wh_1|j0)
z:||z||2=
Wh—1

A
< — max
v wlela=1 4

2QA\/5

72

. A
an)e| w(anlon, o) + 2ol

IN

For the second term I, we have

< Y |3 mt ) (Matonan) — Mi (o, an)) d(mnan)| wlewn-alio)

Th—-1€Dh—1 \Wh—1

< Z Z ‘m*(wh)—r (Mh(oh,ah)i(mq) — M, (on, ah)'l/;*(Thfl)) ‘ m(wh—1lo)

Th—1€Dpr—1 \Wh-1
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2
+ Z ‘m*(wh)TMZ(Omah) (&(Thfl) - 1;*(7%710 ‘ m(wh-1lj0)
Wh—1
(a) = _
< - * '
< ) ( > HP (onlh—1)1(7h) — Po(on|mn-1)¢ (Th)Hlﬂ(ahIOh,Jo)
Th—1€Dh—1 Oh,ah
_ ) 2
¢(Th—1) —¢*(7’h—1)H )
1 \Qh
== Z Z Z [P;(0,, 0n|Th—1, an, a},) — Po- (0}, 0n|Th—1, an, ay,)| 7(anlon, jo)
Th—1€Dp—1 \On,an £=1
[Qn—1] 2
+ Z Oh 1Th— 1,af; 1) — PO*(02—1|Th71,a§1—1)|
2
1
<= > SN Pswh a1 an-1) = Por (Wi a1, 8n-1)]
Th-1€Dh—1 \ ap_1€Q7F wh_
®) 1 b b
< 27 Z D3y (]P’g (Wh—1|Th-1), Pg- (Wh71|7'h71)) )

Th—1€Dp—1

where (a) follows from Assumption 1, and (b) follows from the condition 7*(a;,) > « for any
ah E Qexp

Thus, we conclude that

> ‘m*(wh)T (Mh(oh, an) — MZ(Oh»ah)) ﬁ(Thfl)‘ m(TH)

e vl
S Eq e l:ah 1||Y(Th-1) (Onr)
where
) ANQAd 1 b o
(@n-1) = Q4A +t 53 >, D (Pg (Wh—1|7'h—1)ape*(Wh—1|7'h—1)>~
v v Th—1€Dh-1
|

Corollary 4 Under event £°, for any reward R, we have,

T T T
Vi = Vit a| < Vs,

— 2 —
" . . = . [AxHQ%d 7
where b* (Ty) —mm{a\/zh Hwh(Th)H(Uh)l,l}, and & = A a7
Proof: By the definition of the total variation distance, we have
Vi~ Vi | < o (P5.P7.)
(a) N ) .
ZZ’HI wr) (Mh(Omah) —Mh(Oh,ah)> Y(Th— 1)‘ m(TH)

h=1 Ty
(b) J}(Thl)H(ﬁh_l)‘l} ,1}

< mm{ZIETh | ~PT {ah 1
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(e) H H-1

; )
< min E ag

where (a) follows from Proposition 1, (b) follows from Lemma 9 and because R(7x) € [0, 1], and
(c) follows from the Cauchy’s inequality.

By Lemma 7, we further have
H

. ANH 2d 1 b b
Zaiq < i " Z Z Dy (P@k (Wh-1|Th—1), PG. (wh—1\7'h—1))

h=1 '7 h Th_1€Dp_1

_ AAHQAd 73
= ~4 12+2
which concludes the proof. l

)

D.3 STEP 3: RELATIONSHIP BETWEEN EMPIRICAL BONUS AND GROUND-TRUTH BONUS

Lemma 10 (Offline empirical bonus and true bonus term) Under event £°, for any w, we have

oy

77“3
WA

E

TH N]P’g*

h=0

H-1 . 2HQ
Z 'rhiEIP’" |:Hw;;(7—h)||(Uh)—1:| + TADTV (]P)a* (Tr), ]P’g(TH)) .
h=0 " 0

Proof: Recall that
=M+ ) D )b (m,

ThE€Dn

We define the ground-truth counterpart of Uy, as follows:

Up = A+ Z () (mn) "

ThE€Dp

Then, by Lemma 13, we have

¢z

<3¢

h

el

H )

2

\/F S e, [60m) = 9%(m) i
Gt H Z \/ D \/Kh h Hg Hw*(Th)H(U,L)*l'

h

“@H

Furthermore, note that

i) =6 (m)

IN

) = i)

1 b
ZDTV (Pgb (wr|h), Pg- (wh|7'h)> )

where the second inequality follows because 7°(ay,) > ¢ for all a; € Q. By Lemma 7, we
conclude that

IN

Ah(Th)Hjﬁh)l
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\/77"3 _
P TACOI e
h

Th wh Th H 1+
WA

For the first term, following an argument similar to those in Lemma 4 and taking the expectation,
we have

b, [P3 ) — g ()| + |

<2197 Py (P3- () Py (m))
h
S QHQADTV (Pg* (TH)7 ]Pg(TH)) 5
which completes the proof. l

D.4 PROOF OF THEOREM 2

Now, we are ready to prove Theorem 2.

Theorem 4 (Restatement of Theorem 2) Suppose Assumption 1 holds. Let =
ming, e (an). Puin = Olgmomapr) ¢ = O B = Olloglé:l)
- (o 3 max T, vH

A= Wb’xﬁﬂQ::/TdeA /’Y}’ and & = O(%@\ﬂ—k \L/—E) Then, with probability at

least 1 — 0, the output T of Algorithm 2 satisfies that

T T A QAV QAIJQ TdB
«r— Vg gp <
v, Vo= Vg r <O <f+ w2 e

Proof: Under event £, the performance difference can be upper bounded as follows.

T 7
‘/0*,7’ - %*,'r

=V =V = Vi) + (V= V) = (Vi = Vi) + Vi = Vi = Vit

11 12

(b)
< Drv (P3R5 ) + V740

where (a) follows from the design of 7 that results in /; < 0, and from Corollary 4 which implies
I, <0, and (b) follows from Corollary 4.

By Lemma 8, we have

Dry (IP’” ”) HL2 Z o INPW {H'(/;*(Thfl)HA;il}
e S S| LCw ey

=1 Th—1~Pha
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/ B [rH TB
< ™ H - - = ™ H -
= Cﬂb»OO Hi2~2 K wb,00 KLQ’YQ’

where (a) follows from the definition of the coverage coefficient.

By Lemma 10, we have
Ve

260H
H'L/} Th ||(Uh) 1} —‘y—Oé\ij;)"qDTV( g*(TH);]P)g(TH)) , 1

< min

m{a<

< min ¢ &C7,

T}L N]P’"

I Mm i Mm
S

L 19 )y ,1} | 208, (P5- (ri), P ()

= QOzHQA
L\/’ ,;TthEPg UW Th H(U;) 1},1 + \f)\ D1y (Pg*(TH) Pé(TH))

I3

Recall that Uj, = AT + Ymeny ¥ Y*(71,)¢* (11,) T and the distribution of 75, € Dj, follows ng .
Therefore, by the Azuma-Hoeffding’s inequality (Lemma 11), with probability at least 1 — J, we
have

K13<\/m+min{@cﬁb,oo (1+ A ) Z > E @l }

h=0 7,€Dp,

(@) \/ 7
< JRoa@s) +acm 14 Y0 1K
’ VA H

\/rB
<acr, 1+ Y= HK log(2/9),
¢ 7 ( L\&) ' Og( /)

where (a) follows from the Cauchy’s inequality.

Combining the above results, we have

‘/971,7" - Vﬁ,r
. m rHlog(2/0) aHQaCh JH [rp
< Cﬂ—b 1 ? -
”a”m(+bx) O S
o [QuVaH s V8 <1 | max{yr, VA QA/7}> rHfj 1og(2/5)
~ “rb oo 2
’ v vy WA

o, LQAF\/“+1 ( erax{\f \FQA/’Y}> Hf /rHBlog (2/6)
7\[ VA "

(@) {\/F, VEVQA}C;TWQAH?\/E rB3log(2/0)

<
S max 2 % ,

where (a) follows because

o/ Bmax(VF QT 7}
LzQAF
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This completes the proof. W

E AUXILIARY LEMMAS

Lemma 11 (Azuma-Hoeffding inequality) Consider a domain X, and a filtration 71 C ... C
Fi C ...onthe domain X. Suppose that { X1, ..., Xy,...} C [-B, B] is adapted to the filtration
(F1)2, i.e., Xy is Fi-measurable. Then

(g

The following lemma characterize the relationship between the total variation distance and the
Hellinger-squared distance. Note that the result for probability measures has been proved in Lemma
H.1 in Zhong et al. (2022). Since we consider more general bounded measures, we provide the full
proof for completeness.

. m) 13

Lemma 12 Given two bounded measures P and @ defined on the set X. Let |P| = " . P(x)
and |Q| = 3 c» Q(x). We have

Dy (P, Q) < 4(IP| +|QNDi(P, Q)

In addition, if Py | x, Qy|x are two conditional distributions over a random variable Y, and Px y =
Py x P, Qxy = Qy|xQ are the joint distributions when X follows the distributions P and Q,
respectively, we have

L D3 (Pyx, Qyix)] < 8DF(Px,y,Qx,y)-

Proof: We first prove the first inequality. By the definition of total variation distance, we have
2
Di(P,Q) = (Z P |>
2
- (Z (VP@) - va@) (vVP@) + m(x)))
(a)
2 (2 (vre - vaw)) (2w aw)

< 4(|P| + |Q)DF(P, Q),
where (a) follows from the Cauchy’s inequality and because (a + b)? < 2a? + 2b°.

For the second inequality, we have,

E [Di(Pyix,Qyx)]
X~P

= ZP(JU) (Z (\/PY|X(?J) - \/QYX(?J))2>
-y <\/PX,Y($7ZJ) —/Qxr(m,9) + Qyix (1)Qx) - mwx(y)P(w)Q

< QZ <\/Px,y(x,y) - \/QX,Y(JS,y)) + 2ZQY|X(y) ( 0(x) - m)Q
= 4D5(Px,y, Qx,y) +2(1P| +1Q| —2)_ VP(2)Q(x))

40Py, Qxy) + 2P|+ 101 = 230 3\ /Prix (5) P(@) Qv x (1) QL)
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=8D;(Pxy,Qxy),

where (a) follows from the Cauchy’s inequality that applies on 3, \/Py|x (y)Qy|x(y). B

Lemma 13 Consider two vector sequences {z;}icz and {y;}icz and an index subset J C T.
Suppose A= N+ . 7 xjij and B =3 .. 7 yjij, andrank ({z;};cz) = rank ({y; }icz) = 1.
Then

2 e Nl = il
s lyill -

V’L'GI, ||xiHA*1 < 7||Iz y7H2+ 1+

Proof: We first write

zilla-r — llyill B

= llzilla=r = llyilla— + lyilla— = llyill 5
Il 12

_ lill% - = Mlyallas Nyl d-r = llwill-s
lzilla=r +lyilla—r  Nyilla— + lyill B2

For the first term I, we repeatedly apply the Cauchy’s inequality, and have

il % = llyill%
=] AN @i —yi) +y AN — )
<willa-rllzi — yilla—r + lyilla-1llzs — yill a—

1
Si xX; -1+ i —1 X — Y; .
ﬁ(ll a=1 + llglla-2) lws — will,

For the second term I, we repeatedly apply the Cauchy’s inequality, and have

Hyz'||?4 T HyiHQBfl
=y ATN(B—A)B 1y

—Z< Ay — ) "By +y ANy — )y BT y)

JjeT
<Y lagllatlly; — =5l lyilla vl 5+
jeT
+ > My — @l a-r sl - vl a= 1yl 5
jeT
< fl\yzl\A wills— D ey =503 1D w504
jeT JjeT

\/~||yz||A yillz=r (D ey = will3, [ sl

jeT jeT

27
< o lwilla-s s+ [ Nl = wia I3
VA jer

Therefore, the lemma follows from the fact that ||y;||a-1 < ||yilla—1 + ||yillp-1- B

The following lemma and its variants has been developed in Dani et al. (2008); Abbasi-Yadkori
et al. (2011); Carpentier et al. (2020). We slightly generalize the padding term from 1 to an arbitrary
positive number B and provide the full proof for completeness.
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Lemma 14 (Elliptical potential lemma ) For any sequence of vectors X = {x1,...,%pn,...} C
R?, let Uy, = M + Dok xkx; where ) is a positive constant, and B > 0 is a real number. If the
rank of X is at most r, then, we have

K
Zmin{“ka%ﬁMB} < (1+ B)rlog(1+ K/X),
k=1 §

K
> min{Jlexllyr, VB < VT + B)rK log(1 + K/A).
k=1

Proof: Note that the second inequality is an immediate result from the first inequality by the
Cauchy’s inequality. Hence, it suffices to prove the first inequality. To this end, we have

K K
(a)
> min{Jlawl? -+, B} < (1+ B) Y tog (1+ a3 )
k=1 k=1
K

= (1+ B) Zlog (1 + trace ((Uk+1 — Uk) Uk_l))
k=1

=(1+B)) log (1 + trace (Uk_l/2 (Ug41 — Us) Uk_l/2>)

< (14 B) ) logdet (Id + U,;l/z (Uk+1 — Uk) Ul;l/2>

> T T

det(b%+1)
det(U})

det(CU(+1)
det([ﬁ)

=(1+B))> log

ES
Il
—

= (14 B)log
1K

= (14 B)logdet <I+ AZx;ﬂ:E)
k=1

(®)
< (14 B)rlog(1+ K/\),

where (a) follows because x < (1 + B)log(l + z) if 0 < = < B, and (b) follows because
rank(X) <r. N

43



	Introduction
	Related Work
	Preliminaries
	Online Learning for Predivtive State Representations
	Algorithm
	Theoretical Results

	Offline Learning for Predictive State Representations
	Algorithm
	Theoretical Results

	Conclusion
	Properties of PSRs
	General MLE Analysis
	Proof of thm:online PSR (for Online PSR-UCB)
	Step 1: Estimation Guarantee
	Step 2: UCB for Total Variation Distance
	Step 3: Sublinear Summation
	Proof of thm:online PSR
	Proof of coro:POMDP (For POMDPs)

	Proof of thm:offline PSR (for Offline PSR-LCB)
	Step 1: Estimation Guarantee
	Step 2: UCB for Total Variation Distance and LCB for Value Function
	Step 3: Relationship between Empirical Bonus and Ground-Truth Bonus
	Proof of thm:offline PSR

	Auxiliary Lemmas

