
Journal of Computational Physics 496 (2024) 112588

Available online 24 October 2023
0021-9991/© 2023 Elsevier Inc. All rights reserved.

Contents lists available at ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier.com/locate/jcp

Neural Galerkin schemes with active learning for 
high-dimensional evolution equations

Joan Bruna, Benjamin Peherstorfer ∗, Eric Vanden-Eijnden
Courant Institute of Mathematical Sciences, New York University, 251 Mercer Street, New York, 10012, NY, USA

A R T I C L E I N F O A B S T R A C T

Keywords:
Scientific computing
Machine learning
Deep neural networks
Partial differential equations
Active learning
Monte Carlo

Deep neural networks have been shown to provide accurate function approximations in high 
dimensions. However, fitting network parameters requires informative training data that are often 
challenging to collect in science and engineering applications. This work proposes Neural Galerkin 
schemes based on deep learning that generate training data with active learning for numerically 
solving high-dimensional partial differential equations. Neural Galerkin schemes build on the 
Dirac-Frenkel variational principle to train networks by minimizing the residual sequentially over 
time, which enables adaptively collecting new training data in a self-informed manner that is 
guided by the dynamics described by the partial differential equations. This is in contrast to other 
machine learning methods that aim to fit network parameters globally in time without taking into 
account training data acquisition. Our finding is that the active form of gathering training data 
of the proposed Neural Galerkin schemes is key for numerically realizing the expressive power of 
networks in high dimensions. Numerical experiments demonstrate that Neural Galerkin schemes 
have the potential to enable simulating phenomena and processes with many variables for which 
traditional and other deep-learning-based solvers fail, especially when features of the solutions 
evolve locally such as in high-dimensional wave propagation problems and interacting particle 
systems described by Fokker-Planck and kinetic equations.

1. Introduction

Partial differential equations (PDEs) are used to describe the dynamics of systems in a wide variety of science and engineering 
applications. Many of these equations, however, are challenging to solve, analytically and even numerically. Classical techniques from 
scientific computing such as the finite element method and other grid-based methods can work well if the solution domain is low 
dimensional; however, in higher dimensions, grid-based methods fail because their computational costs increase at an exponential 
rate with the dimension of the domain. This curse of dimensionality leaves simulating many systems of interest out of scope of 
classical PDE solvers. For example, interacting particles described by Schrödinger’s and other kinetic equations such as Fokker-
Planck and Boltzmann equations lead to high-dimensional systems when the number of particles is more than a few. Even multiscale 
techniques as sophisticated as multigrid, fast multipole, and adaptive-mesh refinement methods fail in such instances. Thus, high-
dimensional approximation problems require a fundamentally different notion of discretization than via grids to circumvent the curse 
of dimensionality. In supervised machine learning applications, such adaptivity is achieved with deep neural networks (DNNs) via 
feature or representation learning.
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The last few years have seen many developments in the direction of using DNNs for numerically solving PDEs, with the introduc-
tion of techniques such as physics-informed neural networks and the Deep Ritz method [1–4]. In these schemes, the solution of a 
time-dependent PDE is represented with a DNN and the parameters of the network are optimized by minimizing the residual of the 
PDE on collocation points from the temporal and spatial domains. These collocation points can lie on a grid, or be sampled randomly 
in time-space. Either way, their positions are usually not tailored to the (unknown) solution of the PDE. In high dimensions, the lack 
of adaptivity in the training procedure means that it ultimately suffers from the curse of dimensionality because all features of the 
solution have to be discovered without guidance. For example, consider the problem of fitting a DNN to a high-dimensional function 
with just one peak. If we use training data that are generated uniformly in the domain of the function then the number of samples 
has to exponentially increase with the dimension to fully resolve the fine-scale feature represented by the peak and therefore training 
without adapting the data to the function suffers from the curse of dimensionality. In addition, the training of collocation methods 
usually treats space and time equivalently, which is inefficient for initial value problems if the goal is predicting the PDE solution 
over long time ranges, and it can lead to a loss of causality in the solution.

In this work we take a different approach. We develop time-integrators for PDEs that use DNNs to represent the solution but 
update the parameters sequentially from one time slice to the next rather than globally over the whole time-space domain. To 
achieve this, we follow the well-established Dirac-Frenkel variational principle [5,6] that is widely used in computational chemistry 
[7] and scientific computing [8–10] and that has been considered in the context of PDEs and DNNs in the works [11,12]. It updates 
the network parameters so that the PDE residual is minimized as the numerical solution is evolved in time. The key novelty of our 
Neural Galerkin schemes with active learning is that we combine the sequential updating of the network parameters given via the 
Dirac-Frenkel variational principle with adaptive sampling (“data collection”) over time to determine at which sampling points to 
evaluate the residual to guide the parameter updates. This means that the measure—from which samples are drawn for estimating 
the expected residual—is adapted over time so that the samples follow where the important features of the solutions are, which is 
critical in high-dimensional spatial domains and when the solution has local features that evolve in the spatial domain. Importantly, 
our scheme uses the PDEs that govern the solution to inform the adaptive sampling as well, rather than relying on a black-box global 
optimization strategy. No a priori data about the PDE solutions is used, however. Overall, we summarize that our approach leverages 
adaptivity in both function approximation and sampling.

Summary of main contributions Our main results can be summarized as follows: 1. Given a nonlinear parametric representation 
(e.g. via a DNN) of the solution of an initial value problem for a time-dependent PDE, we leverage the Dirac-Frenkel variational prin-
ciple as in [5–12] to derive systems of nonlinear evolution equations for the parameters of the nonlinear parametric representation. 
The system of equations that govern the parameters can then be integrated using standard solvers with different level of sophisti-
cation, for example by dynamically choosing the time-step size based on properties of the numerical solution. In particular, with 
suitable time-integration schemes, the proposed approach takes larger time steps when possible and corrects to smaller time-step 
sizes if the dynamics of the solution require it. This is in contrast to typical collocation methods such as the Deep Ritz method that 
samples over the whole time-space domain without having the opportunity to exploit the smoothness of solutions over time and thus 
has to draw samples even when the solution hardly varies.

2. The evolution equations that we derive for the DNN parameters involve operators that require estimation via sampling in 
space. We show how to perform this sampling adaptatively, by using the property of the current solution itself, which is again in 
contrast to collocation methods. We propose a dynamical estimation of the loss, which is shown to be essential in two aspects: 
First, it achieves accuracy in situations where static, non-adaptive sampling methods fail to capture the details of the solution that 
determine its evolution. Second, it is key to the interpretation of the PDE solution itself, since the solution can be quite complicated, 
and sampling the solution field to compute statistics typically is the only way to exploit and interpret it.

3. We illustrate the viability and usefulness of our approach on a series of test cases. First we consider two equations in low 
dimensions, the Korteweg-de Vries (KdV) and the Allen-Cahn (AC) equations to show that our method can be used to efficiently 
capture solutions with localized features that move in the spatial domain. The features are solitons in the context of the KdV equation 
and domain walls in the context of the AC equation, which can both be modeled with few degrees of freedom using neural networks 
with specific nonlinear units. Second, we show that our method can be used to simulate PDEs in unbounded, high-dimensional 
domains, that are out of reach of standard methods. Specifically, we study advection equations of hyperbolic type with wave speeds 
that vary in space and time, and Fokker-Planck equations of parabolic type for the evolution of several interacting particles. In 
both cases, our results show that our method is able to efficiently capture the evolution of the solution and overcome the sampling 
limitations of static collocation-based methods.

Related works The need for adaptive data acquisition in the context of machine learning for problems in science and engineering 
has been emphasized in previous works [13]. There also is a large body of work [1–4] on numerically solving PDEs with DNN 
parametrizations based on collocation over the spatiotemporal domain (space-time discretizations) as well as on learning hyper-
networks that output networks that solve parametrized PDEs [14]. However, the global space-time training makes adaptive sampling 
challenging. Methods that do not rely on collocation typically exploit specific formulations of elliptic and semilinear parabolic 
PDEs [15,16], and focus on specific approximation tasks such as learning committor functions [17,18,13], coarse-graining [19–
21], or de-noising [22]. Thus, these approaches are limited in their scope and, in particular, are not applicable to pure transport 
dynamics given by kinetic and hyperbolic equations. There also is a range of surrogate-modeling methods [23,24] based on nonlinear 
parametrizations such as [25–35,10,36]; however, these methods require access to training sets of ground truth PDE solutions, which 
is precisely what is unavailable in our setting because classical PDE solvers are cursed by dimension. The surrogate-modeling method 
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introduced in [29,37] embeds large state vectors stemming from traditional discretizations of PDEs in low-dimensional manifolds and 
then propagates forward in time the embedding based on the dynamics given by the traditional discretizations; however, this means 
that in each time step a lifting from low to high dimensions has to be performed, which is inherently computationally expensive. In 
contrast, the proposed Neural Galerkin schemes directly integrate the parameters of the PDE solutions, rather than embeddings of 
high-dimensional states. This approach circumvents the requirement of needing traditional discretizations of the underlying PDEs, 
which avoids the expensive lifting to higher dimensions that is intractable for problems formulated over high-dimensional spatial 
domains.

There is a wide range of methods that builds on the Dirac-Frenkel variational principle to update the parameters of nonlinear 
parametrizations, see, e.g., the works on dynamic low-rank approximations and related methods [8,38,10,39,40,9,41–43]. Closest 
to our approach are the works [11,12], which derive the same dynamics for parameters of nonlinear parametrizations based on 
the Dirac-Frenkel variational principle, where the work [12] additionally derives schemes that conserve quantities. However, both 
works [11,12] focus exclusively either on specific nonlinear parametrizations and PDEs where the objective value can be computed 
analytically or on low-dimensional problems where data acquisition with static, uniform sampling is tractable. In contrast, our Neural 
Galerkin schemes with adaptive sampling apply to high-dimensional problems with more generic nonlinear parametrizations where 
adaptive data collection becomes crucial, as will be illustrated by our case studies.

2. Setup and problem formulation

In this section, we formulate the problem of numerically solving time-dependent PDEs, which are sometimes referred to as 
evolution equations. We are particularly interested in PDEs formulated over potentially high-dimensional spatial domains and with 
solutions that exhibit local features that are transported over time.

2.1. Evolution equations

Given a spatial domain  ⊆ ℝ
� , we will consider the evolution of a time-dependent field � ∶ [0, ∞) ×  → ℝ which at all times 

belongs to some function space  and whose dynamics is governed by the PDE

���(�,�) =� (�,�, �) for (�,�) ∈ [0,∞) × ,
�(0,�) =�0(�) for � ∈ (1)

where �0 ∈  is the initial condition. By appropriately choosing � ∶ [0, ∞) ×  ×  → ℝ, Eq. (1) can represent different PDEs of 
interest. For example, we get an advection-diffusion-reaction equation by taking

� (�,�, �) = �(�,�) ⋅∇�+ 	(�,�) ∶ ∇∇�+
(�,�, �)

for coefficient functions � ∶ [0, ∞) × →ℝ
� and 	 ∶ [0, ∞) × →ℝ

� ×ℝ
� and a source term 
 ∶ [0, ∞) × ×ℝ →ℝ. In the following, 

we only consider problems with appropriate boundary conditions for Eq. (1) that make Eq. (1) well-posed for all � ∈ [0, ∞), which 
means that its solution exists, is unique, and depends continuously on �0 ∈ .

2.2. Problem formulation

Widely used approaches for numerically solving PDEs of the form (1) with deep neural networks rely on globally optimizing 
network parameters over the time-space domain. Let �̃ ∶ [0, ∞) ×  × Θ → ℝ be a neural-network parametric approximation of �
so that �̃(�, �; �) approximates �(�, �) for a parameter � ∈ Θ. Notice that time � is an input of the network function �̃. Widely used 
collocation-based methods train the network parameters � of �̃ to globally minimize the expected residual


(�,�;�) = ���̃(�,�;�) − � (�,�, �̃) (2)

of the PDE,

min
�∈Θ

�(�,�)∼�

[|
(�,�;�)|2] . (3)

The objective of the optimization problem (3) depends on the expected value of the squared residual over the time-space domain 
with respect to the distribution �. To estimate the expected value in (3), the typical approach is to draw � = 1, … , � samples (��, ��)
from the distribution �, to form a Monte Carlo estimator based on the drawn samples, and to minimize the Monte Carlo estimate of 
the expected value as in

min
�∈Θ

1

�

�∑
�=1

|
(��,��;�)|2 , (��,��) ∼ �. (4)

However, it can be challenging to ensure that the Monte Carlo estimator in (4) is a good estimate of the expected value in (3). 
In particular, in high-dimensional spatial domains  and if the solutions of the PDEs (1) develop spatially localized structures, 
then uniform (or other uninformed, unguided, solution-independent) sampling schemes quickly fail to provide accurate Monte Carlo 
estimators; see also [13]. In fact, even though the deep neural network parametrization might be expressive enough and exploit 
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properties of the solution to circumvent the curse of dimensionality from an approximation-theoretic point of view, minimizing the 
objective in (4) can be well affected by the curse of dimensionality through the variance of the estimator, especially with local 
solution features advecting in high-dimensional spatial domains.

3. Neural Galerkin schemes via the Dirac-Frenkel variational principle

In this section, we break with the traditional time-space approach of training DNNs in the context of PDEs and instead formulate 
the training of deep neural network parametrizations via the Dirac-Frenkel variational principle [5–7,11], which prescribes a system 
of ordinary differential equations (ODEs) for the network parameters. This means that the network parameters are ultimately trained 
by solving a system of ODEs over time, rather than solving a global optimization problem over the time-space domain as in traditional 
collocation-based methods. Carrying over the dynamics described by the PDEs of interest to the network parameters is of critical 
importance to our Neural Galerkin approach because it will allow us to use information from previous time steps to inform finding 
the solution at the current time step, including the measure against which to estimate the residual.

We emphasize that using the Dirac-Frenkel variational principle to train nonlinear parametrizations has a long history in molec-
ular dynamics and computational chemistry; see [7,10] for the history and early works. More recent works [11,12] in the context of 
deep neural networks derive the same systems of ODEs that we obtain in the following.

3.1. Nonlinear parametrizations that depend on time

We parametrically represent the solution �(�) at time � as � (�(�)) ∈ with parameters �(�) ∈Θ and � ∶ Θ × →ℝ, i.e. we use the 
ansatz

�(�,�) =� (�(�),�) for (�,�) ∈ [0,∞) × . (5)

Two remarks are in order. First, time � enters the parametrization (5) via the parameter �(�), instead of being an input to the network 
function as in the global, time-space approaches discussed in Section 2.2. This is of critical importance to our approach because 
it will allow us to use information from previous times to inform approximations of the PDE solution at future times. Second, the 
parametrization � may depend nonlinearly on �(�), which is in stark contrast to the majority of classical approximations in scientific 
computing that have a linear dependence on the parameter [44]. And it is in stark contrast to traditional, linear model reduction 
methods that seek linear approximations in subspaces; see [45].

For the representation in Eq. (5) to be complete, i.e. such that for any �(�) ∈  there exists at least one �(�) ∈ Θ such that 
� (�(�)) ≡ �(�), Θ should itself be an infinite-dimensional function space in general—for more discussion on this point, see Appendix A. 
In practice, however, we will be interested in situations where the parametric representation � depends on a finite-dimensional 
parameter �(�) such as in a DNN, where �(�) denotes the vector of adjustable parameters/weights in this network whose number can 
be large but is finite—specific DNN representations are discussed below. In this case, using Eq. (5) as ansatz for the solution of Eq. (1)
introduces approximation errors, the magnitude of which we aim to keep low at all times.

3.2. Training nonlinear parametrization via the Dirac-Frenkel variational principle

We emphasize that we consider the situation where we do not have access to training data to learn the parameter �(�) so that 
� (�(�)) ∶  → ℝ is a function over the spatial domain  that approximates well the PDE solution. Instead, we use the structure of 
the governing equation (1) to find �(�) so that the error is low. To this end, note that inserting the ansatz solution � (�(�)) in Eq. (1), 
assuming differentiability of �(�) and using ��� (�(�)) =∇�� (�) ⋅ �̇(�), leads to the residual function 
� ∶ Θ × Θ̇ × →ℝ defined as


�(�, �,�) ≡∇�� (�,�) ⋅ � − � (�,�,� (�)) , (6)

where Θ̇ is the set of time derivatives of �(�). Notice that the residual 
� defined in (6) depends on time �, whereas time enters as an 
input to the residual function 
 defined in (2), which is then globally optimized in the time-space domain.

The goal is now to keep the error made by the parametrization described in Eq. (5) low by minimizing the magnitude of the 
residual 
� with respect to �, given an appropriate metric. We distinguish between two approaches. First, there is a global approach 
that aims to keep the residual low globally over some time interval � ∈ [0, � ] with � > 0; this option, which is discussed in Appendix C, 
has the disadvantage that it leads to a complicated boundary value problem that requires the storage of the entire path �(�) for 
� ∈ [0, � ]. The second approach is sequential in time, which leads to an initial value problem that is related to the Dirac-Frenkel 
variational principle [5–7], see also [11] for the principle applied in the context of deep neural network. This sequential-in-time 
approach is what we build on. Specifically, we seek �(�) such that for all � > 0 it holds

�̇(�) ∈ argmin
�∈Θ̇

��(�(�), �) (7)

where we define the objective function �� ∶ Θ × Θ̇→ℝ as

��(�, �) =
1

2 ∫


|
�(�, �,�)|2��(�). (8)
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In Eq. (8), � is a positive measure with full support on  , which we will discuss in detail later in Section 4.
The initial condition �0 can be obtained via e.g. minimization of the least-squares loss between �0 and � (�0):

�0 ∈ argmin
�∈Θ ∫


|�0(�) −� (�,�)|2��(�). (9)

Similarly, boundary conditions can be enforced either naturally by choosing � (�(�)) such that these conditions are satisfied for all 
�(�) ∈Θ, or by adding appropriate penalty terms to the residual (6) and the objective (8). For example, to enforce Dirichlet boundary 
conditions via a penalty approach, one adds the equation ��� (�(�), �) = 0, � ∈ � , where � is the boundary of the domain  where 
the boundary conditions should be enforced. The equation forces � to remain constant at the boundary points in � over time � and 
thus enforces Dirichlet boundary conditions with the same values as the initial condition at the boundary � .
3.3. System of ODEs for network parameters

The minimizers of ��(�(�), �) solve the Euler-Lagrange equation

∇���(�(�), �) = 0 . (10)

Written explicitly, Eq. (10) is a system of ODEs for �(�):

�(�)�̇ = � (�, �) , �(0) = �0 , (11)

where we defined

�(�) =∫


∇�� (�,�)⊗∇�� (�,�)��(�) ,

� (�, �) =∫


∇�� (�,�)� (�,�,� (�))��(�) ,

(12)

in which ⊗ denotes the outer product. Following the same principle, analogous equations as given by (12) have been derived in other 
settings of nonlinear parametrizations as well; see, e.g., the works on dynamic low-rank approximations and related methods [8,9]
and the works [46,11,12]. For more justification of Eq. (11) note that this equation also arises as a consequence of the proposition 
introduced in Appendix B.

The system of ODEs defined in (11) for �(�) is the basis for the Neural Galerkin schemes we introduce below. We refer to � (�(�)) as 
Neural Galerkin solution because Eq. (11) can be derived via testing the residual 
�(�, �̇, �) in Eq. (6) using ∇�� (�, �) as test function 
and Galerkin projection with respect to the inner product of �2( ; �). The objective function (8) also arises if we take the inner 
product between 
�(�, �̇, �) and a test function �(�) and maximize it over all �(�) with norm one in �2( ; ��).

3.4. Discretization in time

Eq. (11) is a system of ODEs that can be numerically integrated using standard methods; thus training the network parameters 
becomes solving a system of ODEs in time. Let us denote by �� the numerical approximation to �(��) where the times �� with 
� = 0, 1, 2, … are defined recursively via �0 = 0, ��+1 = �� + ��� using the time steps ��� > 0, possibly nonuniform and chosen adaptively. 
To update ��, we can either use explicit or implicit integrators.

3.4.1. Explicit integrators
The forward Euler scheme is an explicit scheme that leads to

�(��)��+1 =�(��)�� + ���� (��, �
�) . (13)

This is an explicit equation for ��+1 which is solved at every time step—to this end it may be useful to add a regularizing term � Id
to � , where Id is the identity. Other integrators can be used as well, such as the adaptive Runge–Kutta–Fehlberg (RK45) method 
[47], which leads to linear systems similar to (13) at every stage—RK45 will be used in the examples below. If (13) does not have 
a unique solution, then a regularizer can be added to establish uniqueness. In the following, we take the minimal Euclidean norm 
solution in this case. Investigating other regularization schemes is an important research direction, which we leave to future work.

3.4.2. Implicit integrators
We consider the backward Euler scheme as an example for implicit integrators, which leads to the system of equations

�(��+1)��+1 =�(��+1)�� + ���� (��+1, �
�+1) . (14)

Implicit integrators are more costly per time step since they lead to nonlinear equations such as (14) for ��+1 that have to be solved 
at each time step. We note that implicit time integration also leads to systems of nonlinear equations in classical scientific computing 
with linear approximations when the system dynamics are nonlinear, i.e., the function � in (1) depends nonlinearly on �. Given that 
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such systems of nonlinear equations arise in many other settings in scientific computing, there is a range of numerical methods for 
solving them. We will use ADAM [48], which is a method inspired by stochastic gradient descent (SGD), in the numerical experiments 
in Section 5; however, Newton methods such as Newton-Raphson and Gauss-Newton methods can be used as well.

We stress that the adaptive nature of our Neural Galerkin approach is different from time-space collocation methods based on 
neural networks [1–3] and other DNN-based PDE solution methods that are formulated over equidistant time steps [16].

Instead of deriving the variational formulation (7) in continuous time and then discretizing the Euler-Lagrange equations (10), 
one could also first discretize in time and then derive the Euler-Lagrange equation of the discrete-in-time optimization problem; 
this is similar to the distinction between discretize-then-optimize versus optimize-then-discretize approaches used e.g. in inverse 
problems and PDE-constrained optimization: see e.g. Ref. [49].

3.5. Computational costs

We summarize the computational costs of Neural Galerkin schemes. First, the initial condition needs to be represented in the 
parametrization that is to be used by the Neural Galerkin scheme. This typically leads to a regression problem such as (9) for fitting the 
parameters to the initial condition. Standard methods for training nonlinear parametrizations can be used for this step. It is important 
to note that errors in the fitted initial condition can be propagated forward in time because Neural Galerkin schemes train network 
parameters sequentially in time. This is analogous to classical numerical integration of ODEs where also perturbations in initial 
conditions can be propagated forward in time. Thus, initial conditions need to be fitted well, which can incur high computational 
costs. Second, let us consider the costs per time step. As we discuss in Section 3.4, an explicit time integration schemes leads to a 
system of linear equations that needs to be solved at each time step. In contrast, an implicit scheme can lead to a system of nonlinear 
equations in each time step. Note that the costs per time step of an implicit scheme are typically higher than the costs per time step 
of an explicit scheme also in many classical numerical methods. The number of unknowns in each time step scales with the number 
of parameters, which ultimately determines the costs of each solve. For both—explicit and implicit schemes—classical numerical 
tools for solving linear and nonlinear systems can be used, including pre-conditioners and high-performance solvers. In particular, 
matrix-free solvers can be used to solve the system to avoid assembling the matrix �(��) in (13) and �(��+1) in (14). Note that 
the elements of the matrix � include the gradient of the parametrization � , which has to be computed when either assembling 
� or computing a matrix-vector product with � . The gradient computation with automatic differentiation can be computational 
expensive; see also the discussion on computational bottlenecks in Section 6.

4. Active learning with Neural Galerkin schemes

We now introduce active learning for Neural Galerkin schemes to efficiently estimate �(�) and � (�, �). To achieve this, we make 
the measure in the objective (8) and the definition of � and � depend on the parameter �(�) so that we can adapt the measure 
��(�) over time; see Section 4.1. We then formulate adaptive Monte Carlo estimators of � and � with the aim of achieving lower 
mean-squared errors than regular Monte Carlo estimations that are based on uninformed, e.g., uniform, sampling. In Section 4.2, we 
propose to directly use a time-adaptive measure and in Section 4.3 we show that Neural Galerkin schemes can be combined with 
importance sampling. Section 4.4 specifically considers shallow networks with Gaussian units that give rise to an adaptive sampling 
scheme that leverages the network architecture.

4.1. Active learning via time-dependent measures

For generic choices of parametrization � (�), the integrals in Eq. (12) do not admit a closed-form solution and so will need to be 
numerically estimated. In low dimensions, this calculation can be performed by quadrature on a grid. When  is high dimensional, 
however, quadrature becomes computationally intractable quickly and we must proceed differently. If the measure � against which 
is integrated in Eq. (12) is a probability measure, we can consider using a vanilla Monte Carlo estimator for each term, by drawing 
� samples {��}��=1 from � and replacing the expectations by empirical averages over these samples. This estimator is efficient to 
approximate certain kernels uniformly over high-dimensional spaces [50], but not necessarily if the solution to the PDE (1) develops 
spatially localized structures, as is the case in many physical systems of interest.

Instead, we consider the objective �� defined in (8) and reformulate it with a parameter-dependent measure �� as

��(�, �) =
1

2 ∫


|
�(�, �,�)|2d��(�) . (15)

The key difference to �� used in Section 3.2, is that now the objective defined in (15) integrates the squared residual against a 
measure �� that depends on the parameter �(�) and thus it depends on time �. Following an analogous derivation as in Section 3.3, 
we obtain the operators

�(�) =∫


∇�� (�,�)⊗∇�� (�,�)���(�)

� (�, �) =∫


∇�� (�,�)� (�,�,� (�))���(�) ,

(16)
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with measure �� depending on �. This new formulation with measure �� allows us to adapt the measure so that Monte Carlo estimators 
of � and � have a low mean-squared error.

4.2. Monte Carlo estimators with adaptive samples

Let {��(�)}��=1 be � samples of ��(�) and notice that the samples �1(�), … , ��(�) depend on time �. Monte Carlo estimators �̃ and �̃
of � and � , respectively, are then given by

�̃(�(�)) =
1

�

�∑
�=1

∇�� (�(�),��(�))⊗∇�� (�(�),��(�)),

�̃ (�, �(�)) =
1

�

�∑
�=1

∇�� (�(�),��(�))� (�,��(�),� (�(�))) .

(17)

For these estimators to be effective, their variances must be small, which requires choosing the measure ��(�) in a way that is 
informed by the solution � (�(�)). This choice must be made on a case-by-case basis. For example, below we consider Fokker-Planck 
equations whose solutions are normalized probability density functions: in this case, it is reasonable to take �� = � (�)—this choice 
leads to low variance estimators if the density has mass localized in a few relatively small regions that move in  . If in addition the 
parametrization � (�) involves Gaussian units, as in the Fokker-Planck examples below, sampling from it is straightforward—with 
this specific choice we can in fact evaluate analytically the integrals of the components of �(�) and sampling is only required to 
estimate � (�, �). Other choices for �� are possible too, e.g. by taking ��(�) proportional to |∇�� (�(�), �)| in situations where the solution 
has localized fronts that propagate in  .
4.3. Importance sampling with respect to a nominal measure

Consider a nominal measure �. Then, an adaptive measure �� can be realized via importance sampling by defining positive weights 
� ∶  ×Θ → (0, ∞) such that  � = ∫ �(�, �)d�(�) <∞ for all � ∈ Θ. Notice that the weights given by � depend on the parameter �(�)
and thus on time �. One then draws a set of samples {��(�)}��=1 from ���(�)(�) = −1

�
�(�, �(�))��(�) and uses the reweighted estimators 

�̃ and �̃ given by

�̃(�) =
1

�

�∑
�=1

∇�� (�,��)⊗∇�� (�,��)

�(��, �)
,

�̃ (�, �) =
1

�

�∑
�=1

∇�� (�,��)� (�,��,� (�))

�(��, �)
.

(18)

The estimators (18) are efficient in terms of number of samples � if the weight function � is chosen such that it leads to a small 
variance of the integrand ∇�� (�, ⋅) ⊗ ∇�� (�, ⋅) of � and ∇�� (�, ⋅)� (�, ⋅, � (�)) of � . Constructing weight functions for importance 
sampling is typically guided by the ideal weight function that leads to Monte Carlo estimators with zero variance, in which case 
a single sample is sufficient to obtain an estimate with zero mean-squared error. In the case of � and � , a zero-variance weight 
function would require a different weight for each matrix element of � and � , which quickly becomes computationally intractable. 
A more practical approach is to rely on similar argument as in Section 4.2 and use a weight function that helps reducing the variance 
for all matrix elements such as a weight that is proportional to, e.g., the magnitude of the gradient of � .

4.4. Neural architectures and sampling

Our method offers the possibility to use DNNs of arbitrary complexity and sophistication for the parametrization � (�, �), in a way 
that can be tailored to known properties or symmetries of the solution of Eq. (1), as well as its boundary conditions. However, the 
network architecture can also be chosen such that it aligns well with the sampling from the adaptive measure ��(�). In later numerical 
experiments, we will consider shallow (one-hidden-layer) network with ! nodes given by

� (�,�) =
∑!

�=1
"�#(�,$�,��) , (19)

where � is defined as � = ("�, $�, ��)!�=1 and "�, $� ∈ℝ and �� ∈ℝ
� are the parameters of the DNN, and # ∶ ×ℝ

�+1
→ℝ is the following 

nonlinear unit (activation function) given by the Gaussian kernel

#G(�,$,�) = exp
(
−$2|�− �|2) . (20)

Here and below the exponential function acts componentwise, and we refer to the "� as the coefficients of the network and to the 
$�, �� as its features. In the numerical experiments below, we will also consider the unit

#�G(�,$,�) = exp
(
−$2| sin (%(�− �)∕�) |2) , (21)

which we will use when we need to enforce periodicity because, e.g., the domain is  =�� � with unit torus � and length � > 0. The 
sine function acts componentwise on its argument.



Journal of Computational Physics 496 (2024) 112588

8

J. Bruna, B. Peherstorfer and E. Vanden-Eijnden

Fig. 1. Korteweg-De Vries: Neural Galerkin schemes integrate in time a nonlinear parametrization of the solution and so obtain an accurate approximation with few 
degrees of freedom in this example. In contrast, linear (standard) Galerkin that derives approximations in fixed spaces with fixed bases without feature adaptation 
leads to poor approximations when there are local dynamics in the spatial domain. (For interpretation of the colors in the figure(s), the reader is referred to the web 
version of this article.)

The network architecture (19) is especially useful for approximating solutions that are probability density functions, such as for 
the Fokker-Planck equation considered below. In such a case, as discussed in Section 4.2, it is appropriate to set ��(�) =� (�(�)). Then, 
the set of samples {(��(�)}��=1 at time � is obtained via sampling from � (�) directly, which can be done efficiently by exploiting that 
the units (20) are Gaussians.

5. Numerical experiments

We demonstrate Neural Galerkin schemes with active learning on several numerical examples. We consider numerical examples 
reaching from low-dimensional benchmark problems in Section 5.1 and Section 5.2 to PDEs whose solutions develop local features 
in moderately high-dimensional spatial domains in Section 5.3 and Section 5.4.

5.1. Korteweg-de Vries equation

Consider the KdV equation ��� + �3�� + 6���� = 0 on the one-dimensional spatial domain  = [−20, 40) ⊂ℝ with periodic boundary 
condition. We follow the setup described in Ref. [51], which for the initial condition described in their Section I-a-(ii) with their 
second parameter setting leads to a solution of the KdV equation that consists of two interacting solitons that approach each other, 
collide, and then separate—this solution, shown in Fig. 1(a), is available analytically, thereby providing us with a benchmark of 
the numerical results; see also Appendix D. Note that the authors of [51] use a periodic domain [−20, 20) that we have extended to 
[−20, 40) because we integrate longer in time.

For the parametric solution, we use the shallow neural network defined in Eq. (19) with the Gaussian units defined in Eq. (21), 
! = 10 nodes, and � = 60. Because the dimension of the spatial domain is one in this example, we simply take ���(�) = ��, and 
sample � = 1000 points uniformly in [0, 1] to estimate � and � . The initial parameter �0 is obtained via a least-squares fit of the 
initial condition. The batch size is 105 and number of iterations is 105. Samples are drawn uniformly in the spatial domain and the 
learning rate is 10−1. We take five replicates with randomized initialization of parameters and then use the fit with lowest error on 
test samples. As integrator, we use RK45 so that the time-step size is adaptively chosen based on the dynamics of the solution. We 
use JAX (https://github .com /google /jax) to implement the approach and in particular the JAX function grad to compute derivatives 
with reverse-mode automatic differentiation.
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Fig. 2. KdV: Basis functions used for linear Galerkin approximations.

The time-space plot of the Neural Galerkin approximation shown in Fig. 1(b) is in close agreement with the analytic solution 
shown in Fig. 1(a). The relative �2 error remains low over time, as shown in Fig. 1(d). The relative �2 error is computed as follows: 
Consider the $ = 2048 equidistant grid points �1, … , �$ in  and define

�(�) = [�(�, �1),… , �(�, �$)]
� ∈ℝ

$ ,

to be the vector of the analytic solution � at time � and at the grid points �1, … , �$. Similarly, define �̃(�) = [�̃(�, �1), … , ̃�(�, �$)]� as 
the solution vector corresponding to an approximation �̃. Then, the reported relative �2 error is

'�2
=

∑(

�=0
‖�(��) − �̃(��)‖22∑(

�=0
‖�(��)‖22

.

To emphasize the importance of the nonlinear feature adaptation, we also consider linear approximations with network Eq. (19)
with ! = 30 nodes but with fixed features $� and �� that are either located equidistantly in  or fitted to the initial condition and then 
kept fixed. For linear Galerkin with equidistant basis functions, the basis functions are Gaussians units #�



with a fixed bandwidth 

and equidistantly located in the domain  , see Fig. 2(a). For the comparison with linear Galerkin with basis functions fitted to the 
initial condition, we use the units fitted to the initial condition as described above and keep the features fixed, see Fig. 2(b). In both 
cases, the linear approximation has the same number of degrees of freedom as the nonlinear Neural Galerkin approximation.

The linear approximation leads to large errors that develop after only a few time steps, as apparent from the solution shown 
in Fig. 1(c). This is also in agreement with Fig. 1(d) which shows that the linear Galerkin approximations based on fixed features 
lead to errors that are orders of magnitude higher than the Neural Galerkin approximation with the same number of degrees of 
freedom.

5.2. Allen-Cahn (AC) equation

Consider the prototypical reaction diffusion equation known as the AC equation

��� = )�
2
�
�− 	(�, �)(�− �3)

in the one-dimensional domain  = [0, 2%) with periodic boundary conditions. We set ) = 5 × 10−2 in the diffusion term and let the 
coefficient in the reaction term vary in time and space using 	(�, �) = 1.05 + � sin(�). This coefficient means that � has three phases 
corresponding to the solution-field values −1, 0, +1. The phases evolve over time and eventually for � → ∞ converge to only two 
phases with a phase separation at the spatial coordinate � = %.

For this example, we use a feedforward neural network with � ∈ℕ hidden layers and ! nodes per layer:

� (�,�) = �(�)� tanh(� � tanh(� �−1(⋯#
�
tanh

(�,� 1,�1)⋯) + ��−1) + ��) , (22)

where � = (�, � 1, … , � � , �1, … , ��) with � ∈ ℝ
!, � 1 ∈ ℝ

!×� , � � ∈ ℝ
!×!, � > 1, and �� ∈ ℝ

� are the parameters, and #�
tanh

is the 
nonlinear unit

#�
tanh

(�,� ,�) = tanh (� sin (2% (�− �) ∕�)) . (23)

The tanh function acts componentwise on its argument. We set ! = 2 and consider � = 3 hidden layers.
The initial condition is

�(0, �) = #�G(�,
√
10,1∕2) −#�G(�,

√
10,4.4) ,
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Fig. 3. Allen-Cahn: The proposed Neural Galerkin approach with a three-hidden-layer network correctly predicts the dynamics of the sharp walls that eventually 
separate the solution into two flat pieces at 0 and +1 in this experiment. In contrast, linear Galerkin with the same number of degrees of freedom wrongly predicts a 
solution with three flat pieces at −1, 0, and +1 because of the lack of expressiveness of the linear approximation.

with #�G defined in Eq. (21) and � = 1∕2. Fig. 3(a) shows a benchmark solution computed with a grid-based method. The bench-
mark solution is computed with a finite-difference discretization on 2048 equidistant grid points in the spatial domain. Time is 
discretized with semi-implicit Euler where the linear operators are treated implicitly and the nonlinear operators are treated ex-
plicitly. The time-step size is 10−5. The solution consists of relatively flat pieces separated by sharp walls, which evolve in a way 
that is consistent with the evolving sign structure of the coefficient 	(�, �) described above. Fig. 3(b) shows the Neural Galerkin 
approximation obtained with the three-hidden-layer network defined in (22) (16 degrees of freedom) and fixed uniform measure 
���(�) = ��. The initial condition for the Neural Galerkin scheme is fitted analogously to fitting of the initial condition in the ex-
periment with the KdV equation. Neural Galerkin uses a backward Euler discretization in time; see Section 3.4.2. The time-step 
size is �� = 10−2. The nonlinear system (14) is solved by minimizing the squared norm of the corresponding residual function 


(�)

�
(�) = ‖�(�)� −�(�)�� − ���� (��+1, �)‖22 to obtain ��+1 with ADAM and 10,000 iterations. The gradient of the objective—the 

residual function 
(�)
�
corresponding to (14)—is computed with reverse-mode automatic differentiation implemented in JAX. We use 

� = 1000 samples to estimate � and � in the objective function 
(�)
�
. As can be seen, the Neural Galerkin solution agrees well with 

the benchmark solution. In contrast, the approximation obtained with linear Galerkin with 16 equidistantly located Gaussian basis 
functions defined in (21) and shown in Fig. 3(c) leads to a poorer approximation. This is further quantified in Fig. 3(d) which shows 
that the Neural Galerkin approximation with a three-hidden-layer network achieves an �2 error that is two orders of magnitude 
lower than that of the linear Galerkin approximation. Note that the backward Euler method is used also in case of linear Galerkin in 
this example.

Fig. 4 visualizes the adaptation of the coefficients and features of the Neural Galerkin approximation. Consider the network (22)
with �(�) = ("1(�), "2(�))� ∈ℝ

2, � = 3, and set

*�(�,�) = ��
�
tanh(� 3(�) tanh(� 2−1(�)(#

�
tanh

(�,� 1(�),�1(�))) + �2(�)) + �3(�)) , (24)

where �� ∈ℝ
2 with � = 1, 2 are the two canonical unit vectors. Thus the output components *1(�, �) and *2(�, �) are weighted by the 

coefficients "1(�) and "2(�) to obtain the Neural Galerkin approximation; these two components are shown in Fig. 4(a) and (b). The 
corresponding coefficients are visualized in panel (c) and the benchmark solution is plotted again in panel (d). Even though the 
Neural Galerkin approximation uses only two *�(�, �), because these functions depend nonlinearly on parameters that evolve in time, 
they adapt their shape to accurately approximate the solution.
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Fig. 4. Allen-Cahn: The plots visualize how the used Neural Galerkin scheme propagates forward in time the coefficients and features of a DNN parametrization by 
following the dynamics prescribed by the PDE. Notice that the output components, defined in Eq. (24) and shown in (a) and (b), reflect the transition of the sharp 
walls between the flat pieces of the solution and that the dynamics rapidly change from time � = 1.05 to about � = 2.5 when the potential changes sign in parts of the 
spatial domain.

5.3. Advection in unbounded, high-dimensional domains

Our next example is an advection equation in high dimension,

���+ �(�,�) ⋅∇�� = 0, �(0,�) = �0(�), (25)

where � ∈  ≡ ℝ
� , � ∶ [0, ∞) × ℝ

�
→ ℝ is some bounded velocity field that is assumed to be differentiable in both its arguments, 

and �0 ∶ ℝ
�
→ ℝ is some initial condition satisfying lim|�|→∞ �0(�) = 0. This equation can in principle be solved by the method of 

characteristics, i.e. by considering

	̇(�,�) = �(�,	(�,�)), 	(0,�) = �, (26)

and using

�(�,�) = �0(	(−�,�)). (27)

In practice, however, Eq. (27) is hard to use to obtain global information about the solution, except in situations where Eq. (26) can 
be solved explicitly (an instance of which we will also consider below as benchmark). Next we show how to numerically solve (25)
directly using a Neural Galerkin scheme.

5.3.1. Advection with a time-dependent coefficient
In the first experiment with the advection equation, we make the transport coefficient depend only on time using

��(�) = �+ ⊙
(
sin(�/%�) + 5∕4

)
(28)

with �+ = [1, 2, … , �]� , �/ = 2 + 2

�
[0, 1, … , � − 1]� and the element-wise vector multiplication ⊙. We set � = 5 and take as initial 

condition �0 a mixture of two non-isotropic Gaussian packets with means
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Fig. 5. High-dimensional advection with time-only varying advection speed: (a) marginal in dimension 5 of the analytic solution; (b) approximation obtained with 
static sampling; (c) result of the Neural Galerkin method that adaptively samples data over time to estimate the operators � and � depending on the dynamics of the 
problem at hand. This is in stark contrast to classical time-space collocation approaches that uniformly sample over space and time when optimizing for a solution. In 
this example, the adaptive sampling is key for Neural Galerkin to accurately predict the local-in-space dynamics of the solution. In contrast, an approximate solution 
obtained with uniform sampling that is static over time fails to lead to meaningful predictions, as shown by plot (b) and the error shown in plot (d).


1 =
11

10

⎡
⎢⎢⎢⎢⎣

1

1

⋮

1

⎤
⎥⎥⎥⎥⎦
, 
2 =

3

4

⎡
⎢⎢⎢⎢⎣

1.5 − (−1)11∕(� + 1)

1.5 − (−1)22∕(� + 1)

⋮

1.5 − (−1)��∕(� + 1)

⎤
⎥⎥⎥⎥⎦

and covariance matrices

�1 =
1

200

⎡⎢⎢⎢⎢⎣

2

4

⋱

2�

⎤⎥⎥⎥⎥⎦
, �2 =

1

200

⎡⎢⎢⎢⎢⎣

�

� − 1

⋱

1

⎤⎥⎥⎥⎥⎦
. (29)

In this case, the solution (27) can be derived explicitly,

�(�,�) = �0

(
�− ∫ �

0
��(+)�+

)
, (30)

which we will use as benchmark. Marginals of the solutions are computed as follows: Let  = 1 ×⋯ ×� be the domain of interest. 
We then plot for each dimension � = 1, … , � the function

(�, ��)↦ ∫
1

⋯ ∫
�−1

∫
�+1

⋯∫
�
�(�, �1,… , ��−1, ��+1,… , �� ) ,

where � is the function of which marginals are to be plotted and the integrals are numerically approximated via Monte Carlo and 
8192 samples. The samples are drawn from the analytic solution, which is available in this experiment. The marginal in dimension 
five is shown in Fig. 5(a); see also Fig. E.11 in the Appendix.

For Neural Galerkin, see Fig. 5(c), we use a shallow network as in Eq. (19) with the exponential unit (20)—notice that since these 
units are isotropic, several of them are required to accurately approximate both the initial condition and the solution of Eq. (25) at 
time � > 0. We take ! = 50 nodes. The initial condition can be exactly represented with the network and the network weights can 
be derived analytically so that numerically fitting the network to the initial condition can be avoided. We use the adaptive RK45 
method as time-integrator and use a measure �� adapted to the solution to sample � = 1000 data points {��}��=1 at each integration 
step to estimate � and � via Eq. (17). Specifically, we take �� to be the Gaussian mixture with 50 nodes obtained from the current 



Journal of Computational Physics 496 (2024) 112588

13

J. Bruna, B. Peherstorfer and E. Vanden-Eijnden

Fig. 6. High-dimensional advection with time-space varying advection speed: The equation is integrated forward in time until � = 1 and then integrated backwards 
until time � = 0, where the initial condition is reached again. Plot (a) shows the prediction of the Neural Galerkin method. Plot (b) shows that the Neural Galerkin 
solution at final time closely matches the initial condition, which means that little error is accumulated by integrating forward and then backward in time. Adaptive 
sampling is key in this example because the solution is local in the high-dimensional spatial domain. Neural Galerkin with adaptive sampling tracks the local dynamics 
well, whereas approximations based on static sampling fail after only a few time steps as shown by a large residual in (c).

neural approximation of the solution by equating the weights "�, dividing $� by a factor 0 > 0, and keeping the same ��, i.e. if the 
current Neural Galerkin approximation of the solution is

� (�,�) =
∑50

�=1
"�(�) exp

(
−$2

�
(�)|�− ��(�)|2

)
, (31)

we sample the data points from

���(�)(�) = 1
−1

∑50

�=1
exp

(
−

1

02
$2
�
(�)|�− ��(�)|2

)
�� , (32)

where 1 is a normalization constant and 0 = 1 in this experiment; see Section 4.4. Using this adapted measure is key for accuracy, 
and leads to the small �2 error plotted in Fig. 5(d). If instead we estimate � and � by drawing the data points uniformly in [0, 15]�

(to cover the domain over which the solution propagates for � ∈ [0, 2]), the relative error is 100% after only a few time steps even 
if we use as many as � = 105 data points, see Fig. 5(b) and Fig. 5(d). This emphasizes the importance of using adaptivity in both 
the function approximation via neural networks, and the data acquisition to estimate � and � . This double-adaptivity is a key 
distinguishing feature of the proposed Neural Galerkin schemes compared to existing DNN approaches.

5.3.2. Advection with time- and space-dependent coefficients
Next we consider Eq. (25) with the time-space varying advection speed,

�+�(�,�) = �+ ⊙
(
sin(�/%�) + 3

)
⊙ (�+ 1)∕10 , (33)

where �+, �/ are the vectors defined in Eq. (28). For the initial condition we take a sum of two Gaussian packets, �0(�) = 21(�)∕10 +
22(�)∕10. The two Gaussian probability density functions 21, 22 are scaled by a factor 1∕10 to avoid scaling issues. The means are


1 = 2 −
1

12

[
−1 2 −3 4 −5

]�
, 
2 = 1.8 −

1

12

[
1 −2 3 −4 5

]�

and the covariances are



Journal of Computational Physics 496 (2024) 112588

14

J. Bruna, B. Peherstorfer and E. Vanden-Eijnden

Fig. 7. Particles in harmonic trap: As the particles become attracted by the trap, the particle density becomes increasingly concentrated in the high-dimensional 
domain. The Neural Galerkin scheme adaptively samples from the neural approximation of the density over time and thereby accurately tracks the particles mean 
position (orange) in contrast to methods with static sampling done uniformly in the spatial domain (blue).

�1 =

⎡⎢⎢⎢⎣

3

50

⋱
3

50

⎤⎥⎥⎥⎦
, �2 =

⎡⎢⎢⎢⎣

3

100

⋱
3

100

⎤⎥⎥⎥⎦
.

The marginals for all five dimensions of the Neural Galerkin solutions are shown in the appendix in Fig. E.12.
Since the analytic solution for this problem is not available in closed form, to assess the performance of our Neural Galerkin 

approach, we numerically integrate the problem forward in time until time � = 1, then invert the advection coefficient in time, 
and integrate backwards until time 0: we can then estimate the error by comparing the final numerical solution with the initial 
condition. The numerical setup is the same as in the previous experiment with the advection speed (28), except that we draw 
� = 5000 samples from the adapted measure in (32) at each integration step to estimate � and � . Fig. 6(a) shows the time-space 
marginal of the Neural Galerkin solution: as can be seen the spatially varying coefficient leads to a significantly changing solution 
over time. Fig. 6(b) compares the initial condition with the final solution obtained by integrating forward and then backward in 
time, which are in good agreement. In Fig. 6(c) we show an estimate of the PDE residual defined in Eq. (8) using the adapted 
measure in (32) and estimated using 105 samples drawn independently from this measure. The mean residual is computed as follows: 
We draw � = 105 samples from the equally-weighted mixture of Gaussians given by the ! = 50 nodes of the network at time �. The 
standard deviation of the Gaussians is double the standard deviation of the nodes of the network. With these samples, we compute a 
Monte Carlo estimate of the objective �� at time �. The residuals indicate that the proposed Neural Galerkin approach with adaptive 
sampling approximates well the local dynamics in this high-dimensional transport problem, whereas static sampling with a uniform 
distribution fails again to provide meaningful predictions.

5.4. Interacting particle systems

Let  =ℝ
� and consider the evolution of � interacting particles with positions 31(�), … , 3� (�) ∈ℝ governed by

d3� = �(�,3�)d�+
∑�

4=1
((3�,34 )d�+

√
25 d6� , (34)

with � = 1, … , � and where � ∶ [0, ∞) ×ℝ →ℝ is a time-dependent one-body force, ( ∶ℝ ×ℝ →ℝ a pairwise interaction term, 5 > 0

the diffusion coefficient, and 6� are independent Wiener processes. The evolution of the joint probability density of these particles, 
�(�, �) with � = [�1, … , �� ]� , is governed by the Fokker-Planck equation

��� =
∑�

�=1

(
−���

(
�ℎ�(�, �1,… , �� )

)
+5�2

��
�

)
, (35)

where ℎ�(�, �1, … , �� ) = �(�, ��) +
∑�

4=1
((��, �4 ). In high dimension, one typically resorts to Monte Carlo methods based on integrating 

Eq. (34) to obtain samples from the density �. In contrast, we solve the Fokker-Planck equation (35) directly with our Neural Galerkin 
approach to derive an approximation of �(�, �) via � (�(�), �) everywhere in the domain  . Having the density at hand allows us to 
efficiently compute quantities of interest that are not expressible as expectation over �, such as the entropy, and therefore not directly 
accessible to Monte Carlo methods. Note that Neural Galerkin schemes also involve sampling to estimate � and � , but it is done 
adaptively based on the current approximation to keep low the number of samples required to obtain accurate estimates.
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Fig. 8. Particles in harmonic trap: Our Neural Galerkin schemes with adaptive sampling achieve orders of magnitude lower errors in predicting the mean (orange, 
panel a) and the covariance (orange, panel b) of the particle density than methods that rely on static sampling uniform over time and space (blue, panels a and b). 
Additionally, the Neural Galerkin scheme provides an approximation of the particle density that allows efficiently computing quantities of interest such as the entropy 
(Fig. 9a), in contrast to Monte Carlo that only draws samples of the particle distribution.

5.4.1. Particles in harmonic trap
In the following experiment, we set

�(�, �) = 	(�) − �, ((�, 8) =
9

�
(8− �) (36)

with 	 ∶ [0, ∞) → ℝ and 9 > 0. This corresponds to following the evolution of � particles put in a harmonic trap centered around 
the moving position [	(�), … , 	(�)]� ∈  and also attracting each other harmonically. This choice has the advantage that we can 
derive closed ODEs for the mean and covariance of the particle positions that can be solved numerically and used as benchmark, 
see Appendix F. If the initial condition �(0, �) is a Gaussian probability density, the density �(�, �) remains Gaussian for all times 
�, with the mean and covariance given by the ODEs. Accordingly, we take �(0, �) to be an isotropic Gaussian density with mean 
9∕10 + 21∕(10(� − 1))[0, 1, … , � − 1]� and variance :2 = 0.1. We take � = 8 particles and set 	(�) = 5∕4(sin(%�) + 3∕2), 9 = 1∕4 and 
5 = 10−2.

We apply our Neural Galerkin approach to solve the Fokker-Planck equation (35) using the neural network defined in (19) with 
! = 30 nodes and non-negative weights to guarantee that the Neural Galerkin approximation is non-negative, i.e.,

� (�,�) =
∑!

�=1
"2
�
#(�,$�,��) . (37)

The normalized Neural Galerkin approximation is given by

�̄ (�,�) =
1∑
� "

2
�

∑!

�=1
"2
�
#(�,$�,��) . (38)

The scaling factor 0 in the adaptive sampling is set to 0 = 2 in this experiment.
We use implicit Euler with time-step size �� = 10−3. The number of ADAM iterations to solve Eq. (14) in ��+1 is 5 ×103. To estimate 

� and � , we draw � = 1000 samples at every time step, using the adaptive sampling procedure used in the previous experiments with 
the advection equation. Fig. 7 shows the mean position of particles 1, 4, and 8 in the spatial domain over time. The approximation 
obtained with Neural Galerkin with adaptive sampling closely follows the benchmark solution. In contrast, estimation of � and �
via uniform sampling in [0, 5]� leads again to a poor approximation. The relative error of the predicted mean with adaptive Neural 
Galerkin is roughly 10−4 as shown in Fig. 8(a) and the entries of the covariance matrix are approximated with relative error of about 
10−1 to 10−2 as shown in Fig. 8(b). Because Neural Galerkin schemes provide an approximation of the density of the particles, rather 
than just samples of their positions as Monte Carlo methods, we can compute the entropy of the particle distribution over time; see 
Fig. 9(a). The entropy of the distribution described by the Neural Galerkin approximation is computed by drawing � = 5000 samples 
�1, … , �� from the mixture given by (37) and then estimating the entropy via Monte Carlo

=� = −
1

�

�∑
�=1

log �̄ (�(�),��) .

The adaptive Neural Galerkin approximation of the entropy is in close agreement with the benchmark, whereas static sampling and 
Monte Carlo combined with density estimation from 5, 000 samples leads to poor approximations.

5.4.2. Particles in aharmonic trap
Next we consider an aharmonic trap with one-body force �(�, 3�) = (	(�) −�)3 and the same pairwise interaction term ( as defined 

in Eq. (36) except that 9 is set to 9 = −0.5, so that the particles now repel each other within the attracting trap. Because of the 
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Fig. 9. Particles in trap: The proposed Neural Galerkin schemes provide an approximation of the particle density that allows efficiently computing quantities of 
interest such as the entropy. In contrast, Monte Carlo estimation only draws samples of the particle distribution and requires subsequent density estimation with e.g., 
kernel density estimation (KDE) to compute quantities such as the entropy.

Fig. 10. Particles in aharmonic trap: We use the same plotting convention as in Fig. 8.

nonlinear force, the density � is not necessarily Gaussian anymore. A Monte Carlo estimate of the particle positions from 100, 000
samples serves as benchmark in the following.

To apply a Neural Galerkin scheme in this experiment, we take the neural network defined in Eq. (19) with ! = 40 nodes and 
non-negative weights. Time is discretized with implicit Euler and �� = 10−3. We take � = 5000 sample and 1000 ADAM iterations in 
each time step. The rest of the setup is the same as in the example with the harmonic trap. Fig. 10(a) and (b) show the relative 
error of the mean and the relative error of the covariance diagonal, respectively. With adaptive sampling, the used Neural Galerkin 
scheme achieves an error between 10−3 and 10−2. In contrast, static sampling is insufficient and leads to large relative errors. Note 
that the off-diagonal elements of the covariance of the particle density converge to zero over time in this experiment and thus the 
relative error is not informative and not plotted here. Because Neural Galerkin schemes provide an approximation of the density of 
the particles, we can efficiently compute the entropy: As shown in Fig. 9(b), it is in agreement with the prediction obtained with 
Monte Carlo and density estimation from 100, 000 samples.

6. Concluding remarks

As machine-learning techniques via deep learning play an ever more important role in enabling realistic simulations of phenomena 
and processes in science and engineering, there is an increasing need for training on data that are informative about the underlying 
physics. This problem of data generation becomes especially important in dynamical systems that evolve over time where a priori
data is sparse or non-existent, and static data collection in a pre-processing step is insufficient. The proposed Neural Galerkin schemes 
intertwine data acquisition via sampling and numerical simulations in an adaptive way. The schemes learn PDE solutions by evolving 
a non-linear function representation, which is adjusted from data points obtained via importance sampling that is informed by the 
solution itself. Our numerical experiments demonstrate that the adaptivity in function approximation as well as data collection is key 
to enable accurate prediction of local features in high-dimensional domains.

These results suggest that the proposed Neural Galerkin schemes can be applied to simulate many other high-dimensional equa-
tions relevant in science and engineering, such as kinetic equations, non-linear Fokker-Planck equations, Boltzmann equations, etc. 
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This would be especially useful in situations where Monte-Carlo methods are not directly applicable because the solution does not 
admit a representation via the Feynman-Kac formula. However, several limitations remain that open the door to interesting questions 
that we leave as future research avenues: First, we should understand better which structural properties of the neural architectures 
will guarantee that the function approximation from (5) �(�, �) ≈� (�(�), �) will hold uniformly in time. For some initial efforts in the 
context of shallow ReLU architectures we refer the reader to [52]. Second, a naive implementation as used in this work means that 
the costs per time step scale with the number of parameters of the network. There can be additional costs of computing gradients 
of the network that can lead to higher costs per time step with nonlinear parametrizations than with linear parametrizations for 
the same number of parameters. An important research direction therefore is developing efficient numerical solvers that exploit the 
network architecture and potentially other properties of the very specific least-squares problem that is solved in each time step of 
Neural Galerkin schemes. Third, Neural Galerkin schemes update the network parameters sequentially in time and thus perturbations 
in the initial condition are propagated forward, which is analogous to classical numerical methods where perturbations in the initial 
condition also can pollute numerical solutions at later times. It thus is important to accurately fit the parametrization to the initial 
condition at time � = 0, which can lead to a computational expensive training problem. Fourth, there is a need for developing a sys-
tematic way of formulating the importance sampling strategies for the adaptive training data sampling. Additionally, the importance 
sampling strategies could adapt the network structure to the evolving solution field with an adaptive neuron budget. Such strategies 
could for example use birth-death processes [53], which would allow us to vary the width of the neural network in time, or methods 
that couple the PDE to some evolution equation for the input data points used to sample the residual.
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Appendix A. Learning in the Banach space �

Let us consider the Neural Galerkin representation �(�, �) = � (�(�), �) in a situation where � is infinite dimensional, namely when

�(�,�) = ∫

?(�, @)�A�(@) (A.1)

where ? ∶  × →ℝ is some nonlinear unit (like e.g. the ReLU), and A� is a Radon measure with finite total variation defined on : 
we will denote the space of such Radon measures by (). Functions of the type defined in Eq. (A.1) form a Banach space in which 
the norm of �(�) is the minimum total variation of A� among all Radon measures consistent with Eq. (A.1); these functions can also 
be approximated by shallow (two-layer) neural networks, which converge to functions as defined in Eq. (A.1) in the limit of infinite 
width. In this context, one can specify the evolution of A� by requiring that

Ȧ� ∈ argmin
Ȧ∈()∫

|||||||
∫

?(�, @)�Ȧ(@) − �

(
�,�, ∫?(⋅, @)�A�(@)

)|||||||

2

��(�) (A.2)

where � is some positive measure on  . Expanding the quadratic objective of (A.2) leads to
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∫


|||||||
∫

?(�, @)�Ȧ(@) − �

(
�,�, ∫?(⋅, @)�A�(@)

)|||||||

2

��(�) = ∫
×

�(@, @′)�Ȧ(@)�Ȧ(@′) − 2∫

� (�, @, A)�Ȧ(@) + B , (A.3)

where B is a constant independent of �Ȧ(@) and we defined

⎧
⎪⎪⎨⎪⎪⎩

�(@, @′) = ∫

?(�, @)?(�, @′)��(�),

� (�, @, A) = ∫

?(�, @)�

(
�,�, ∫?(⋅, @′)�A(@′)

)
��(�) .

(A.4)

The Euler-Lagrange equation associated with this minimization problem gives the following evolution equation for A� :

∫

�(@, @′)�Ȧ�(@

′) = � (�, @, A�) (A.5)

where we canceled the constant 2.

Appendix B. Another derivation of the Neural Galerkin equation �(�)�̇= � (�, �)

Let �(�) be the solution of the PDE at time � and � (�(�)) be its parametric representation. In general we do not have access to �(�)
(except at initial time through the prescribed initial condition), but if we had an oracle giving us this solution one option to determine 
the parameters �(�) would be to minimize an objective like

=(�(�)) =C (�(�),� (�(�))) (B.1)

where C ∶ × →ℝ is such that (i) C(�, /) ≥ 0 for all �, / ∈ ; (ii) C(�, �) = 0 for all � ∈ and (iii) C(�, /) is strictly convex in / for 
all � ∈ . Assuming that C(�, /) is twice differentiable in both its arguments, this requires that

∀� ∈ ∶ C(�, �) = 0, 5/C(�, /)|/=� = 0 and 52
/,/
C(�, /)|/=� is positive-definite (B.2)

where 5 denotes derivative in  . Together with C(�, �) = 0, note that this also implies that 5�C(�, /)|/=� = 0 for all � ∈ .
Suppose that the current solution �(�) is representable exactly, i.e. there exists �(�) ∈ Θ such that � (�(�)) = �(�). This implies that 

=(�(�)) = 0, and it is natural to require that this objective remains zero, or as close to zero as possible, as time evolves. With this in 
mind, we can use the following result:

Proposition B.1. Assume that (i) � (�(�)) = �(�) and (ii) the objective C(�, /) satisfies the conditions (B.2), so that =(�(�)) = 0. Then

lim
ℎ→0

ℎ−2=(�(�+ ℎ)) =
1

2
�̇��(�(�))�̇ + �̇ ⋅ � (�, �(�)) +

1

2
�(�, �(�)) =∶�(�̇), (B.3)

where

�(�) = ⟨∇�� (�),52
/,/
C(� (�),� (�))∇�� (�)⟩

� (�, �) = ⟨� (�,� (�)),52
�,/
C(� (�),� (�))∇�� (�)⟩

�(�, �) = ⟨� (�,� (�)),52
�,�
C(� (�),� (�))� (�,� (�))⟩

(B.4)

Proof. A straightforward calculation using the conditions in (B.2) as well as ���(�) = � (�, �(�)) = � (�, � (�(�)) indicates that

=(�(�+ ℎ)) =C (�(�+ ℎ),� (�(�+ ℎ)))

=
1

2
ℎ2⟨� (�,� (�(�)),52

�,�
C(� (�(�)),� (�(�)))� (�,� (�(�))⟩

+
1

2
ℎ2⟨∇�� (�(�)) ⋅ �̇,52

/,/
C(� (�(�)),� (�(�)))∇�� (�(�)) ⋅ �̇⟩

+ ℎ2⟨� (�,� (�(�)),52
�,/
C(� (�(�)),� (�(�)))∇�� (�(�)) ⋅ �̇⟩+ D(ℎ2)

(B.5)

Dividing by ℎ2 and taking the limit as ℎ → 0 establishes (B.3). □

Minimizing the objective defined in Eq. (B.3) over �̇ given �(�) leads us back to an evolution equation for �(�) that is structurally 
similar the Neural Galerkin equation derived in the main text, that is

�(�(�))�̇(�) = � (�, �(�)), (B.6)

and is to be solved with the initial condition

�(0) ∈ argmin
�

C(�0,� (�)). (B.7)
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In particular it is easy to see that if we take

C(�, /) = ∫


|�(�,�) − /(�,�)|2��(�), (B.8)

then the system of ODEs defined in Eq. (B.6) is exactly the same system as the system of ODEs given in the main text with � and 
� given in Eq. (12) with �� = �. The formulation above is however more general, and offers a principled way to specify the measure 
�� . For example, for equations like the Fokker-Planck equation that evolve a probability density �(�) > 0 such that ∫ �(�, �)�� = 1, it 
common objective is the Kullback-Leibler divergence

C(�, /) = ∫


log

(
�(�)

/(�)

)
�(�)�� . (B.9)

With this choice we arrive at Eq. (B.6) with

�(�) = ∫


∇�� (�,�)⊗∇�� (�,�)

� (�,�)
�� ,

� (�, �) = ∫


∇�� (�,�)� (�,�,� (�))

� (�,�)
�� .

(B.10)

These correspond to using ���(�) = |� (�, �)|−1��.

Appendix C. Comparison with global methods

Let us compare the Neural Galerkin equation we use with the equations one obtains by treating the problem globally in time, i.e. 
by putting the spatial and the temporal variables on the same footing as in the Deep Ritz method [1–4]. An optimal trajectory (in 
the �2([0, � ] × , �0) sense) in parameter space satisfies

min
{�(�)∈Θ;�∈[0,� ]}

�

∫
0

��(�, �̇(�))��, (C.1)

subject to �(0) = �0. The Euler-Lagrange equations associated with this minimization problem are

�

��
����(�, �̇) = ����(�, �̇), �(0) = �0, ���� (�(� ), �̇(� )) = 0. (C.2)

Explicitly, these read

�

��

(
�(�, �)�̇ − � (�, �)

)
=E(�, �, �̇), �(0) = �0, �(� , �(� ))�̇(� ) = � (� , �(� )), (C.3)

where we defined

E(�, �, �) = ∫


(
∇�∇�� (�,�)� −∇�� (�,�)5�� (�,�,� (�))

) (
∇�� (�,�) ⋅ � − � (�,�,� (�))

)
���,�(�) (C.4)

Eqs. (C.3) are a boundary value problem which is harder to solve than the Neural Galerkin Eq. (11).

Appendix D. Korteweg-de Vries equation

We re-state the exact solution of the setup of the KdV equation that we consider; see [51, Section I-a-(ii)]. The exact solution is 
�(�, �) = 2(log(�))��, where (⋅)�� denotes the second derivative in the argument �. The function � is

�(�, �) = 1 + exp(�1(�, �)) + exp(�2(�, �)) + exp(�1(�, �) + �2(�, �))

(
�1 − �2

�1 + �2

)2

,

where ��(�, �) = ��� − �3� � + �
(0)
�
and

�1 = 1 , �2 =
√
5 , �

(0)

1
= 0 , �

(0)

2
= 10.73 .

Appendix E. Advection in unbounded, high-dimensional domains

All five marginals for the time-varying and the time-and-space varying case are shown in Fig. E.11 and Fig. E.12, respectively.
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Fig. E.11. High-dimensional transport with time-varying coefficient: The plots labeled with “truth” show the marginals of the analytic solution. The plots labeled with 
“uniform” are the Neural Galerkin approximations with a static uniform sampling in [0, 15]� . The plots labeled with “adapt” show the Neural Galerkin solution with 
adaptive sampling, which is in close agreement with the analytic solution.

Fig. E.12. High-dimensional transport with time and spatially varying coefficients: The first row shows the marginals of the approximation obtained with Neural 
Galerkin with adaptive sampling and adaptive time integration. Because of the spatially varying coefficient, the coherent structure that is propagated over time 
changes shape, which is different from the time-only varying case shown in Fig. E.11. The transport equation is integrated forward and backward in time to compare 
the approximation at initial and end time, which is shown in the second row. The approximations at initial and end time match well, which indicates that the proposed 
adaptive approach approximates well the local, high-dimensional dynamics in this problem.

Appendix F. Fokker-Planck equation in high-dimensions

In case of the harmonic trap, the following system of ODEs describes the mean 3̄�(�) and covariance 1�4 (�) of particles 3� and 34
at time � for �, 4 = 1, … , �

̇̄3�(�) = − (1 + 9)3̄�(�) + 	(�) +
9

�

�∑
4=1

3̄4 (�) , � = 1,… , � , (F.1)

1̇�4 =− 2(1 + 9)1�4 +
9

�

�∑
�=1

(1�4 +1��) + 2F−1��4 , �, 4 = 1,… , � , (F.2)

where ��4 is the Dirac delta. The benchmark solution is obtained by integrating these ODEs with Runge-Kutta 45. Fig. F.13 compares 
the particle positions predicted by Neural Galerkin to the benchmark solution for various dimensions.

In case of the aharmonic trap, a Monte Carlo estimate serves as benchmark. To that end, we discretize the stochastic differential 
equation of the particle positions via the Euler–Maruyama method with time-step size �� = 10−4 and draw 100, 000 paths. From these 
100, 000 paths we estimate the mean and covariance, which serve as the benchmark for the Neural Galerkin approximation. The 
particle positions predicted by Neural Galerkin versus the Monte Carlo benchmark are shown in Fig. F.14.
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Fig. F.13. Particles in harmonic trap: Visualization of particle positions over time.

Fig. F.14. Particles in aharmonic trap: Visualization of particle positions over time. Note that a Monte Carlo estimate of the mean serves as benchmark here.
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