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Abstract

Speech emotion recognition (SER) has made significant strides

with the advent of powerful self-supervised learning (SSL)

models. However, the generalization of these models to diverse

languages and emotional expressions remains a challenge. We

propose a large-scale benchmark to evaluate the robustness and

adaptability of state-of-the-art SER models in both in-domain

and out-of-domain settings. Our benchmark includes a diverse

set of multilingual datasets, focusing on less commonly used

corpora to assess generalization to new data. We employ logit

adjustment to account for varying class distributions and es-

tablish a single dataset cluster for systematic evaluation. Sur-

prisingly, we find that the Whisper model, primarily designed

for automatic speech recognition, outperforms dedicated SSL

models in cross-lingual SER. Our results highlight the need for

more robust and generalizable SER models, and our benchmark

serves as a valuable resource to drive future research in this di-

rection.

Index Terms: speech recognition, human-computer interac-

tion, computational paralinguistics

1. Introduction

Speech emotion recognition has garnered significant attention

due to its potential to enable more natural and empathetic

human-computer interaction. Recent advancements in self-

supervised learning have led to powerful speech representation

models like wav2vec2 [1], HuBERT [2], and WavLM [3], which

have shown impressive performance on various speech process-

ing tasks. However, the generalization of these models to di-

verse languages and emotional expressions remains a critical

challenge [4].

Existing SER benchmarks often focus on a limited set of

well-studied datasets, which may not accurately reflect real-

world scenarios [5]. Moreover, the emphasis on in-domain

evaluation fails to capture the crucial aspect of out-of-domain

generalization, which is essential for deploying SER systems

in practical applications. For our paper’s purpose, we define

in-domain as evaluating on the same data distribution seen in

training, and out-of-domain as evaluating on a different data

distribution. This can manifest as different speakers, tones, de-

cision boundaries, etc. To address these limitations, we propose

a large-scale benchmark that evaluates SER models on a diverse

collection of multilingual datasets, emphasizing zero-shot per-

formance.

Our benchmark focuses on less commonly used datasets to

mitigate overfitting and encourage the development of more ro-

bust and adaptable models. We employ state-of-the-art speech

representation models, including Whisper [6], an automatic

speech recognition model, and CLAP [7, 8], a contrastive learn-

Table 1: Multilingual datasets used in our benchmark. Values

reflect the datasets after the class mapping.

Dataset Classes Speakers Language Samples Avg Duration (s) OOD Eligible

URDUDataset[10] 4 6 Urdu 400 2.5 No
EmoDBDataset[11] 6 10 German 535 2.8 No
EMOVODataset[12] 7 10 Italian 588 3.1 Yes
eNTERFACEDataset[13] 6 42 English 1293 2.9 No
MESDDataset[14] 6 6 Spanish 1150 0.7 Yes
MASCDataset[15] 5 68 Mandarin 25636 1.9 No
DEMoSDataset[16] 7 68 Italian 9697 2.9 Yes
CASIADataset[17] 6 4 Mandarin 1200 1.9 No
AESDDDataset[18] 5 6 Greek 604 4.1 No
BAUMDataset[19] 8 31 Turkish 1398 4.6 Yes
EEKKDataset[20] 4 10 Estonian 1164 3.4 No
ThorstenDataset[21] 6 1 German 2399 4.4 No
RESDDataset[22] 7 200 Russian 1396 6.0 No
MELDDataset[23] 7 407 English 12924 3.2 Yes
MEADDataset[24] 7 60 English 31724 4.2 Yes
CaFEDataset[25] 7 12 French 936 4.4 Yes
ExpressoDataset[26] 8 4 English 11954 4.2 Yes
ShEMODataset[27] 6 87 Persian 3000 4.1 No
SUBESCODataset[28] 7 20 Bangla 7000 4.0 Yes

ing model, to analyze their performance in cross-lingual SER.

Interestingly, our results show that Whisper consistently outper-

forms dedicated SSL models across most datasets, challenging

the common belief that ASR models are suboptimal for SER

due to their focus on phoneme recognition.

The main contributions of this work are as follows:

• We introduce a large-scale benchmark for evaluating the ro-

bustness and generalization of SER models across diverse

languages and emotional expressions.

• We curate a collection of multilingual datasets and establish

targetted subsets for systematic in-domain and out-of-domain

evaluation.

• We employ logit adjustment[9] to account for varying class

distributions and ensure fair comparisons across datasets.

• We conduct extensive experiments with state-of-the-art

speech representation models and provide insights into their

cross-lingual SER performance.

• We open source our entire code base, our full un-reduced

results and training logs, as well as all implementation

details at the following url: https://github.com/

spaghettiSystems/serval.

2. Related Work

Self-supervised learning has revolutionized speech represen-

tation learning, enabling models to capture rich acoustic fea-

tures without relying on labeled data. Models like wav2vec 2.0

[1], HuBERT [2], and WavLM [3] have achieved state-of-the-

art performance on various speech processing tasks, including

speech recognition, speaker identification, and emotion recog-

nition [29].

Cross-lingual SER has gained attention as a means to de-

velop models that can generalize across languages. Several

studies have explored the use of SSL models for cross-lingual

SER [30, 4]. However, these works often focus on a limited set

of languages and datasets, making it difficult to assess the true
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Figure 1: Overview of our benchmark’s methodology.

generalization capabilities of the models.

Existing well-known SER benchmarks, such as IEMOCAP

[31] and MSP-Podcast [32], have played a crucial role in ad-

vancing the field. However, these benchmarks often emphasize

in-domain evaluation and may not adequately capture the chal-

lenges of real-world deployment [5]. Our work aims to address

these limitations by introducing a large-scale benchmark that

focuses on out-of-domain generalization and includes a diverse

set of multilingual datasets.

Recent works such as EMO-SUPERB [33] and SERAB

[34] have made notable contributions to the field of Speech

Emotion Recognition (SER). However, these works have lim-

itations in terms of the diversity of languages, datasets, and the

emphasis on out-of-domain generalization.

Our benchmark significantly advances the state-of-the-art

in SER evaluation by addressing these limitations. We curate

an extensive collection of multilingual datasets, carefully se-

lected to cover diverse linguistic and cultural contexts, ensuring

a thorough evaluation of SER models in real-world scenarios.

Moreover, our benchmark places a strong emphasis on out-of-

domain generalization, a crucial aspect that has been largely

overlooked in previous works. We evaluate SER models in both

in-domain and out-of-domain settings, providing valuable in-

sights into their ability to adapt to unseen data distributions.

This focus on generalizability is essential for developing SER

models that can be effectively deployed in real-world applica-

tions, where the variability in speech patterns, emotions, and

recording conditions is vast.

3. Methodology

The primary objectives of this section are to detail the dataset

selection and preprocessing steps, introduce the backbone mod-

els employed, describe the model architecture and training pro-

cess, explain the logit adjustment technique, and outline the

evaluation protocol. The methodology is designed to ensure a

comprehensive and fair evaluation of state-of-the-art SER mod-

els across diverse languages and emotional expressions.

Table 2: Backbone models used in our benchmark. All check-

points are from Huggingface.

Checkpoint name Training Dataset Hours # Params

facebook/w2v-bert-2.0 [35, 36] 4500k 580M

facebook/hubert-large-ll60k [2] 60k 315M

microsoft/wavlm-large [3] 94k 315M

laion/larger clap music and speech [7, 8] >10k 193M

m-a-p/MERT-v1-330M [7] 160k 315M

openai/whisper-medium [6] 680k 307M

openai/whisper-large-v2 [6] 680k 636M

openai/whisper-large-v3 [6] 5000k 636M

openai/whisper-large [6] 680k 636M

3.1. Dataset Selection and Preprocessing

We curate a diverse collection of multilingual datasets for our

benchmark, covering various languages and emotional expres-

sions. Table 1 provides an overview of the datasets used in our

evaluation. We focus on less commonly used datasets to miti-

gate overfitting and encourage the development of more robust

models.

The datasets are preprocessed to ensure consistency and

compatibility with our evaluation protocol. We set the maxi-

mum audio length to 30 seconds, and process the audios with

appropriately for each backbone model we test (detailed in the

next section). We rely on the Huggingface library for model

preprocessing and inference implementations. Additionally, we

remap the label space by mapping the original emotion labels

to a unified eight-class space, facilitating cross-dataset compar-

isons. Due to complexity, detailing the exact remapping for

each dataset is relegated to the open-source code.

The datasets used for out-of-domain evaluations are

matched by having the same classes (excluding ’other’) and

their eligibility is indicated in the ’OOD Eligible’ column of Ta-

ble 1. These datasets were found to have the same exact classes

after the class mapping, making them eligible for out-of-domain

testing. When calculating out-of-domain metrics, samples with

the ’other’ label were discarded, and models were banned from

predicting the ’other’ class.

3.2. Backbone Models

We employ state-of-the-art speech representation models as

backbones for our benchmark, as listed in Table 2. These mod-

els are selected based on their strong performance on various

speech processing tasks and their ability to capture rich acous-

tic features.

In addition to the SSL models, we also evaluate MERT

[37], a music recognition model, and CLAP [38, 8], a con-

trastive learning model. Including these models allows us to as-

sess the effectiveness of different learning paradigms for cross-

lingual SER. Lastly, we evaluate the Whisper[6] encoder which

is trained under an encoder-decoder setup for ASR.

3.3. Model Architecture and Training

We employ a simple multilayer perceptron (MLP) architecture

with approximately 500K parameters for emotion classification.

The MLP consists of two hidden layers and is trained for 100

epochs. Due to the small parameter size and shallow depth, we

do not expect substantial overfitting. We apply label smoothing

with a factor of 0.1 to improve generalization.

Instead of the typical approach of averaging the features be-

fore classification, we execute the MLP on every feature frame

and then take the mean of the predictions. We find that this

approach preserves more information and leads to stronger and

more consistent results.
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