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AWP-ODC is a 4th-order finite difference code used for linear wave propagationl‘:"g, Iwan-type nonlinear dynamic rupture and
wave propaganonw'”, and Strain Green Tensor simulation. We have ported and verified the linear and topography version of
AWP-ODC, with discontinuous mesh as well as topography, to HIP so that it can also run on AMD GPUs 56 The topography
code achieved a 99.6% parallel efficiency on 4,096 nodes on Frontier, a Leadership Computing Facility at Oak Ridge National
Laboratory. We have also implemented CUDA-aware features and on-the-fly GDR compression in the linear version of the ported
HIP code. These enhancements significantly improve data transfer efficiency between GPUs, reducing communication overhead
and boosting overall performance. We have also extended CUDA-aware features to the topography version and are actively
working on incorporating GDR compression into this version as well. We see 154% benefits over IMPI in MVAPICH2-GDR with
CUDA-aware support and on-the-fly compression for linear AWP-ODC on 16 Lonestar6 A100 nodes. Furthermore, we have
successfully integrated a checkpointing feature into the nonlinear IWAN version of AWP-ODC, prepared for future extreme-scale
simulation during Texascale Days of Frontera at TACC.

Newly added feature in AWP-ODC?includes CUDA-Aware, which supports passing GPU buffers directly to MPI calls, with 15%
performance gain observed compared to the original configuration setup. This feature has been implemented on both HIP and
CUDA AWP-ODC versions. OSU NOWLAB’s on-the-fly message compression is enabled in AWP-ODC through the enhancement
of lossless and lossy compression algorithms, MPC and ZFP, respeclivelym. The redesign in MVAPICH2 MPI library results in 19%
and 37% imlprovement in the GPU computing flops in AWP on V100s, with enhanced MPC-OPT and ZFP-OPT schemes

respectwely . This is the first work that leverages the GPU-based compression techniques to significantly improve the GPU
communication performance in a real apphcauon“. On TACC Lonestar-6 A100s, we observed 48%-64% benefits using on-the-fly
MPC compression using MPC over GDR®. Combined MVAPICH2-GDR enhancement over IMPI, including both CUDA-aware
support and on-the-fly compression, improves application performance by 154% on 16 nodes®. We have also ported AWP-ODC to
NVIDIA’s latest GH200 on Vista at TACC, the initial benchmarking results are presented in the MLUPS Table below.

AWP-ODC benchmarks on TACC Lonestar-6 A100 nodes with 160x160x2048 per GPU configuration*

Lonestar6 mvapich2-2.3.7 ich2-2.3.7-gdr ich2-2.3.7-gd

al00 geell.2.0 geell.2.0 geell.2.0
e ACCEQS “:“:‘Vuav”;“o“g nodes Tflop/s sec/step parall eff. Tflop/s sec/step parall eff. Tflop/s sec/step parall eff.
2 2.0250 0.0488 100.0% 2.2960 0.0399 100.0% 3.7710 0.0261 100.0%
4 40270 0.04%4 99.4% 45260 0.0436 98.6% 6.8510 0.0288 90.8%
8 7.8250 0.0510 96.6% 9.3250 0.0425 101.5% 13.7560 0.0288 91.2%
16 14.4130 0.1543 89.0% 17.1360 0.0460  93.3% 27.5580 X 91.3%

impi19.0.9 mvapich2-plus-3.0a2 I

geell.2.0 geell.2.0
MV AP'CH Tflop/s sec/step parall eff. Tflop/s  sec/step parall eff.

1.6800 0.0585 100.0% 2391 0.0411 100.0% 0.0311 100.0%
3.4800 0.0572 103.6% 4579 00431  95.8% 0.0: 7

RN 58170 0.0686 86.6%  7.796 0.0509  815%
I Avv 16 10.8380 00737  80.6% 15214 00523  79.5%
*mvapich2-2.3.7-gdr: runs with CUDA-aware; mvapich2-2.3.7-gdr-compresson: runs with CUDA-awareton-the-fly compression (MPC)
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V 5ot ek NP 7505 Lbrary

® s N

Speedup Ix 1.98x 2.89x 1.95x 3.64x 3.51x 6.72x 9.32x 3.10x 15.36x
*“*Millions of lattice point update completed per second

AWP-0DC Weak Scaling on OLCF Frontier
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Benchmarks of different versions of AWP-ODC on OLCF’s Frontier with 300x300x1024 weak scaling

between GPUs. Tests show up to a e Without GDR With GDR % gain
13% improvement in performance on T Ty

ORNL's Frontier system, equipped Sec./step | Efficiency | Sec./step | Efficiency

with AMD MI250X GPUs. The 2 0.0720 | 100.0% | 0.0679 100.0% 6.0%
results of the benchmarking are 8 0.0752 95.7% 0.0668 101.6% 12.6%
presented in [h? table .beslde. We‘ are 32 0.0725 99.3% 0.0642 105.7% 12.9%
currently working on implementing

and verifying on-the-fly GDR 128 0.0730 98.6% 0.0642 105.7% 13.7%
compression u.sing MYAPIC.H 2.3.7- 512 0.0729 98.7% 0.0643 105.5% 13.3%
ic‘l;;};o(;ngée.sslon to this version of 2048 2.0750 96.0% 0.0653 103.9% T08%

Benchmarks of topography version of AWP-ODC on OLCF’s Frontier with 300x300x1024 weak
scaling with and without GPU-Aware
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Implementation and Verification of Checkpointing feature in AWP-ODC IWA

We have successfully implemented and verified (up to 4 nodes)
checkpointing feature for the non-linear IWAN CPU version of AWP-
ODC, for both single-node and multi-node simulations, to improve the
resilience and reliability of long-running simulations.

Checkpointing is a crucial functionality that allows the simulation to
periodically save its state, enabling recovery from potential failures
without the need to restart from the beginning. This is particularly
important for large-scale simulations that can run for extended periods,
where even minor disruptions could otherwise lead to substantial losses
in computational effort and time.

Our current efforts are focused on optimizing the checkpointing process
to reduce the I/0 throughput during large-scale runs, which can
become a significant bottleneck as the number of nodes increases. By
evaluating which variables are essential to save and which can be
recomputed with minimal overhead, we are able to significantly reduce
the volume of data that needs to be written to disk.
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Visualization of the checkpointing feature: During each iteration of the main loop, necessary variables are saved after computation is completed,
before moving on to the next loop iteration. In case of an error/interruption, computation can be resumed from the last saved checkpoint.

AWP-ODC Topography Ported to HIP on AMD MI250X and

AWP-0DC Topo Weak Scaling Performance on OLCF Frontier
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Frontier” at ORNL is the current No. 1 system
1000 in the June 2024 TOP500 list. This HPE Cray
. EX system based on the AMD Radeon
Instinct GPUs and EPYC CPUs is the first US
= 000 system with a peak performance exceeding
é i one ExaFlop/ss. AWP-ODC Topography,
L featuring discontinuous mesh feature along
with non-linear computation capability, has
been ported and verified on this AMD
& MI250X based system. Frontier weak scaling
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