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Abstract
This paper presents KiLLKAN, the first dataset for automatic speech recognition (ASR) in the Kichwa language, an
indigenous language of Ecuador. Kichwa is an extremely low-resource endangered language, and there have been
no resources before KiLLkAN for Kichwa to be incorporated in applications of natural language processing. The
dataset contains approximately 4 hours of audio with transcription, translation into Spanish, and morphosyntactic
annotation in the format of Universal Dependencies. The audio data was retrieved from a publicly available radio
program in Kichwa. This paper also provides corpus-linguistic analyses of the dataset with a special focus on the
agglutinative morphology of Kichwa and frequent code-switching with Spanish. The experiments show that the
dataset makes it possible to develop the first ASR system for Kichwa with reliable quality despite its small dataset
size. This dataset, the ASR model, and the code used to develop them will be publicly available. Thus, our study

positively showcases resource building and its applications for low-resource languages and their community.
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1. Introduction

Language endangerment has been one of the
world’s cultural crises, by which many of the world’s
languages are losing their speakers at an unprece-
dented pace (Belew and Simpson, 2018). Among
efforts to document and revitalize languages, re-
cent years have seen growing attention and work
to incorporate digital technologies and media to
this end (Jimerson and Prud’hommeaux, 2018;
Michaud et al., 2018; Prud’hommeaux et al., 2021;
Shi et al., 2021; Tsoukala et al., 2023). In the same
spirit, this study presents the KiLLkan' corpus, the
first dataset for automatic speech recognition (ASR)
for the Kichwa language. Though Kichwa is esti-
mated to have a few hundred thousand speakers
in Ecuador, it is considered endangered, as the
society is undergoing a language shift to Spanish
only. In natural language processing (NLP), Kichwa
is an extremely low-resource language, as there
have been no datasets available for either build-
ing language models or conducting computational
linguistic research of Kichwa.

Our dataset consists of 4 hours of audio with
its orthographic transcription containing 26,544 to-
kens. Furthermore, each sentence is annotated
with its Spanish translation and morphosyntac-
tic information in the CoNLL-U format of Univer-
sal Dependencies (UD) (Nivre et al., 2020). To
evaluate the utility of the dataset, we train ASR
models on it by fine-tuning the pretrained model

TKiLLkaN stands for Kichwa uyashkata payllatak
killkak anta (Kichwa automatic speech recognizer) in
Kichwa. The word killkan also means “it writes”.

wav2vec2-x1sr-53. The experiment shows that the
fine-tuned model’'s performance was 2.04% Char-
acter Error Rate (CER), which is comparable to
Wav2Vec2 models fine-tuned on high-resource lan-
guages.

In the following section, we provide a linguistic
overview of the Kichwa language. Then, Section 3
surveys previous related work done in the field of
NLP for Quechuan languages. Section 4 describes
the details of our dataset, including the data source,
the annotation process, and a brief analysis of the
dataset. Section 5 reports the experimental results
of training ASR models on our dataset, followed by
concluding remarks in Section 6.

Our contributions in this work are the following:

» We publish the first dataset for Kichwa contain-
ing manually annotated audio, transcription,
its Spanish translation, and morphosyntactic
information;

» We develop the first ASR models for Kichwa;

* We present a new UD Treebank for Kichwa
incorporated in ELAN annotation;

+ Our dataset, the ASR models, and the code
used to develop them are publicly available.?

2The dataset and the code are available in https:
//github.com/ctaguchi/killkan, and the model is avail-
able in https://huggingface.co/ctaguchi/killkan_
asr.
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Figure 1: The distribution of Quechua Il languages
mentioned in this paper. This map was created with
the lingtypology library (Moroz, 2017).

2. Background

The Kichwa language. Kichwa is the most widely
spoken indigenous language in the Republic of
Ecuador, particularly along the Andean mountain
range in the middle and the Amazonian region to
the east of the country. Though the number of
speakers greatly varies among different statistics,
the language is estimated to have at least 300,000
speakers (King and Haboud, 2002). Kichwa is
classified in the Northern Quechua branch of the
Quechua Il group in the Quechuan language family.
Though the Quechua Il group also includes more
widely spoken varieties such as Cuzco Quechua
and Ayacucho Quechua of Peru, Kichwa shows
a number of differences from them in phonology
and morphosyntax. For example, Kichwa has lost
ejective consonants, possessive suffixes, the in-
clusive/exclusive distinction in the first-person plu-
ral pronoun, has a reduced system of evidentiality
(Adelaar, 2021).

Kichwa is in fact an umbrella term that involves
several regional varieties of Northern Quechua.
The Endangered Language Project (Project, 2023)
lists Highland Ecuadorian Kichwa and Lowland
Ecuadorian Kichwa, under which several subva-
rieties are further categorized. See Figure 2 for
a summary of the classification of Quechuan vari-
eties, and see Figure 1 for a map of their distribu-
tion.

With regard to typological aspects, like other

Quechuan varieties, Kichwa is an agglutinative lan-
guage, where verbal and nominal suffixes and dis-
course clitics are attached to the root to mark verbal
features, cases, and information structure. The ex-
ample in (1) shows the agglutination of voice, tense,
case, and topic morphemes on the verb root llamka
“to work”.

(1) llamka-naku-nka-kaman=ka
work-RCP-PROSP-TER=TOP

‘Until (someone) works together®’

Language contact and code-switching. Since
the arrival of Spanish colonizers in the 16th century,
Quechuan languages have had language contact
with Spanish (Torero, 2007). The centuries of bilin-
gualism in the Andean region have strongly influ-
enced the lexicon of Quechuan languages, and it
is common for Kichwa speakers to code-switch to
Spanish in daily speech, which is a language vari-
ety sometimes referred to as Media Lengua (Deibel,
2019). The spoken samples in our dataset also con-
tain code-switched speech with Spanish. The code-
switched segment can range from a morpheme
(also called intra-word code-switching (Nguyen and
Cornips, 2016)) to a whole phrase; examples from
the dataset are shown in (2) and (3), respectively,
where code-switched parts are in green and under-
lined.

(2) Nuka=rak vacuna-ri-kri-ni.
1SG=CONT vaccinate-REFL-PROSP-PRS.1SG

‘l am going to get vaccinated first.®’

(3) Consulta popular alli=mi
inquiry  popular good=Foc
ri-ku-n.
go0-PROG-PRS.3

‘The referendum is going well.>’

Most Kichwa speakers are bilingual with Span-
ish and speak Spanish with non-Kichwa speakers.
Though still estimated to have a few hundred thou-
sand speakers, Kichwa is an endangered language
that younger generations often do not inherit, speak-
ing only Spanish instead (Acosta Mufioz, 2017).
In addition, Kichwa is both politically and socially
marginalized, as suggested by the pejorative term
for Kichwa, yanka shimi “useless language” (Lar-
rea Maldondo et al., 2007; Kowii, 2017). Unlike
Quechua in Peru and Bolivia, Kichwa is merely a

SRep: reciprocal voice, PROSP: prospective aspect,

TER: terminative case, Top: topic.

44sa: first person singular, REFL: reflexive voice, PRs:
present tense.

Sroc: focus, PROG: progressive aspect, 3: third per-
son.
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Figure 2: A classification of Quechuan languages with their ISO 639-3 language codes with a focus on
the varieties mentioned in this paper. The branches in the box are called Ecuadorian Kichwa.

recognized language and is not granted an official
status in Ecuador. These factors add to the ongo-
ing endangerment of the language, and resource
building for language technologies is indispensable
for both documentation and revitalization of the lan-
guage. Yet, it is worth mentioning that there are on-
going revitalization activities and Kichwa—Spanish
bilingual schooling in Ecuador.

Orthography. The orthography of Kichwa is
based on the Latin alphabet. The modern ortho-
graphic standardization of Kichwa has undergone
two crucial modifications in the late 20th century.
The first attempt to standardize the Kichwa orthog-
raphy was proposed in 1980. This orthography
exhibits several influences from the Spanish or-
thography, such as the use of <c> and <q> for the
phoneme /k/ (e.g., <quillca> /kilka/ ‘writing’) and
the use of <hu> to represent the phoneme /w/ (e.g.,
<huahuay /wawa/ ‘child’). In 1998, the orthography
was revised again and has been the standard since
then (Chasiquiza, 2019). The major modifications
are phonology-based simplification, where redun-
dant graphemes such as <quy/<c> for /k/ and <hu>
for /w/ were changed to <k> and <w>, respectively.
Though the old orthography is still sometimes in-
formally used, the transcription in our dataset is in
the new orthography since the latter orthography
is officially and widely used in today’s writing.

The modern Kichwa orthography has 18 letters
including three digraphs: <a>, <ch>, <hy, <i>, <k>,
<>, <>, <m>, <n>, <>, <p>, <>, <8>, <shy, <>,
<uU>, <w>, <y>. On top of this, two graphemes,
<ts> and <z>, may also be used for a small hum-
ber of words depending on dialects. For code-
switched Spanish words, Spanish orthography is
used, though Kichwa orthography may also be

used for old loanwords such as <ura> ‘time’ from
Spanish hora. Though the correspondence be-
tween the orthography and pronunciation is more
or less regular, there are slight dialectal differences
in the actual phonetic value for each grapheme.
For example, the word alli “good” is pronounced as
/ali/ in Imbabura Kichwa and /azi/ in Chimborazo
Kichwa.

3. Related Work

Although there is no previous dataset for Ecua-
dorian Kichwa, there have been several efforts
to create datasets and NLP applications for other
related Quechuan languages, especially South-
ern Quechua varieties such as Cuzco Quechua
of Peru. Rios and Mamani (2014) developed a
text normalization pipeline and a morphological an-
alyzer for Cuzco Quechua, to which a machine
translation system and a dependency treebank
are added in their later work (Rios, 2016). Carde-
nas et al. (2018) is a speech corpus for Ayacucho
(Chanca) Quechua and Puno (Collao) Quechua,
which are both Southern Quechuan languages of
the Quechua Il group spoken in Peru. Ortega
et al. (2020) introduces a new parallel text corpus
and trains a neural machine translation system for
Quechua from Peru and Bolivia, though it does
not mention which specific Quechuan variety the
text is written in. Since Quechuan languages are
highly agglutinative, they have been sometimes
used in morphology-related tasks in NLP. For exam-
ple, Chen and Fazio (2021) investigates the effect
of morphology-aware segmentation instead of Byte-
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Pair Encoding (BPE) on Quechua.® More recently,
another speech dataset for Peruvian indigenous
language was released that includes ~180 hours of
Southern Quechua audio (Zevallos et al., 2022). All
in all, NLP research and applications for Quechuan
languages have centered around the varieties spo-
ken in Peru and Bolivia, and other varieties like
Ecuadorian Kichwa have yet to be included in lan-
guage technologies.

4. Dataset

This section describes the details of our dataset.

4.1.

The source of the audio in the dataset is a radio
program “Jaboneropak Ayllullaktapi” (In the neigh-
borhood of Jabonero) provided by Radialistas Apa-
sionadas y Apasionados,’ an Ecuador-based non-
profit radio station. It is a compilation of fictional
stories related to life during the COVID-19 pan-
demic. The program is published under a Creative
Commons BY-SA license, permitting re-use and
re-distribution of the work. The acted characters in-
clude male and female with various voice qualities
and with both adult and child roles. Though the de-
tailed demographic information of the voice actors
is unavailable, it is certain that the speech con-
tains several regional varieties of Highland Kichwa.
The radio program contains 20 episodes in total,
each of which has a length of ~12 minutes approxi-
mately. The total audio length of the whole dataset
is ~234.86 minutes (~3.91 hours). The dataset
contains 3,928 samples, where each audio sample
corresponds to a sentence. The average length
of a sample is ~3.59 seconds. The transcription
contains 26,544 tokens, and the average length
of a token was ~6.12 characters. The average
sentence length was ~6.76 tokens.

Source

4.2. Annotation

The annotation of the dataset contains the following
elements: time-aligned sentence-level transcrip-
tions, their translation in Spanish, and morphosyn-
tactic annotation compatible with UD. All of these
annotations were done in ELAN (The Language
Archive, 2023), and the annotated data are saved
as XML-based EAF (ELAN Annotation Format) files.
ELAN is software commonly used to annotate spo-
ken audio and video clips collected during linguistic
fieldwork. A screenshot of the annotation interface

8The paper does not mention what variety of Quechua
was used in their experiments. Their dataset description
implies that some Peruvian varieties were used.

7https ://radialistas.net.

for the dataset building in this study is shown in Fig-
ure 3. To create an ASR dataset containing pairs
of an audio sample and its transcription, the origi-
nal audio files were segmented into sentence-level
audio files based on the timestamps logged in the
EAF files. To process the annotation document
with Python, the annotated EAF files were parsed
into Python objects by the pympi library (Lubbers
and Torreira, 2013-2021). Though there are UD
treebanks that were converted from ELAN-native
annotation (Ostling et al., 2017), our dataset is the
first attempt to directly incorporate UD annotation in
the CoNLL-U format into ELAN to our knowledge.

4.2.1. Transcription

The source website provides transcriptions in
Kichwa for each episode. However, there were
three problems in using the provided transcriptions.
First, words that are actually said by the actors
often differ from the transcriptions (token-level in-
consistencies). Second, the actors often insert
short sentences or interjections that do not appear
in the transcriptions (utterance-level inconsisten-
cies). Third, the provided transcriptions have in-
consistencies in the orthography (orthographic in-
consistencies). Table 1 summarizes the errors that
the original transcription had compared to manu-
ally corrected transcriptions. The metrics used in
the Table, Character Error Rate (CER), Word Error
Rate (WER), and Word Information Lost (WIL), are
defined as follows:

CER WER= S *P+/
N
cC C
WIL=1-5+5,

where S, D, I are the numbers of necessary sub-
stitutions, deletions, and insertions, respectively,
to match the reference text, and N is the number
of characters (for CER) or words (for WER and
WIL). P is the number of words in the prediction,
and C is the number of correctly predicted words.
As the Table shows, the original transcription had
22.7% CER compared to the corrected transcrip-
tions, meaning that approximately one in five char-
acters was either missing, wrong, or unnecessary,
and 54.6% WER, meaning that more than half of
the originally transcribed words required some cor-
rection. Furthermore, 7.2% of the actual utterances
was missing from the original transcriptions. Be-
cause these discrepancies make it difficult to au-
tomatically align the transcriptions with the audio
segments, every sentence was manually checked
and aligned.

4.2.2. Translation

The Spanish translations of the transcriptions are
also given by Radialistas. However, they tend to
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CSID=KC|Lang=, CSID=KC|Lang= , CSID=ES|Lang= , CSID=OTHER

MISC
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Spanish
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. " . e
FORM Kankuna yapa zombis f nachu
[1367]
LEV[\AMA} kan yapa zombi alienigena pelicula riku s na
1367
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Figure 3: A screenshot of annotating a transcription, its Spanish translation, and UD-style morphosyntactic

information in ELAN.

Metrics Raw (%) Normalized (%)
CER 22.70 20.76

WER 54.61 43.63

WIL 7413 55.86

Empty ratio  7.22

Table 1: A summary on how correct the original
transcriptions are with respect to what is actually
said in the audio. The “Raw” column shows a com-
parison with no preprocessing to the transcriptions,
while the “Normalized” column shows the results
after applying lowercasing and removing punctua-
tion. “Empty ratio” refers to the ratio of the number
of uttered sentences that were not in the original
transcriptions out of the total number of sentences.

be free translations that depend on the surround-
ing contexts and sometimes deviate from the infor-
mation expressed in Kichwa. For this reason, the
translations were manually checked by a Kichwa—
Spanish bilingual speaker and were corrected if
necessary.

4.2.3. Morphosyntactic annotation

The morphosyntactic annotation of this dataset fol-
lows the CoNLL-U format of UD that annotates the
lemma (LEMMA), part-of-speech (UPOS), morpholog-
ical features (FEATS), syntactic head (HEAD), and
dependency relation (DEPREL) for each token.
Since Kichwa is highly agglutinative and employs
a number of suffixes to express functional mean-
ings, there are several morphological features that

are absent in the standard UD guidelines and are
newly introduced in this dataset. A list of newly
introduced morphological features are summarized
in Table 2. The feature Deixis=Ven stands for the
ventive (cislocative) morpheme that expresses the
“coming” motion in the action expressed by the
verb. The feature key Focus= corresponds to focus-
sensitive morphemes. Kichwa has the additive fo-
cus marker =pash “also” and the restrictive focus
marker =lla “only”. The feature key Switch=is used
to mark the switch-reference features (Finer, 1985)
that co-occur with converbs®. Switch-reference in
Kichwa specifies whether the subject of the subor-
dinate clause is the same as or different from that of
the main clause. For example, in (4 a), the subject
is the same, while in (4b), the subject is different:

4) (a)

miku-nkapak  muna-ni.
eat-CNV.PRP.SS want-PRS.1SG

‘l want to eat.’

(b) miku-chun muna-ni.
eat-CNV.PRP.DS want-PRS.1SG

‘| want (somebody else) to eat.?’

Another significant modification from the stan-
dard UD guidelines is that this dataset annotates
topic and focus in Kichwa as morphological fea-
tures. In current UD, morphological features can-
not express grammatically marked topic and focus,
because the guidelines do not have any features
for them. One reason for this treatment is that

8A converb is “a nonfinite verb form whose main func-
tion is to mark adverbial subordination” (Haspelmath,
1995).

9env: converb, PRP: purposive mood, ss: same sub-
ject, ps: different subject
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Feature Morpheme

Description

Deixis=Ven mu
Focus=Addit pash, pish
Focus=Restr lla

Info=Top ka

Info=Foc mi, chu, tak
State=Cont rak
Switch=Same shpa, nkapak
Switch=Diff kpi, chun

Ventive (cislocative)

Additive focus-sensitive marker
Restrictive focus-sensitive marker

Topic in the information structure

Focus in the information structure
Continuative state

Switch reference with the same subject
Switch reference with a different subject

Table 2: A list of newly introduced morphological features.

markers like topic and focus are syntactically less
selective and can be attached to both nominal and
verbal expressions. Because UD’s morphological
features only allow for lexical, nominal (e.g., case),
and verbal features (e.g., tense), features that have
to do with the information structure cannot fit in
the framework. Indeed, unlike canonical affixes,
the morphemes listed in Table 2 have less syntac-
tic restrictions as to which syntactic category they
can be attached to; therefore, previous studies call
them morfemas independientes “independent mor-
phemes” (Chasiquiza, 2019) or encliticos “enclitics”
(Catta, 1994).

In the standard UD guidelines, clitics are usually
treated as independent tokens and are not rep-
resented as morphological features of the head
token. However, in this approach, it is impossi-
ble to annotate the topic and focus features as
morphological features, and therefore information
structure remains underrepresented in current UD
for topic-prominent languages (Li and Thompson,
1976) that mark topic and focus morphologically
like Kichwa. For this reason, we tentatively added
those information-structural features, which can be
automatically converted to separate tokens if nec-
essary.

Given the frequent code-mixing with Spanish
in spoken Kichwa, the annotation in the dataset
also includes the language code and the intra-word
code-switching boundary for each token. The code-
switching annotation is listed in the MISC column,
following the format in other code-switching UD
treebanks (Cetinoglu and Coltekin, 2022).

4.3. Analysis

This subsection provides a brief analysis of our
dataset with a focus on agglutinativity and code-
switching of Kichwa.

Morphological complexity. Table 3 reports the
morphological complexity scores of our Kichwa
dataset based on the measures proposed in Cél-
tekin and Rama (2022). The table demonstrates
that the morphological complexity of the Kichwa

Measure Kichwa min max

TTR 0.24 0.17 (vi) 0.59 (kor.kai)
MSP 3.73 0.99 (kor.kai) 2.52 (chu)

WS 1.05 0.16 (urd) 0.62 (lat.itt)
WH 10.70 8.94 (afr) 12.84 (kor.gsd)
LH 8.11 7.99 (chu) 12.85 (kor.gsd)
IS 34.31 0.00 (jpn) 19.13 (eus)
MFH 5.20 1.03 (kor.gsd) 4.04 (ces.fic)

Table 3: The morphological complexity scores of
our Kichwa dataset and its comparison to the mini-
mum and maximum scores reported in Goltekin and
Rama (2022). The codes in parentheses refer to
specific UD datasets, and the measures are type—
token ratio (TTR), mean size of paradigm (MSP),
information in word structure (WS), word entropy
(WH), lemma entropy (LH), inflectional synthesis
(IS), and morphological feature entropy (MFH); see
Coltekin and Rama (2022) for details. The bold-
faced scores in Kichwa mean that they are higher
than any other reported scores.

dataset is the highest for MSP (mean size of
paradigm), WS (information in word structure), 1S
(inflectional synthesis), MFH (morphological fea-
ture entropy). This shows the extremely high agglu-
tinativity of Kichwa morphology, because MSP, IS,
and MFH are calculated based on the diversity of
inflected forms and morphological features. On the
other hand, our dataset did not show a high degree
of complexity in terms of TTR (type—token ratio),
WH (word entropy), and LH (lemma entropy). This
implies that there is not much diversity in the vo-
cabulary of the dataset, since the dataset consists
of a series of stories and has common topics and
characters throughout the radio program.

Code-switching. Table 4 shows the distribution
of languages in the dataset. Code-switched to-
kens comprise ~11.19% of the entire dataset, and
approximately half of them are word-internally code-
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Language Ratio (%)
Kichwa-only 64.15

. Spanish-only 5.83
Code-switched Spanish-Kichwa  5.59

Table 4: A summary of the ratios of code-switched
tokens. ‘Spanish—Kichwa' shows the ratio of tokens
with intra-word code-switching. Other tokens are
punctuation symbols.

switched tokens. It is empirically known that ag-
glutinative languages in language contact tend to
derive morpheme-level code-switching such as in
Turkish—German (Cetinoglu and Céltekin, 2019),
and the code-switching distribution in Kichwa also
follows this tendency. As Deibel (2019) pointed out,
code-switched Spanish words appear either in an
uninflected form (root) or in a fully inflected form,
which can be followed by Kichwa morphemes, and,
on the contrary, Kichwa stems are not followed by
Spanish morphemes. In terms of the selectivity of
parts-of-speech, various syntactic categories can
be code-switched. Though open-class categories
such as nouns and verbs commonly exhibit code-
switching, closed-class categories like conjunctions
also employ Spanish words, particularly in spoken
varieties, as exemplified in the underlined word in
(5). Other colored segments are open-class Span-
ish words.

(5) kay=ka gasto=chu o
this=ToP expense=Foc.pLq or
inversion=chu ka-n.
investment=Foc.pLQ be-PRs.3

‘Are these expenses or investments?1’

5. Experiments: ASR

This section reports the results of training the first
ASR models for Kichwa based on our proposed
dataset.

5.1.

We developed a Kichwa ASR model by fine-
tuning wav2vec2-x1sr-53 with the Kichwa dataset.
Wav2Vec?2 is a framework for pretraining a self-
supervised ASR model that learns contextual-
ized speech representations (Baevski et al., 2020).
Wav2Vec?2 first segments the raw speech input
into frames with 16kHz sampling rate and encodes

Setup

1010p: topic, PLQ: polar question

CER WER WIL
KILLKAN, all 294 19.94 34.29
KILLKAN, 2k 3.57 23.28 39.30
KILLKAN, 1k 496 32.58 51.82
KILLKAN, 500 7.35 47.12 69.31
Huqgariq 28.73 —_ —

Table 5: The results of Kichwa ASR on the test
set. Huqariq (Zevallos et al., 2022) shows the re-
sult of Southern Quechua ASR fine-tuned on 144-
hour data with pretrained Spanish Wav2Vec2. Note
that their results are from their test set in Southern
Quechua and not from our test set in Kichwa.

into 512-dimensional features through 7 convolu-
tion blocks. The feature vectors are then quan-
tized into discrete values using Gumbel-softmax
(Jang et al., 2017), and these quantized values
are used as the labels later during the pretraining.
For the training step, some parts of the input val-
ues are masked, and the same feature vectors are
fed into Transformer layers to predict the discrete
labels of the masked frames, through which the
model learns generalized speech representations.
In this way, Wav2Vec2 does not require manually la-
beled datasets for training and is able to be flexibly
fine-tuned to a wide range of speech-related down-
stream tasks. In particular, its offset pretrained
model Wav2Vec2-XLSR-53 is trained on 53 lan-
guages, and it has been empirically shown that
it has a strong adaptability to various languages
by fine-tuning with small datasets (Conneau et al.,
2020).

For our purpose, the training, validation, and test
sets were generated by an 8:1:1 split, respectively.
During the preprocessing, we removed samples
shorter than 1 second and longer than 15 seconds
to ensure that frame masking is correctly done
and to prevent the out-of-memory error, respec-
tively. The learning rate was set to 1074. We also
trained models with smaller training sizes with 500,
1k, and 2k samples to imitate various degrees of
low-resource settings. The training was run for 30
epochs on 1 NVIDIA A10 GPU with a 24GB RAM.
The training took about 6 hours to complete, and
the average power usage during the training was
about 102W. For the evaluation metrics, we used
CER, WER, and WIL.

5.2. Results

The experimental results are shown in Table 5. It
compares four ASR models trained on different
numbers of training samples: all samples (3,128),
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Spanish Reference  Shuk periodista ecuatoriano rurashka.
P Prediction  Shuk periodiste cuatoriano rurashka.
Code-switchin Reference Ama kayapa alcaldiata visitankapak sakishun.
9 Prediction = Ama kayapa alcaldiata wisitankapak sakishun.
Kichwa Reference  Nukanchikpa tarpushkataka yalli mishki kan.
Prediction  Nukanchikpa tarpushkataka yalli nishki kan.
Spacin Reference Shuk kalluka rurashallami ninkapak.
pacing Prediction Shukkalluka rurashallami ninkapak.
Punctuation Reference Mana pitapash llakichik?
Prediction Mana pitapash llakichik.
Alternative spellin Reference Kikinpak warmi muspa fiawi mana pinkay niwarka.
PEIING " prediction Kikinpa warmi muspa, fiawi mana pinkay niwarka.
Interiection Reference Paykunapa kawsaykunaka, uff, ninan llakipimi kan.
) Prediction Paykunapa kawsaykunaka, ninan llakipimi kan.

Table 6: Examples of errors in the predicted transcriptions for the dev set. Errors are in bold-faced type.

2k samples, 1k samples, and 500 samples, with
the same hyperparameters. The best model was
the one trained with the most training data, which
conforms with the general trend in machine learn-
ing.

For comparison, Table 5 also lists the CER score
of the Southern Quechua ASR model (Hugariq)
reported in Zevallos et al. (2022); Hugarig was fine-
tuned on Spanish monolingual Wav2Vec2 with 144-
hour Southern Kichwa training data. Though the
test datasets and the pretrained models are dif-
ferent between our studies and theirs, the clear
contrast in CER (28.73% and 2.94%) shows the rel-
atively successful performance of the Kichwa ASR
model that was only trained on less than 3% of the
Southern Quechua training data. Importantly, even
the extremely low-resource scenario with only 500
training samples achieved 7.35% CER. Note that
WER in Kichwa can be higher than WER in analytic
languages like English, as tokens in Kichwa tend
to consist of more characters with multiple aggluti-
nated suffixes. For example, the average length of
English tokens in the GUM corpus (Zeldes, 2017)
is 4.08 while that of Kichwa tokens in our dataset
is 6.04.

5.3. Error analysis

For an error analysis, we prepared seven
error types (Spanish, Code-switching, Kichwa,
Spacing, Punctuation, Alternative spelling,
Interjection) and categorized the errors found
in the dev set. Spanish, Code-switching, and
Kichwa are errors in transcribing tokens in those
languages. Spacing is an error where unneces-
sary spacing is inserted or a necessary spacing
is omitted. Punctuation is an error in choosing a
punctuation symbol or capitalization. Alternative

Error Ratio (%)
Punctuation 34.32
Kichwa 27.39
Alternative spelling 12.21
Spanish 10.23
Code-switching 10.23
Spacing 4.95
Interjection 0.66

Table 7: The distribution of each transcription error
type in the dev set.

spelling is an error where the spellings in both the
reference and prediction texts are acceptable. In
other words, this type of error is not a wrong tran-
scription in practice. Interjection is an error in
transcribing an interjection tokens. Table 5.2 lists
an actual prediction given by the model for each
error type.

Table 7 provides the distribution of the transcrip-
tion error types found in the dev set. The most com-
mon errors were punctuation errors, which took up
more than one-third of the errors. Given the fact
that 67.81% of the dataset is Kichwa tokens and
8.19% either Spanish or code-switched as shown
in Table 4, it can be observed that Spanish and
code-switching tokens tend to cause errors rela-
tively more often than Kichwa tokens. Because
code-switched Spanish words tend to be either
technical words, proper nouns, or other relatively
uncommon words, it is difficult to train the model
to be able to predict such corner cases correctly in
this monolingual fine-tuning. The prediction exam-
ples also exhibit the model’s confusion in different
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CER WER WIL
KiLLKAN, all 2.04 1341 23.27
KILLKAN, 2k 2.69 16.96 29.03
KiLLKAN, 1k 3.79 24.20 39.45
KILLKAN, 500 6.13 39.26 59.98

Table 8: The results of Kichwa ASR on the test set
after normalizing texts by lowercasing and remov-
ing punctuation.

Spanish spellings that share the same phoneme,
such as <ho>/<o> and <v>/<b>. Investigation of
the methods to improve the transcription of low-
frequency code-switched segments is beyond the
scope of this study and is left for future work.

Considering the fact that the most common errors
were mere punctuation errors and capitalization
errors, we also measured the metrics after normal-
izing texts by lowercasing and removing punctu-
ation. As summarized in Table 8, without casing
and punctuation errors, CER was 2.04% and WER
13.41% for the best performing model.

6. Conclusion

This study presented KiLLkAN, the first linguis-
tic dataset for Kichwa. It contains speech and
manually annotated transcription, Spanish trans-
lation, and morphosyntactic parsing information
in UD’s CoNLL-U format. Our dataset also anno-
tates morpheme-level code-switching with Spanish,
which enabled us to conduct linguistic analyses re-
lated to code-switching such as measuring code-
switching frequency.

Our study showcased the process of resource
building and ASR model development for an ex-
tremely low-resource language. The experimental
results demonstrated 2.04% CER for the speech
recognition task by the ASR model trained on
less than 4 hours of audio data from our KiLLkAN
dataset. Though this is a promising result for the
extremely low-resource language, the analysis of
the predicted output highlighted the difficulty for
the model to correctly predict uncommon code-
switched words. Since code-switching is acommon
linguistic activity found across all over the world, es-
pecially among endangered languages in contact
with other prestige languages, it is an important
remaining task to improve prediction accuracy of
code-switched words. Also, the experimental re-
sults suggested that having more training samples
is likely to contribute to improving the performance
of Kichwa ASR, calling for more active resource
building for low-resource languages.

7. Ethical Considerations

As our dataset has been developed only based
on publicly available audio data, there is no di-
rect concern of copyright infringement in this work.
However, there are several potential ethical con-
cerns pertaining to technologies for low-resource
languages in general.

Accessibility. Though our dataset and model are
publicly available, the mode of the distribution is
primarily in English, which might be an obstacle for
the non-English-speaking users. We will try to mit-
igate the disproportionate accessibility by adding
descriptions in Kichwa and Spanish.

Demand by the community. Although our
project was positively regarded by several native
speakers during the first author’s fieldwork in Quito,
it does not mean that the technology should be
embraced unconditionally by all speakers.

Language standardization. Asdescribedin Sec-
tion 2, Ecuadorian Kichwa has a number of sub-
dialects that have slightly different vocabulary,
phonology, and morphology from each other. Since
our dataset and our ASR model are based on the
standardized writing system, they might become
an implicit force to use linguistic expressions of
standardized Kichwa. While this could be a posi-
tive effect on the literacy, it could also negatively
affect the linguistic diversity of the Kichwa-speaking
world.
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Appendix A. Glossing abbreviations

Gloss Function

1,2,53 1st, 2nd, 3rd person
CNV converb

DS different subject
FOC focus

PLQ PROG progressive aspect
PROSP prospective aspect
PRP purposive mood
PRS present tense

RCP reciprocal voice
REFL reflexive voice

SG singular

SS same subject

TER terminative case
TOP topic

Table 9: A list of glossing abbreviations used in the
paper.
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