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Abstract

We describe a heuristic polynomial-time algorithm for breaking the NTRU prob-
lem with multiple keys when given a sufficient number of ring samples. Following
the linearization approach of the Arora-Ge algorithm (ICALP ’11 ), our algorithm
constructs a system of linear equations using the public keys. Our main contribu-
tion is a kernel reduction technique that extracts the secret vector from a linear
space of rank n, where n is the degree of the ring in which NTRU is defined.
Compared to the algorithm of Kim-Lee (Designs, Codes and Cryptography, ’23 ),
our algorithm does not require prior knowledge of the Hamming weight of the
secret keys. Our algorithm is based on some plausible heuristics. We demonstrate
experiments and show that the algorithm works quite well in practice, with close
to cryptographic parameters.

Keywords: Lattice-based cryptography, cryptanalysis, NTRU problem with multiple
keys, linearization.

1 Introduction

Lattices have attracted substantial research attention due to their capacity to cre-
ate efficient cryptographic schemes that are believed to be resistant to quantum
adversaries. Fundamental average-case computational problems in lattice-based cryp-
tography include the Short Integer Solution problem (SIS) [3, 30], the Learning With
Errors problem (LWE) [36, 37] and the NTRU problem [19, 20].
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The NTRU cryptosystem [19, 20], originally proposed by Hoffstein, Pipher and Sil-
verman in 1996, and the corresponding NTRU problem have formed the basis of many
cryptosystems in recent years. Let R = Z[x]/ïp(x)ð be a quotient ring where p(x) has
degree n. The NTRU problem states that it is difficult to compute a short vector in
the R-module {(x,y) ∈ R2 | hx−y = 0 (mod q)} given the promise that a short solu-
tion (g, f) exists. Usually, the polynomials g, f are the secret keys of the system. There
has been much follow-up research on the analysis, design, and implementation of the
variant NTRU problems [5, 8–10, 12, 13, 15, 21, 22, 27, 28, 40]. Notably, the assumed
hardness of the NTRU problem underlies the security of Falcon [35], a selected algo-
rithm in the NIST post-quantum cryptography standardization process; NTRU [11], a
Round 3 finalist; and NTRU Prime [9, 10], an alternate Round 3 candidate. It is there-
fore evident that NTRU is an attractive foundation for cryptosystems which plays an
important role in constructing post-quantum schemes.

1.1 Prior and related work

Following the groundbreaking work of [19, 20], the NTRU assumption has been used
extensively in cryptography. The NTRU cryptosystem remained unbroken after more
than two decades of cryptanalysis. Lattice reduction and meet-in-the-middle are the
two popular methods in evaluating the security of NTRU-based schemes in practice.

Coppersmith and Shamir [14] noticed that recovering a short enough vector in
some lattice defined by the public key h is sufficient to break the NTRU cryptosystem.
Asymptotically, this requires a strong lattice reduction such as the Block Korkine-
Zolotarev (BKZ) reduction [18, 38] with large blocksize. In practice, parameters have
been updated to reflect recent advances in lattice reduction algorithms [24]. Odlyzko
described a meet-in-the-middle algorithm in [23] by partially enumerating the candi-
date polynomials for f and g. In practice, the best algorithm for solving the NTRU
problem is the combination of these two ideas, e.g., the so-called hybrid lattice and
meet-in-the-middle approach of Howgrave-Graham [25].

It has been realized that overstretched (e.g., when the modulus q is large) NTRU
variants can be much easier to solve, by exploiting the subfield structure [5, 12].
It has been shown that the resulting complexity improvement does not require any
algebraic structure [28], but it is due to the existence of a dense sublattice. A recent
work of Ducas and Wessel van Woerden [15] shows that the critical point of being
“overstretched” is about q = n2.484+o(1). It is noted that these works do not break
NTRU encryption in general as q is often chosen to be smaller.

On the provable side, there is evidence that the NTRU problem cannot be too
easy to solve. Stehlé and Steinfeld [40] have shown that, when the support of f,g are
sufficiently large, the distribution of h = f/g (mod q) can be statistically close to the
uniform distribution over the invertible elements in the ring. Recently, Pellet-Mary
and Stehlé [34] demonstrated an efficient reduction from the worst-case approximate
shortest vector problem over ideal lattices to the average-case of some variant NTRU
problem.

Various approaches have been explored to extend the NTRU assumption. One line
of research focuses on the NTRU problem with multiple keys [1, 2, 31, 33, 39]. More
precisely, multiple samples of the form hi = fi/g (mod q) are given, with a fixed
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denominator polynomial g. The problem asks to recover the secret g (or fi). This is
referred to as the “NTRU Learning Problem” in the work [33, Definition 4.4.4] and
has also been discussed online in [32]. Nitaj [31] has considered a special case where
two samples h1,h2 are given where ∥f1− f2∥ is small. In such cases, they showed that
the secret vector can be embedded as the shortest vector in some lattice, though it
is not clear whether a stronger lattice reduction is needed for actually recovering the
secret. Singh and Padhye [39] further generalized this idea and applied it to the NTRU
problem with n public keys.

Recently, Kim and Lee [27] described an interesting subfield algorithm for the
NTRU problem with multiple keys. They showed that, for ternary secrets, under the
assumption that the Hamming weight of the keys fi are fixed and known, there exists
a polynomial-time algorithm solving the NTRU problem with multiple keys. For the
ring Z[x]/ïxn − 1ð, their algorithm recovers the coefficient vector of gḡ in the real
subfield and then leverages the Gentry-Szydlo algorithm for extracting the solution g.

1.2 Contribution

We describe a polynomial-time algorithm for solving the multiple-key NTRU prob-
lem given sufficiently many samples, without assuming any prior knowledge of the
Hamming weight of the secret. Our algorithm leverages the linearization technique of
Arora and Ge [7]. Our main contribution is a kernel reduction (or subspace reduction)
algorithm that extracts the target secret from a linear space of rank n.

It is known that the LWE problem (with small errors) is prone to an algebraic
attack such as the Arora-Ge method [7]. It is folklore that the multiple-key NTRU
problem can be rephrased as an LWE-like problem, expressed as hig−fi = 0 (mod q).
Thus, it appears plausible to use the Arora-Ge method to break the multiple-key
NTRU problem. This observation has already been discussed in [27]. However, there
is a known obstacle in using such a method for NTRU [26]. To see the issue, consider
the ring R = Z[x]/ïxn−1ð with binary polynomials fi. Notice that the rotations of the
secret polynomials (fi·xk,g·xk) also satisfy the public key equation hi(g·xk)−fi·xk = 0
(mod q) since fi · xk is again binary. Therefore, the kernel of the linearized system
will contain (the linearized version of) these vectors. Indeed, it can be shown that
the kernel of the linearized version has rank n given sufficiently many samples, hence
recovering the actual secret is non-trivial.

We circumvent this issue by using a so-called kernel reduction (or subspace reduc-
tion) technique. The main idea is to pin down a particular rotation of the secret
vector g based on its runs of zero coefficients, progressively reducing the dimension
of the subspace where the (linearized) secret vector lives and eventually extracting
the secret. Together with the Arora-Ge [7] algorithm, this gives a polynomial-time
algorithm for solving the NTRU problem with multiple keys. Our algorithm does not
require any knowledge of the Hamming weight of fi and only requires that g has at
least one zero coefficient, which is almost always satisfied in practical schemes. The
Arora-Ge step works better when the support of fi is small (e.g., binary or ternary),
but a larger support is possible if more samples are given. The algorithm does not
require any specific distribution on fi. Furthermore, the algorithm does not restrict g
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to be binary or ternary in general, as long as its support is small. All of these require-
ments are commonly satisfied in practical systems, as long as the number of samples
given is sufficient. The algorithm is also applicable to common rings as discussed in
Section 5. As an example, when fi is binary (resp. ternary), a number of O(n) (resp.
O(n2)) samples hi = fi/g (mod q) is sufficient to recover the secret polynomial g, up
to multiplication by some xj , in polynomial time using the Arora-Ge algorithm. The
algorithm is provable based on some plausible heuristics.

In Section 6, we demonstrate with concrete experiments that the algorithm almost
always works in practice, for close to cryptographic-size parameters.

1.3 Comparison and discussion

Our work focuses on the NTRU problem given multiple samples sharing a common
secret denominator g. This is the same problem discussed in [27, 32]. Kim and Lee [27]
described an algorithm for solving this problem when the secrets fi’s are ternary/bi-
nary and have known Hamming weight (such information, for example, can be obtained
via a side channel). By comparison, we describe a polynomial-time algorithm for
solving this problem, without any knowledge of the Hamming weight of the secrets fi.

In a nutshell, both algorithms use linear algebra to recover some information about
the secret. Consider the ring R = Z[x]/ïxn − 1ð where n is a prime. The algorithm of
Kim and Lee recovers gḡ by looking at equations of the form hih̄igḡ = fif̄i (mod q)
where ḡ := g(1/x). The values of fif̄i are known if the Hamming weights of fi are
given. Then the secret g can be recovered from gḡ by invoking the Gentry-Szydlo
algorithm [17]. By comparison, our algorithm follows the linearization approach of
Arora-Ge [7]. We propose a kernel reduction method (described in Section 4.4) to
recover g · xk from a linear space of rank n. Our algorithm has the main advantage
that it does not require the Hamming weight of fi to be given in prior. Furthermore,
our algorithm recovers the secret g (up to a rotation) directly, thus it does not require
the Gentry-Szydlo step whose implementation is non-trivial. By comparison, the algo-
rithm [27] requires the Gentry-Szydlo step to complete, e.g., they write “we emphasize
that the GS algorithm is necessary for solving NTRU with multiple keys”. Both algo-
rithms run in polynomial time in n and the bit size of the input. The algorithm of Kim
and Lee [27] has the advantage of requiring fewer samples than ours when the secrets
fi are ternary. For example, when the secrets fi are ternary and sampled from the ring
R = Z[x]/ïxn − 1ð, our algorithm needs O(n2) ring samples hi while their algorithm
only uses O(n) ring samples. When the secrets fi are binary, both algorithms need
O(n) ring samples.

Furthermore, our algorithm does not rely on any ring structure and hence works for
most rings including the original NTRU rings Z[x]/ïxn ± 1ð and NTRU Prime [9, 10]
rings Z[x]/ïxp−x− 1ð. In fact, the obstacle mentioned in Section 1.2 does not always
occur in all of these rings, thus the original Arora-Ge [7] method may already work. By
comparison, the method of [27] is presented for the ring Z[x]/ïxn− 1ð and Z[x]/ïxp−
x− 1ð, but should also work for any ring that admits a suitable conjugate of x.

As our method is based on Arora-Ge [7]’s linearization technique, which aims to
solve a polynomial system, it is natural to ask whether a Gröbner basis method works
instead. Albrecht, Cid, Faugère and Perret [4] considered such an approach for the
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case of LWE and show that the number of required samples could indeed be reduced.
We leave this question for future work.

2 Preliminaries

2.1 Notation

We denote by log the base 2 logarithm. For prime q g 2 we write the integers mod q
as Zq. For n g 1 we define [n] as the set {0, . . . , n− 1}.

We represent vectors and matrices with bold lowercase and uppercase letters
respectively. A column vector a of length n is written (a1, . . . , an)

T and we write
A = [a1, . . . ,an] for the matrix whose n columns are given by the ai’s. We use | to
represent horizontal concatenation. We write span(B) for the span of a set of vectors
B and ker(A) for the right kernel of a matrix A.

Let R = Z[x]/Φ for some polynomial Φ of degree n. For q ∈ Z we write Rq for
Zq[x]/Φ and R×q for the multiplicative subgroup of Rq. An element f of R will be

written as f =
∑n−1

i=0 fix
i. Define ϕ(f) = (f0, . . . , fn−1)

T to be the coefficient vector of
f. If it is clear from the context we will identify f with its coefficient vector. We say f

has ternary coefficients if all fi ∈ {−1, 0, 1}, and binary coefficients if all fi ∈ {0, 1}.
We write hw(f) for the Hamming weight of f, i.e. the number of non-zero coefficients,
and Constant(f) for the constant term of f.

Given a support set S and a distribution D over S, we denote by s← D the process
of sampling s ∈ S from the distribution D. With s ← U(S) we denote sampling s
according to the uniform distribution over S.

For n g 1 and r > 0, we let Vn(r) denote the volume of the n-dimensional ball
of radius r. We also let vn denote the volume of an n-dimensional unit ball where

vn = Ãn/2/Γ(1 + n/2) ≈
(

2πe
n

)n/2
/
√
nÃ.

2.2 Lattices

A lattice L is an additive discrete subgroup of Rm. It can be represented as the set
of all integer linear combinations of n linearly independent basis vectors {b1, . . . ,bn}.
Let B = [b1, . . . ,bn] ∈ R

m×n be the matrix whose columns are given by the bi. The
lattice L generated by B is defined as L(B) = {Bx | x ∈ Z

n} and we call B a basis
for L. We say L has full rank if m = n.

The Euclidean norm of a shortest non-zero vector in L is denoted by ¼1(L) which
is called the minimum of the lattice L. The analysis of lattice algorithms often relies
on heuristic assumptions such as the so-called Gaussian Heuristic (GH). Let S be a
measurable set in the span of L. The Gaussian Heuristic states that the number of
lattice points in S is |L ∩ S| ≈ Vol(S)/Vol(L). When S is an n-dimensional ball of
radius r, the latter quantity is about (vn · rn)/Vol(L). Taking vn · rn ≈ Vol(L), we see
that ¼1(L) is about GH(L) := v

−1/n
n · Vol(L)1/n ≈

√

n/(2Ãe) · Vol(L)1/n. In practice
we assume that GH(L) is a decent approximation for ¼1(L). Let B be a basis for L.
We define the root Hermite factor of the basis B as ¶(B) = (∥b1∥/Vol(L)1/n)1/n. We
say an algorithm admits a root Hermite factor of ¶ if any input basis can reach the
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target root Hermite factor ¶ after being processed by the algorithm. A larger root
Hermite factor is preferred from the cryptanalysis point of view.

2.3 Multiple-key NTRU problem

We review the definition of the NTRU problem and the variant multiple-key NTRU
problem.
Definition 1 (NTRUΦ,q,B instance). Let q g 2 be an integer, B f √q be a positive
real number, and R = Z[x]/Φ. An element h ∈ Rq is called an NTRUΦ,q,B instance if
there exist (f, g) ∈ Rq ×R×q such that h = f/g (mod q) and ∥f∥∞, ∥g∥∞ f B.
Definition 2 (NTRUΦ,q,B,D search and decision problem). Let q,B,R be as defined
in Definition 1. Let D be a distribution over NTRUΦ,q,B instances. The search
NTRUΦ,q,B,D problem asks, given an h sampled from D, to compute (f, g) ∈ Rq ×R×q
such that h = f/g (mod q) and ∥f∥∞, ∥g∥∞ f B. The decisional dNTRUΦ,q,B,D

problem asks to distinguish between samples from D and from U(Rq).
Now we define the multiple-key NTRU (or m-NTRU for short) problem which

involves several ring samples hi.
Definition 3 (m-NTRUE

Φ,q,B instance). Let q g 2 be an integer, B f √q be a positive
real number, and R = Z[x]/Φ. Let E be a finite subset of Z containing 0 such that
|E| > 1. Let m be a positive integer. A set of polynomials {hi}1fifm with hi ∈ Rq is
called a m-NTRUE

Φ,q,B instance if there exist polynomials fi ∈ Rq with support E and
g ∈ R×q such that hi = fi/g (mod q) and ∥g∥∞ f B, ∀i f m.

Note this problem is defined with a shared polynomial g over all the m samples.
Definition 4 (m-NTRUE

Φ,q,B,D search and decision problem). Let q,B,R,E,m be as

defined in Definition 3. Let D be a distribution over m-NTRUE
Φ,q,B instances. The

search m-NTRUE
Φ,q,B,D problem asks, given a set of polynomials {hi}1fifm sampled

from D, to compute polynomials fi ∈ Rq with support E and g ∈ R×q such that

hi = fi/g (mod q) and ∥g∥∞ f B. The decisional m-dNTRUE
Φ,q,B,D problem asks to

distinguish between samples from D and from U(Rm
q ).

Such variant NTRU problems have been studied before [1, 2, 31, 33, 39]. The
complexity of our algorithm is dominated by the size of the support of the polynomials
fi, so its cardinality should be small for a polynomial running-time.

In practical schemes, the coefficients of both g and f are usually ternary (E =
{−1, 0, 1}) or binary (E = {0, 1}). Therefore in this work we will assume the cardinality
of E is a small constant. In general, our results place no restrictions on the size B
(except for certain rings, which can be seen in Theorem 1) because our algorithm only
requires that g has at least one zero coefficient. We will also assume the fi and g are
independently generated. Lastly, we will omit B and D from the notation if they are
clear from the context.

3 Algorithms for NTRU with multiple keys

We review known and folklore algorithms for solving the multiple-key NTRU problem.

6
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3.1 Lattice reduction

One standard method to evaluate the security of the NTRU problem is lattice reduc-
tion on NTRU lattices [14]. Given a NTRU public key h, one can form the NTRU
lattice defined by Λq(h) := {(x,y) ∈ R2 | hx − y = 0 (mod q)}. The coefficient vec-
tor of (g, f) is usually a shorter vector compared to the Gaussian heuristic. A basis of
Λq(h) is:

[

I 0

H qI

]

,

where H is the multiplication matrix associated to h, e.g.,

H = [ϕ(h), ϕ(h · x), . . . , ϕ(h · xn−1)].

Here, the i-th column of H is the coefficient vector of h · xi−1.
This can be extended to the multiple-key NTRU problem, where the coefficient

vector of (g, f1, . . . , fm) is a short vector in the lattice

Λq(h1, . . . ,hn) :=











I 0

H1 qI
...

. . .

Hm qI











.

This lattice has rank (m + 1)n and determinant qmn. Concrete security can be
estimated using standard methods such as [6, 16].

Consider a simple example where (g, f1, . . . , fm) are sampled uniformly with binary
coefficients in the ring Z[x]/ïxn − 1ð. Its expected Euclidean norm is

√

n(m+ 1)/2.
Using the estimate for solving the unique SVP by Gama and Nguyen [16, Section 3.3],
we compute the ratio of the Gaussian heuristic estimate with the secret vector length,
which is µ ≈ qm/(m+1).

Note that one can also drop samples by using any k f m polynomials instead of
m. Thus without loss of generality we can think of m as varying from 1 to its upper
bound. Heuristically one can recover the secret as soon as µ ≈ ¶(m+1)n where ¶ is the
root Hermite factor of the algorithm used. As n is usually large, it is often preferred
to have a smaller lattice rank in the lattice reduction (for the root Hermite factor to
be large). This means the optimal m is usually small in such lattice attacks (for the
multiple-key NTRU problem). To see this, we take n = 256, q = 769 and compute the
blocksize (of a BKZ-type algorithm) required as a function of m f 256 – the number
of samples given – using the method from [6]. The required blocksizes are plotted in
Figure 1. It can be seen that, for such parameters, a smaller number of samples is
preferred, e.g., it actually degenerates to the original NTRU case with just one ring
sample.

Nitaj [31] has considered a special case where two samples hi = fi/g are given and
satisfies a norm condition ∥f1− f2∥ < min(∥f1∥, ∥f2∥). In such cases, they showed that
one can form a lattice containing a shortest vector (g, f1 − f2). Then by using lattice
reduction one can recover the secret. It is likely that a strong lattice reduction such as
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Fig. 1: Blocksize required as a function of number of samples
used. Parameters: n = 256, q = 769 and binary secrets.

BKZ is needed to recover the secret, similar to the above example. It is also mentioned
that the norm condition is only satisfied in rare cases.

3.2 Linearization

It is folklore [27] that the multiple-key NTRU problem can be rephrased as an LWE-
like problem and is therefore prone to an algebraic attack such as Arora-Ge [7]. Let
R = Z[x]/ïxn − 1ð and assume fi ∈ R have ternary support. For any j ∈ [n] we have

fi,j(fi,j − 1)(fi,j + 1) = f3
i,j − fi,j = 0

where fi =
∑n−1

j=0 fi,jx
j . As hig− fi = 0 (mod q) we can rewrite this as

∏

b∈{−1,0,1}

(Constant(x−j · hig)− b) = 0 (1)

for any j ∈ [n]. We use Fi,j(z) to represent this equation with g replaced by some
unknown z ∈ Rq where we identify z with its coefficients in Z

n
q . Then {Fi,j(z)}i,j is a

polynomial system with a promised solution g. Notice that Fi,j(z) is a cubic multivari-
ate polynomial in terms of the unknown coefficients of z, and using the linearization
technique [7] we can write it as a system of linear equations in O(n3) variables, assign-
ing a variable to each unique monomial. Thus we expect O(n2) public keys hi to
determine the solution, as each key generates n equations by rotations x−k.

This idea stems from the Arora-Ge and Gröbner basis methods for binary (or small
error) LWE [4, 7]. For example, one can write hig− fi = 0 (mod q) and rephrase this
as an LWE instance b = As + e (mod q) with b = 0. However, there is a known
obstacle [26] in using such a method for the case of NTRU in several popular rings.
Note that, for R as defined above, the rotations of the secret polynomials (fi ·xk,g ·xk)
also satisfy the public key equation hi(g · xk)− fi · xk = 0 (mod q) and fi · xk is again
ternary. Therefore, all coefficient vectors of the form g · xk for all k ∈ [n] together

8



369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414

with their linear combinations are in the kernel of the linearized system. Given an
invertible g, these vectors are linearly independent and hence span a subspace of rank
at least n. Computing the kernel of the linearized system will produce a basis which
spans this subspace, but not necessarily disclosing the exact g ·xk (since the basis will

contain vectors of the form {∑n−1
i=0 zi(g ·xi)} for zi ∈ Z, represented in their linearized

vectors). Thus it is not immediately clear whether a shortest vector can be recovered
from the kernel efficiently [26].
Remark 1. It is plausible to use a lattice reduction algorithm on a lattice defined
from the kernel basis to recover the secret. The lattice on the kernel of the linearized
system has determinant qτ(n)−n and rank Ä(n), where Ä(n) is defined in Section 4.2.
Using the approach from [16], we see that the root Hermite factor required is asymp-
totically q1/τ(n). This is quite small as Ä(n) is quadratic or cubic in n for common
parameters. In comparison to the standard NTRU lattice, the required root Hermite
factor is asymptotically q1/O(n).

3.3 Kim-Lee algorithm

Kim and Lee [27] described two algorithms for breaking NTRU encryption given mul-
tiple keys, which run in polynomial time in n and log q. Their algorithms require the
Hamming weight of the keys fi to be fixed and known, and needs n samples hi.

Their first algorithm considers the ring R = Z[x]/ïxn−1ð as in the original NTRU
proposal [19, 20] and exploits the existence of a maximal real subfield. We assume
n is a prime which is the most common case for such rings. This algorithm starts
by considering hih̄igḡ = fif̄i (mod q). The main observation is that, when fi’s have
ternary coefficients and hw(fi) = W is given, the constant term of fif̄i is precisely W .
Therefore, one gets one linear equation with respect to the unknown variables in gḡ

from a single ring sample. Collecting n such ring samples is sufficient to recover gḡ.
Recovering the actual g ·xk for some k then requires the Gentry-Szydlo algorithm [17]
which, while being polynomial time, is non-trivial to implement in practice. This
algorithm can also be applied to the case where the secrets fi are binary. In such cases,
the algorithm still requires n ring samples. This approach is versatile, and could be
adapted to other rings that admit a suitable conjugate of x.

Their second algorithm focuses on a variant of the Streamlined NTRUPrime [9, 10]
problem in the ring R = Z[x]/ïxp−x−1ð, where p is prime. As this ring has no proper
subfield the first algorithm does not apply. Interestingly, they observed that they can
multiply a row vector (1, . . . , 1) to both sides of the equation hig = fi (mod q). On
the right-hand side, the inner product of the vector (1, . . . , 1) with the coefficients
of fi reveals the number of coefficients which are 1, subtracted by the number of
coefficients which are −1. For the left-hand side, they observe that the matrix formed
by (1, . . . , 1) · ϕ(hi) across several i is heuristically non-singular. Thus one can use
linear algebra to obtain g directly when O(n) public keys hi are given. This algorithm
requires knowing the number of coefficients that are 1 and −1. They also commented
that this method cannot be applied to the original NTRU encryption with multiple
keys since the matrix obtained (as described above) will be singular.
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4 Solving multiple-key NTRU with kernel reduction

In this section we describe how to leverage the Arora-Ge algorithm to solve NTRU
with multiple keys in the ring Z[x]/Φ for Φ ∈ {xn+1, xn−1} using our kernel reduction
algorithm. We discuss application to other rings in Section 5.

We first give our main results in Section 4.1 and consider the linearization proce-
dure in Section 4.2. Then we analyze the kernel of the linearized system in Section 4.3
based on some heuristic assumptions. Finally, we describe our kernel reduction
algorithm in Section 4.4 and prove its correctness.

4.1 Main results

Theorem 1 (Under Heuristics 1, 2, 3). Let n and q be positive integers with q > 3
a prime. Let Φ ∈ {xn + 1, xn − 1}. Let E be a finite subset of Z containing 0 where
d = |E| is constant. Let {hi}i∈[m] be an m-NTRUE

Φ,q instance with m = O(nd−1)
such that hi = fi/g (mod q) and at least one coefficient of g is zero. For either of the
following cases:
1. n is prime, or
2. n is composite, and the entries of g are sampled uniformly from a constant size

support (e.g. g is binary or ternary),
there is a heuristic algorithm that recovers g · xk for some k ∈ [n] in time polynomial
in n and the bit length of q with probability 1− o(1).

Observe that when n is a prime, the theorem does not place any restriction on the
size and distribution of g. However, when n is a composite, the theorem requires g to
be sampled uniformly from some small support due to some probabilistic argument
used in Lemma 6 and Heuristic 3. In most NTRU schemes the secrets have tiny support
such as binary and ternary, which is covered by Theorem 1.

4.2 Linearization

We consider the polynomial system given for the ternary case in Equation (1). Let
{hi}i∈[m] be a m-NTRUE

Φ,q instance for Φ ∈ {xn + 1, xn − 1} and define R = Z[x]/Φ.

Let Coeffj(z) = zj be the function which extracts the coefficient of xj for some z ∈ Rq

and j ∈ [n]. We view the coefficients of z as unknowns z0, . . . , zn−1, so Coeffj(z)
returns an element in Zq[z0, . . . , zn−1]. Consider the polynomial system given by

Fi,j(z) =
∏

b∈E

(Coeffj(hiz)− b) (2)

for i ∈ [m]. Fi,j(z) is a multivariate polynomial in Zq[z0, . . . , zn−1] of degree d = |E|.
By treating each distinct monomial as a new variable, we can view this as a linear
equation in approximately nd variables in Zq. Following [7] we refer to this process as
“linearization”, and we will denote the linearization of Fi,j by Li,j .

We use Ä(n,E) to denote the number of unique monomials occuring in the poly-
nomials {Fi,j(z)}i,j . This gives the number of variables in the linearized system. Note
that as we assume the support E contains 0 and |E| > 1, Fi,j(z) will only have
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monomials of degree in {1, . . . , d}. Therefore we have

Ä(n,E) f
d
∑

k=1

(

n+ k − 1

k

)

.

For convenience, we will use the shortcut notation Ä(n) in place of Ä(n,E) when the
support E is clear in the context. Note that it has order O(nd) when d is a constant.

4.2.1 Ordering

Due to the nature of our algorithm, it will be important to fix a particular ordering
on the monomials of Fi,j(z) and thus on the variables occuring in its linearization
Li,j(z). As noted above, Fi,j(z) contains monomials of degree in {1, . . . , d}. Therefore
it is always possible to order the monomials in the following way:
1. Order all monomials of degree d > 1 according to the lexicographical ordering.
2. Order all monomials of degree d = 1 according to the lexicographical ordering.
3. Monomials of degree d > 1 have higher orders than monomials of degree d = 1.

In the case of binary and ternary supports E = {0, 1} and E = {−1, 0, 1} this order-
ing coincides with the standard graded lexicographical ordering. In general it can be
different, and can be described as a lexicographical ordering on higher degree terms
followed by a lexicographical ordering on degree 1 terms.
Example 1. Take n = 2 and E = {0, 1, 2}. Let {hi}i∈[m] be an m-NTRUE

Φ,q instance.
The polynomials Fi,j(z) given by Equation (2) have degree 3 and two variables. The
monomials of Fi,j(z) can be ordered as:

z30 > z20z1 > z20 > z0z
2
1 > z0z1 > z31 > z21 > z0 > z1.

Define zi1,i2,i3 := zi1zi2zi3 for i1, i2, i3 ∈ [n]. Then this monomial ordering induces the
following ordering on the linearized variables of Li,j:

z0,0,0 > z0,0,1 > z0,0 > z0,1,1 > z0,1 > z1,1,1 > z1,1 > z0 > z1.

Abusing notation, we will sometimes use Li,j(z) to denote the coefficient vector of
the linearization of Fi,j under this monomial order. This is interpreted as a row vector.

4.2.2 Linearized vectors

After fixing the order, we set up some notations for easier exposition. Given some
y =

∑n−1
i=0 yix

i ∈ Rq we define the following column vector, which orders the products
of coefficients of y using the above ordering:

φ(y) := (y(0) | · · · | y(n−1) | y0, . . . , yn−1)T ,

where the row vector y(i) is defined as y(i) := (ydi , y
d−1
i yi+1, . . .), which is lexicograph-

ically ordered. Note that the subvector y(i) collects all the monomials that contain
the variable yi and hence the following subvectors y(j) for j g i + 1 do not contain
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the variable yi anymore. The length of the vector φ(y) is Ä(n). We also define Ni as
the length of the subvector y(i). Note that in the ternary case we have Ni =

(

n−i+1
2

)

,
and in the binary case we have Ni = n− i.

We will refer to φ(y) as the “linearized vector” of y. We are mostly interested in
applying φ(· ) on vectors of the form g · xk.

Let Hi denote the multiplication matrix associated to hi. That is, Hi =
[ϕ(hi), ϕ(hi · x), . . . , ϕ(hi · xn−1)]. Denote by [H′i − Hi] the block matrix whose j-
th row corresponds to the coefficients of the linearized polynomials Li,j(z) under our
monomial ordering for i ∈ [m]. Now denote by A the block matrix constructed by
concatenating the blocks corresponding to all m ring samples:

A =











A1

A2

...
Am











=











H′1 −H1

H′2 −H2

...
...

H′m −Hm











. (3)

Note that A is formed in a row-wise way, and has mn rows and Ä(n) columns.

4.3 Kernel

We are interested in understanding the right kernel of A constructed in Equation (3).
We know the kernel contains φ(g · xk) for k ∈ [n]. This is because each g · xk is a
solution for each Fi,j(z), so they must have corresponding linearized vectors in ker(A).
We now wish to know when the φ(g · xk) generate ker(A).

4.3.1 Lower bound on the kernel

First, we show that the kernel rank must be at least n.
Lemma 2. Let g ∈ R×q . The linearized vectors {φ(g · xk)}k∈[n] are linearly indepen-
dent. In other words, the linearized system A as in Equation (3) has a right kernel of
rank at least n.

Proof. Consider the multiplication matrix G = [ϕ(g), ϕ(g · x), . . . , ϕ(g · xn−1)]
associated to g. As g is invertible so is G, hence G has full rank. Now we define

B = [φ(g), φ(g · x), . . . , φ(g · xn−1)],

whose columns are the linearized vectors of g · xk. Note B contains G as an n × n
submatrix in the last n rows, so B has rank n as well. It follows that the vectors
φ(g · xk) are all linearly independent, and B is a basis for a dimension n subspace of
ker(A).

We will show in Section 4.3.3 that the linearized vectors φ(g · xk) generate all of
ker(A) with non-negligible probability for a suitably large number of samples m. The
proof proceeds analogously to [4, 7]. However, [4, 7] considered the case of LWE where
the input samples are genuinely uniform and their linearized vectors are mutually
independent by definition of LWE. In our case, the linearized row vectors in Ai are
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formed from a fixed hi and thus cannot be independent in theory. To circumvent this
we made several heuristic assumptions that we summarize in Section 4.3.2.

4.3.2 Heuristic assumptions

First, we will assume that the coefficients of each hi are uniform in Z
n
q . Note that the

randomness of the public keys hi is induced from the distribution of the private keys
fi and g.
Heuristic 1. For any i ∈ [m], the coefficients of hi are uniformly distributed in Z

n
q .

We will use this heuristic to justify that the rows of the multiplication matrix cor-
responding to hi are uniform. In theory, this heuristic cannot be true for practical
parameters. For example, the distribution of hi cannot be statistically indistinguish-
able from uniform [40] given a small support on fi and g. However, the notion of
statistical indistinguishability is perhaps overwhelming from a cryptanalysis point of
view.

Furthermore, we will assume that the linearized row vectors within each block
matrix Ai behave like independent vectors.
Heuristic 2. For any fixed i, the linearized vectors Li,j are mutually independent
between distinct j’s.

In practice, these assumptions seem mild. Our experiments support that (see
Section 6) using just m ≈ Ä(n)/n (close to the theoretical minimum required) number
of samples hi is almost always sufficient.

4.3.3 Upper bound on the kernel

We will need the following lemma on the zeros of a multivariate polynomial, due to
Schwartz and Zippel.
Lemma 3 (Schwartz-Zippel). Let P ∈ K[z1, . . . , zn] be a non-zero polynomial of total
degree d g 0 over an integral domain K. Let X be a finite subset of K. Then

Pr
x←U(Xn)

[P (x) = 0] f d

|X| .

Theorem 4 (Under heuristics 1, 2). Let {hi}i∈[m] be an m-NTRUE
Φ,q instance where

ϕ, q, E are as defined in Theorem 1. Let d = |E|. The resulting linearized system A

as in Equation (3) has a right kernel with rank n with probability at least 1 − dmn ·
qτ(n)−mn.

Proof. By Lemma 2, the matrix B = [φ(g), φ(g · x), . . . , φ(g · xn−1)] is a basis for
a dimension n subspace S of ker(A). We now lower bound the probability that S is
exactly ker(A). The proof is similar to [4, 7].

Fix some s ∈ Z
τ(n)
q \ S. We will view Li,j(s) as a polynomial in the coefficients of

hi. In other words, we view it as some polynomial Pi,j(z1, . . . , zn) where Pi,j(ϕ(hi)) =
Li,j(s). We first fix i and j. By Heuristic 1 we can apply Lemma 3 to find

Pr
hi←U(Rq)

[Li,j(s) = 0] = Pr
φ(hi)←U(Zn

q )
[Pi,j(ϕ(hi)) = 0] f d

q
.
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Note that the mutual independence of the fi and g implies the hi are mutually
independent as well. Then by Heuristic 2 it follows that

Pr
hi←U(Rq)

[Li,j(s) = 0, ∀i ∈ [m], ∀j ∈ [n]] f
(

d

q

)mn

.

By a union bound, the probability that the linearized system has some solution s ∈
Z
τ(n)
q \ S is less than (d/q)mnqτ(n) = dmnqτ(n)−mn.

Let d be a constant and d < q. The probability in Theorem 4 is asymptotically
almost sure whenm = c·Ä(n)/n for some small constant c ≈ 1+1/Θ(log n). In practice,
the number of samples m can be set to be precisely +Ä(n)/n,. Indeed, experimental
results of Section 6 show that all instances succeeded with m = +Ä(n)/n,, so it seems
likely that the slightly larger m predicted is just an artifact of the proof. The following
informal argument seems to indicate just this, and has the additional benefit of treating
A as a block matrix, simplifying the proof. However, this requires that we assume the
(linearized) blocks Ai are uniformly random and mutually independent, a stronger
assumption than the one used in the above proof.

We use the same notation as in the proof of Theorem 4. First recall that each
block Ai = [H′i − Hi] of A corresponding to a sample hi must have rank n. As
S ¦ ker(A) ¦ ker(Ai) we can write ker(Ai) = S·Ki for some Ki with S ∩Ki = {0}.
Since ker(Ai) has dimension Ä(n)−n we have dim(Ki) = Ä(n)−2n. Let X = Z

τ(n)
q \S.

Then

Pr
v←U(X)

[Aiv = 0] =
|Ki \ {0}|
|X| =

qτ(n)−2n − 1

qτ(n) − qn
.

Assuming Ai are uniformly random and independent, the events {A1v =
0}, . . . , {Amv = 0} are mutually independent as well, so Pr[Av = 0] =

∏m
i=1 Pr[Aiv =

0]. By a union bound, the final probability is bounded above by

(

qτ(n)−2n − 1
)m

(

qτ(n) − qn
)m−1 f

(

qτ(n)−2n − 1
)m

q2n(m−1)
(

qτ(n)−2n − 1
)m−1 f qτ(n)−2mn,

which is q−τ(n) when m = Ä(n)/n. This indicates that +Ä(n)/n, samples are enough
for the procedure to succeed with high probability, which further supports our
experimental findings in Section 6.

We also note that Albrecht, Cid, Faugère and Perret have shown a direct proof
(see [4, Theorem 8]) of the linear independence of the linearized system for the case
of LWE, using the determinant of some Macaulay matrix. Such an argument requires
a larger q which is not applicable to our parameters used in experiments.

4.4 Our kernel reduction algorithm

By Theorem 4 we know that, given sufficiently many ring samples, linearization will
produce a system A whose kernel has rank n with non-negligible probability and
contains the linearized vectors φ(g · xk) for k ∈ [n]. As we remarked earlier however,
extracting such a solution from the kernel of this linear system seems non-trivial.
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We overcome this by iteratively reducing the kernel of A. Recall g is known to
have at least one zero coefficient. Since multiplication by xk in R corresponds to a
rotation of the coefficient vector up to sign, we also know that there must be a rotation
that places a zero coefficient at the 0-th term. This translates to a run of zeros at the
start of the corresponding linearized vector, and we can reduce the dimension of the
kernel by restricting it to only such solutions. However, there is a possible obstruction
in the case that n is not prime, hence the separation between prime and composite n
in Theorem 1.

4.4.1 Zero patterns

To discuss the possible obstruction to kernel reduction we introduce the following
terminology.
Definition 5 (Zero pattern). Let g ∈ Rq where Rq = Zq[X]/Φ with Φ ∈ {xn+1, xn−
1} and q is a prime. We say that g admits a zero pattern if there exists an integer
k with 1 < k < n such that g and g · xk have zero coefficients in exactly the same
locations.

It is clear that when n is a prime g can not admit a zero pattern unless it is the
zero element, since n has no proper divisor. We state this without proof in Lemma 5.
Lemma 5. When n is a prime, g does not admit a zero pattern.

However, when n is composite, some g may admit a zero pattern. We demonstrate
some examples below.
Example 2. Let R = Z[x]/ïx6 − 1ð. In this ring the polynomial g = x5 + x4 + x2 − x
admits a zero pattern since it has the same zero locations as g · x3 = x5− x4 + x2 + x.
Similarly, take R = Z[x]/ïx6+1ð and g = x5+x3+x. Then g and g ·x2 = x5+x3−x
have the same locations of zero coefficients.

Fortunately, we observe that the density of such bad g’s is negligible for most com-
mon parameters. More precisely, when n is not too small and g is sampled uniformly
from a support of small size then it will admit a zero pattern with low probability.
Lemma 6. Let n be a composite integer and R = Z[x]/Φ for Φ ∈ {xn + 1, xn − 1}.
Let G be the size of the support on each coefficient of g. Denote G as the set of all g’s
sampled with such bounded support (e.g., |G| = Gn) and let G0 ¦ G contain all those
g’s admitting a zero pattern. Then |G0|/|G| = o(1).

Proof. Let ϕ(g) denote the coefficient vector of g. If g admits a zero pattern then for
some non-trivial divisor d of n, g and g·xk have the same coefficients zero. This implies
ϕ(g) can be partitioned into n/k segments of length k, each segment having l zeros at
the same indices, for some 1 f l < k. We will refer to this as a (k, l)-zero pattern.

A vector of length k can have l entries zero in
(

k
l

)

unique ways. As all segments of

ϕ(g) must have the same indices zero, there are a total of
(

k
l

)

such (k, l)-zero patterns.
Each (k, l)-zero pattern fixes nl/k coefficients to be zero. As the remaining n − nl/k
entries must be non-zero there are at most

(

k
l

)

(G−1)n−nl/k possible g with a (k, l)-zero
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pattern. Then the number of g ∈ G with any zero pattern is at most

∑

k|n
k ̸=1,n

k−1
∑

l=1

(

k

l

)

(G − 1)n−nl/k =
∑

k|n
k ̸=1,n

(

(G − 1)n

(

(

1 +
1

(G − 1)
n
k

)k

− 1

)

− 1

)

(4)

f no(1)(G − 1)n

(

(

1 +
1

(G − 1)2

)n/2

− 1

)

(5)

where Equation (4) follows from the binomial theorem. Equation (5) follows from the
observation that the term in the summation is maximized at k = n/2 and that the
number of divisors of n is in no(1)[? , Theorem 315].

Since G is a constant, we have that (G−1)
√

1 + 1/(G − 1)2 =
√
G2 − 2G + 2 = G−ϵ

for some positive constant ϵ < 1. We consider the density of such g over the support
of g which is less than

no(1) ((G − ϵ)/G)n = o(1).

Thus the density of g ∈ G admitting a zero pattern is o(1).

Note that, given an m-NTRUE
Φ,q,B instance where ∥g∥∞ f B for some constant

B, G can be set to 2B + 1.
For our purposes g is sampled from (a subset of) R×q rather than Rq, so Lemma 6

does not apply directly. As the proof of Lemma 6 follows from a combinatorial argu-
ment which does not account for the ring structure of Rq, it is not immediately clear
how to adapt it to R×q . For this reason, we make the following additional heuristic
assumption that the density result of Lemma 6 carries over to g ∈ G ∩R×q .
Heuristic 3. Let R,G,G0 be as in Lemma 6 and q be a prime. The density |G0 ∩
R×q |/|G ∩R×q | ≈ |G0|/|G| = o(1).

The high success rates of our experiments in Section 6 indicate that this should
be a mild assumption. Also, this assumption can be shown to be true in certain
cases. For example, when R = Z[x]/ïxn − 1ð and g is sampled from R×q with binary
support, it cannot have a zero pattern regardless of whether n is prime or composite.
This is because it will no longer be invertible, as its associated multiplication matrix
[ϕ(g), ϕ(g ·x), . . . , ϕ(g ·xn−1)] will not be invertible. Moreover, one may also prove this
for certain rings where one can lower bound the number of small invertible elements,
using methods such as [? ? ]. We leave such discussions for future work.

In the end, if a given g admits a zero pattern a potential fix is to re-randomize g in
the hope that it will no longer have a zero pattern. This idea has been used in [? ] in a
different context. For example, one can sample a small r and write hi(g+r)− fi = hir

(mod q). Instead of finding the kernel of the linearized system, now we look for the
pre-image of the linearized vector of hir. It is possible that g + r still has at least
one zero but no longer has a zero pattern, in which case Algorithm 1 will succeed.
One could also divide hi by a random invertible polynomial r and reconstruct our
polynomial system which will now have solutions gr ·xk, which may eliminate the zero
pattern. We leave the analysis of such re-randomization for future work.
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4.4.2 The algorithm

With the following lemma we will be ready to state the kernel reduction algorithm for
all n.
Lemma 7. Let V = W1 ·W2 be a finite-dimensional vector space. If there exists W
such that W1 ¦W ¦ V and W ∩W2 = {0} then W = W1.

Proof. By Grassmann’s formula dim(W )+dim(W2) = dim(W+W2)+dim(W ∩W2) =
dim(W +W2). Observe that W +W2 ¦ V and dim(V ) = dim(W1) + dim(W2). Then
dim(W1) f dim(W ) f dim(W1) so W = W1.

Theorem 8 (UnderHeuristic 3). Let {hi}i∈[m] be an m-NTRUE
Φ,q instance satisfying

the assumptions of Theorem 1. On input the resulting linearized system A, Algorithm 1
outputs g · xk for some k ∈ [n] with probability 1− o(1), and runs in time polynomial
in n and the bit size of q.

Proof. Theorem 1 assumes that m = O(nd−1). Therefore, by Theorem 4, ker(A) has
rank n with probability 1− o(1). We will thus assume ker(A) has rank n.

Let B be any basis matrix for ker(A). By Lemma 2, ker(A) is generated by φ(g·xk)
for k ∈ [n]. Write y = g · xk for some k. We will view B as a block matrix where each
block corresponds to the subvector y(i) of φ(y):

B =
[

BT
0 ,B

T
1 · · · ,BT

n

]T
. (6)

For any i ∈ [n], the block Bi is the submatrix with Ni rows (where Ni is defined
in Subsubsection 4.2.2), and Bn is the final n × n submatrix. Note that we have
y(i) ∈ span(Bi) for i ∈ [n].

Recall that we require g to have at least one coefficient zero. Let I = {i1, . . . , ir} ¦
[n] be the indices such that gik = 0. Note that r = n − hw(g). It must hold that
Coeff0(g · x−ik) = 0 for each ik ∈ I. Let y = g · x−ik for some ik ∈ I. Then the first
block y(0) of the linearized vector φ(y) must be 0, i.e.

φ(y) = (0, . . . , 0 | y(1) | · · · | y(n−1), y0, . . . , yn−1)
T . (7)

Let X be a basis matrix for ker(B0) and set B′ = B · X, S = span(B′). Then
Equation (7) is equivalent to the observation that φ(g · x−ik) ∈ S ¦ ker(A). This
holds for all indices ik ∈ I, so

{φ(g · x−ik) | ik ∈ I} ¦ S ¦ ker(A).

Thus dim(S) g r. As S∩{φ(g·x−i) | i ̸∈ I} = ∅, by Lemma 7 we see that {φ(g·x−ik) |
ik ∈ I} must be a basis for S, so dim(S) = r. Thus we have reduced the dimension of
the space where we will search for a solution from n to r = n−hw(g), and will iterate
this procedure until the dimension is 1, if possible. In that case B′ is just φ(g · x−ik)
so we can recover the coefficients of g · x−ik from the last n entries of B′.
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Algorithm 1 Extracting a solution g · xk by a kernel reduction algorithm.

Require: Linearized system A constructed from m samples hi = fi/g, d = |E| where
E is the support of fi.

Ensure: A solution g · xk for some k ∈ [n] or false if a solution can’t be found.
B← basis matrix for ker(A)
if rank(B) > n then ▷ Not enough samples.

return false
else if rank(B) = 0 then ▷ No solutions exist.

return false
else if rank(B) = 1 then ▷ There is a unique solution.

g̃←∑τ(n)
i=τ(n)−n bix

i where B = (b1, . . . , bτ(n))
T

return g̃

end if

J ← {0}
X← basis matrix for ker(BJ)
if rank(X) = 1 then

B′ = B ·X
g̃←∑τ(n)

i=τ(n)−n bix
i where B′ = (b1, . . . , bτ(n))

T

return g̃

end if

for i ∈ {1, . . . , n− 1} do
J ′ ← J ∪ {i}
X′ ← basis matrix for ker(BJ ′)
if rank(X′) = 0 then

continue

else if rank(X′) = 1 then

B′ = B ·X′
g̃←∑τ(n)

i=τ(n)−n bix
i where B′ = (b1, . . . , bτ(n))

T

return g̃

else if 1 < rank(X′) < rank(X) then
J ← J ′

X← X′

else if rank(X′) = rank(X) then ▷ There is a zero pattern.
return false

end if

end for

We now assume r > 1. For J = {j1, . . . , js} ¦ [n] we denote by BJ the matrix

BJ =
[

BT
j1 ,B

T
j2 , · · · ,B

T
js

]T
. (8)
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Let X be a basis matrix for ker(B{0,1}) and B′ = B ·X. By the same argument
used above we see that

{φ(g · x−ik) | {ik, ik + 1} ¦ I}

is a basis for S = span(B′). In other words, S is now spanned by the linearized vectors
corresponding to g · x−ik where g has two consecutive zero coefficients, at indices ik
and ik+1. If only one such vector exists then dim(S) = 1 and we are done. Otherwise,
three possibilities remain:

• If dim(S) = 0 then g does not have any two consecutive zero coefficients. In this
case, we update B{0,1} to B{0,2} and repeat the procedure. In other words, we
now test to see if g has two zero coefficients separated by one non-zero coefficient.

• If 1 < dim(S) < r then g does have some pairs of consecutive zero coefficients.
In this case we reduced the dimension, and can continue by updating B{0,1} to
B{0,1,2}.

• If dim(S) = r then every zero coefficient of g is followed by another, so g = 0
and we can abort the algorithm early.

We continue in this manner, removing a submatrix Bj if dim(S) = 0, and adding
an additional submatrix Bj+1 at every step. If dim(S) is unchanged at any step then
g has a zero pattern, and the algorithm can be aborted. This procedure is repeated
at most n− 1 times in the worst case scenario, when g has n− 1 zero coefficients.

Thanks to the ordering described in Section 4.2.1 this procedure converges on a
solution g ·xk that has all of its zero coefficients weighted towards the low order terms.
Such an ordering is unique if and only if g does not have a zero pattern, as discussed
in Section 4.4.1. By Lemma 5 if n is prime g will not have a zero pattern. Otherwise,
by Lemma 6 and Heuristic 3, g has a zero pattern with probability o(1). In either
case, the algorithm succeeds with probability 1− o(1).

In the end, the main computation in the algorithm is the kernel computation and
matrix multiplication, which take time polynomial in n and the bit size of q.

Proof of Theorem 1. This follows directly from Algorithm 1 on input the linearized
system described in Equation (3).

5 Application to NTRU variants

We have so far focused on NTRU with multiple keys over the rings Z[x]/ïxn±1ð, since
the kernel reduction algorithm is generally only required for these rings. In particular,
the original Arora-Ge method may already function in particular rings with specific
parameters without the need to invoke our kernel reduction procedure. To see this,
consider an example where R = Z[x]/ïxn +1ð and fi has binary support. The original
Arora-Ge method may already work in this case since the rotations fi ·xk are unlikely
to be binary anymore.

In this subsection, we summarize and clarify the applicability of the original Arora-
Ge method and our kernel reduction step to several popular NTRU variants. These
observations are also verified in experiments in Section 6.
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• As discussed above, take R = Z[x]/ïxn + 1ð and fi with binary support. The
original Arora-Ge method may already work in this case.

• Take R = Z[x]/ïxn+1ð and consider fi with ternary support. The rotations fi ·xk

are again ternary. Thus the original Arora-Ge method may fail to work and our
kernel reduction step is needed.

• Take R = Z[x]/ïxn − 1ð and fi with binary (or ternary) support. The rotations
fi · xk are again binary (resp. ternary). Thus the kernel reduction step is needed.

• For the same reason, the original Arora-Ge method is likely to work for the NTRU
Prime [9, 10] ring Z[x]/ïxp−x−1ð and the NTTRU [29] ring Z[x]/ïxn−xn/2+1ð.

To extend the criterion to general rings, we consider the obstacle discussed in
Section 3.2. Assume our m-NTRU instance has support E. Then the non-uniqueness
of the solution is due to the existence of r such that fi ·r still has support E for i ∈ [m],
since then g·r is also a valid solution: hi(g·r)−(fi ·r) = 0 (mod q). On the other hand,
if there does not exist any such r then the linearized system will have any additional
solutions φ(g · r). In such cases, the original Arora-Ge method will already work.

When R = Z[x]/Φ for Φ ∈ {xn + 1, xn − 1} and fi have ternary coefficients then
we of course have the rotations r = xj for all j producing valid solutions, but there
may be other possibilities for r depending on the particular set {fi}i∈[m]. Theorem 4,
although stated in terms of the linearization, can also be interpreted as saying that
such “bad” r exists with low probability.

Finally, our work considers prime moduli q. The NTRU submission [11] is instan-
tiated over the ring Rq = Zq[x]/ïxn − 1ð and specifies a power of two q and prime
n. Our results don’t hold for this choice of parameters for a couple of reasons. First,
because Zq is not an integral domain Lemma 3 does not apply. Second, due to the
existence of zero divisors in Zq the premise of the kernel reduction method no longer
holds. It is noted in [11] that it is possible to use prime q to achieve better size vs.
security trade-offs at the cost of being slightly less efficient, and in this context our
attack does apply.

6 Implementation and experiments

In this section we report on our implementation and experiments for the algorithms
described in Theorem 1 and Algorithm 1. Our algorithm is implemented in C++

using the FLINT library [41] compiled with OpenMP support for computing the kernel
of a matrix over a finite field. The source code is available at https://github.com/
wjyoumans/arora-ge-ntru. These experiments are mostly run on systems with Intel

Xeon E5-2660 and AMD EPYC-75511 cores.

6.1 Zq[x]/ïx
n + 1ð and Zq[x]/ïx

n − 1ð

In the first set of experiments, we consider two cases where the underlying rings are
Zq[x]/ïxn + 1ð and Zq[x]/ïxn − 1ð respectively. In practice the exponent n is usually
taken to be a power-of-two or a prime in such rings, but for the purpose of verifying
our algorithm we considered more general n.

In the first experiment we focus on ring Rq = Zq[x]/ïxn−1ð where fi,g are sampled
uniformly with binary coefficients such that g contains at least one zero entry. The
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dimension n ranges from 32 to 320 and we fix q = 769 in these experiments (thus the
ratio between q and n varies). For each dimension n, we generate g 16 instances of the
multiple key NTRU problem with different seeds, and for each instance we generate
exactly m = +Ä(n)/n, samples hi. The results are tabulated in Table 1. The first
column denotes the ring dimension. The second column “#samples m” denotes the
number of samples hi used. The third column Ä(n) follows the discussion in Section 4.2.
the dimensions of the linearized system. The fourth column reports the rank of the
kernel of this system (initial rank before kernel reduction). The fifth column denotes
the number of seeds/instances used. The sixth column denotes the number of succeeded
experiments, in terms of whether the actual secret g can be recovered. The last column
records the average running-time per instance (in seconds).

There are several observations. First, one can see that the rank of the kernel is
always equal to the degree n. This implies that the chosen m is sufficiently large.
Note that m is chosen to be precisely +Ä(n)/n, according to the discussion following
Theorem 4. Second, all experiments succeeded in recovering the actual secret g, which
shows the effectiveness of the kernel reduction algorithm described in Algorithm 1. As
the secrets have binary support, one needs m ≈ n/2 ring samples resulting in a matrix
with dimensions Ä(n) ≈ n2/2.

Dim n #samples m τ(n) initial kernel rank #trials #succ. ave. time (s)

32 18 560 32 64 64 0.093
48 26 1224 48 64 64 0.533
64 34 2144 64 64 64 1.846
80 42 3320 80 64 64 3.766
96 50 4752 96 64 64 12.27
128 66 8384 128 64 64 38.54
160 82 13040 160 64 64 111.5
192 98 18720 192 64 64 403.9
224 114 25424 224 32 32 617.0
256 130 33152 256 32 32 1785
288 146 41904 288 32 32 2299
320 154 46664 320 16 16 4696

Table 1: Experiments in Rq = Zq[x]/ïxn − 1ð where the secrets fi,g have binary
coefficients and q = 769.

In the second experiment, we considered the ring Rq = Zq[x]/ïxn + 1ð where fi,g
are sampled uniformly with ternary coefficients such that g contains at least one zero
entry. The dimension n ranges from 16 to 64 resulting in matrix dimension ranging
from 832 to 45824. We also fix q = 769. For each dimension n, we generate g 16
instances of the multiple key NTRU problem. The results are given in Table 2. The
columns follow similar notations. As the secrets fi are now ternary, Ä(n) ≈ n3/6 so one
needs m ≈ n2/6 ring samples. This is why the columns “#samples m” and “Ä(n)” are
larger than those in Table 1. We stop the experiments at n = 64, which correspond to
a matrix dimension of 45824.

In the third experiment, we considered both rings Zq[x]/ïxn ± 1ð but focus on
very small moduli q. This is motivated by the factor of q appearing in the probability

21



967
968
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012

Dim n #samples m τ(n) initial kernel rank #trials #succ. ave. time (s)

16 52 832 16 64 64 0.145
24 110 2624 24 64 64 2.256
32 188 6016 32 64 64 13.26
40 288 11520 40 64 64 64.62
48 419 19648 48 32 32 262.6
56 552 30912 56 16 16 658.4
64 716 45824 64 16 16 3183

Table 2: Experiments in Rq = Zq[x]/ïxn+1ð where the secrets fi,g have ternary
coefficients and q = 769.

described in Theorem 4. More specifically, we choose q from 13, 19, 29, 31. We fix
n = 64 (or 32) for the ring Zq[x]/ïxn − 1ð (resp. Zq[x]/ïxn + 1ð), and take m = 34
(resp. 188). Note that these m are chosen to be +Ä(n)/n,. For each set of parameters,
we generate multiple instances as indicated by the column “# trials”. In the end, we
tabulate the number of succeeded experiments in the last column. One can see that
most of the experiments still succeeded even when the moduli are tiny. The only two
exceptions are q = 11 and q = 13 in the ring Zq[x]/ïxn−1ð where the linearized system
did not have sufficient rank (indicating more samples are needed). These moduli are
very small compared to what is used in practice.

Dim n q τ(n) #trials #succ.

64 11 2144 128 126
64 13 2144 64 60

Zq [x]/ïxn − 1ð 64 19 2144 64 63
Binary fi,g 64 29 2144 64 64

64 31 2144 64 64

32 11 6016 128 128
32 13 6016 64 64

Zq [x]/ïxn + 1ð 32 19 6016 64 64
Ternary fi,g 32 29 6016 64 64

32 31 6016 64 64

Table 3: Experiments in two rings Zq[x]/ïxn ± 1ð
with various small moduli q = 13, 19, 29, 31.

6.2 Zq[x]/ïx
p − x − 1ð and Zq[x]/ïx

n − xn/2 + 1ð

We consider some more experiments for the NTRU Prime [9, 10] ring of the form
Z[x]/ïxp − x − 1ð and the NTTRU [29] ring of the form Z[x]/ïxn − xn/2 + 1ð. As
discussed in Section 5, the original Arora-Ge method is likely to already work in such
rings and hence the kernel reduction algorithm is not needed. The main purpose of
these experiments is to verify the discussions made in Section 5 such that the initial
kernel (in these rings) is likely to be already have dimension 1.
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In the fourth experiment of Table 4 we consider the ring Rq = Zq[x]/ïxp − x− 1ð.
In the fifth experiment of Table 5 we consider the ring Rq = Zq[x]/ïxn − xn/2 + 1ð.
In both experiments, fi,g are sampled uniformly with binary coefficients such that g
contains at least one zero entry. We also fix q = 769 in both experiments. In Table 4, we
choose prime dimensions p ranging from 37 to 131. In Table 5, we choose dimensions n
ranging from 32 to 128. For each dimension p, we generate 32 instances of the multiple
key NTRU problem with different seeds, and for each instance we generate exactly
m = +Ä(n)/n, samples hi. The results are tabulated in Table 4 and Table 5. The
columns have similar notations as the previous experiments.

One can see that in all instances ths linearized systems have an initial kernel of rank
1, which mean the original Arora-Ge method is already able to recover the solution.

Dim p #samples m τ(n) initial kernel rank #trials #succ. ave. time (s)

37 20 740 1 32 32 0.102
53 28 1484 1 32 32 0.631
67 35 2345 1 32 32 1.928
83 43 3569 1 32 32 3.900
97 50 4850 1 32 32 12.87
131 67 8777 1 32 32 40.35

Table 4: Experiments in Rq = Zq[x]/ïxp − x − 1ð where the secrets fi,g have
binary coefficients and q = 769. There is no need to perform the kernel
reduction step.

Dim p #samples m τ(n) initial kernel rank #trials #succ. ave. time (s)

32 18 560 1 32 32 0.103
48 26 1224 1 32 32 0.592
64 34 2144 1 32 32 1.577
80 42 3320 1 32 32 3.815
96 50 4752 1 32 32 12.34
128 66 8384 1 32 32 37.82

Table 5: Experiments in Rq = Zq[x]/ïxn−xn/2+1ð where the secrets fi,g have
binary coefficients and q = 769. There is no need to perform the kernel
reduction step.
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