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Abstract
Gamma-Phi losses constitute a family of multiclass classification loss functions that generalize
the logistic and other common losses, and have found application in the boosting literature. We
establish the first general sufficient condition for the classification-calibration (CC) of such losses.
To our knowledge, this sufficient condition gives the first family of nonconvex multiclass surrogate
losses for which CC has been fully justified. In addition, we show that a previously proposed
sufficient condition is in fact not sufficient. This contribution highlights a technical issue that is
important in the study of multiclass CC but has been neglected in prior work.
Keywords: Loss functions, classification-calibration

1. Introduction

Multiclass classification into k ≥ 2 categories is one of the most commonly encountered tasks in
machine learning. To formulate the task mathematically, labelled training instances {(xi, yi)}ni=1

are drawn from a joint distribution P over X × [k] where [k] := {1, . . . , k} and X is a space of
unlabelled instances. The goal is to select a classifier h : X → [k] that makes the fewest mistakes,
i.e., the 01-risk R01,P (h) := E(X,Y )∼P [I{Y ̸= h(X)}] should be as low as possible. Here, I denotes
the indicator function. A fundamental strategy for learning a classifier is empirical risk minimization
(ERM), which selects an h minimizing the empirical 01-risk R̂n

01(h) :=
1
n

∑n
i=1 I{yi ̸= h(xi)} over

a class of functions, e.g., histogram classifiers.
Directly minimizing the empirical 01-risk is difficult due to the discrete nature of the ob-

jective. To address this, it is common to employ continuous-valued class-score functions f =
(f1, . . . , fk) : X → Rk, whose components represent preference for the respective class, and are
used in lieu of the discrete-valued h. The classifier associated to f is defined as argmax ◦f(x) :=
argmaxj=1,...,k fj(x), where ties are broken arbitrarily. For selecting f , a surrogate loss function
L : [k]× Rk → R≥0 is employed. The quantity L(y, f(x)) is the loss incurred by f when instance
x has label y. The L-risk is defined to be RL,P (f) := E(X,Y )∼P [L(Y, f(X))], and f is selected by
minimizing the empirical L-risk R̂n

L(f) over a class of functions, e.g., neural networks.
It is desirable for the surrogate loss L to have the consistency transfer property: Let P be a

distribution over X × [k]. Suppose that {f̂ (n)}n is an arbitrary sequence of score functions, e.g.,
f̂ (n) is an empirical L-risk minimizer, over a class of functions that may depend on n. Whenever
RL(f̂

(n))→ inff RL(f) as n→∞, we have R01(argmax ◦f̂ (n))→ infhR01(h) as n→∞. The
infimums are, respectively, over all measurable functions f : X → Rk and h : X → [k].

This property justifies L-risk minimization when minimizing the 01-risk is the actual target
of interest. Establishing sufficient conditions for the property is a central goal of the theory of
classification-calibration (CC) (Zhang, 2004; Tewari and Bartlett, 2007; Duchi et al., 2018).
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The Gamma-Phi losses are a family of losses that have been successfully applied to the design
and analysis of multiclass boosting algorithms (Beijbom et al., 2014; Saberian and Vasconcelos,
2019). Analysis of boosting algorithms have also been approached from the CC theory point of
view (Bartlett and Traskin, 2006; Mukherjee and Schapire, 2013). However, no sufficient condition
for the classification calibration of Gamma-Phi losses has been proposed that broadly encompasses
a wide range of practical losses. This work aims to close this gap.

1.1. Our contributions

Informally stated, our contributions are:
1. Theorem 3.3: For γ with strictly positive derivative, and non-increasing ϕ with negative

derivative at zero, the associated Gamma-Phi loss L is classification-calibrated.
2. Theorem 3.6: There exists strictly increasing γ, and non-increasing ϕ with negative derivative

at zero whose associated Gamma-Phi loss is not classification-calibrated.
The positive result of this work, Theorem 3.3, establishes the first broadly applicable sufficient
condition for classification calibration of Gamma-Phi loss. The negative result of this work, The-
orem 3.6, shows that the condition that γ has strictly positive derivative cannot be significantly
weakened, and that the sufficient condition conjectured by Pires and Szepesvári (2016) turns out to
be insufficient.

The main impact of our theory is that for the first time it establishes CC of nonconvex multiclass
loss functions, which have been shown to enjoy robustness to label noise (Masnadi-Shirazi and
Vasconcelos, 2008; Amid et al., 2019) and adversarial contamination (Awasthi et al., 2021). For
instance, our work establishes CC of the multiclass sigmoid loss (γ = identity, ϕ = sigmoid). A
second impact is that our work calls attention to the importance of considering the boundary of
the probability simplex, not just the interior, when proving CC. Several prior works omit this case
(Zhang, 2004; Zhang et al., 2009; Amid et al., 2019), and thus their proofs are incomplete.

Finally, our result provides insight on choosing Gamma-Phi losses that are suitable for multi-
class classification. For instance, Gamma-Phi losses, which have been successful in (offline) multi-
class boosting Saberian and Vasconcelos (2019), may be useful for the online regime as well (Raman
and Tewari, 2022). See Jung et al. (2017) and the discussion in §4.1 therein.

1.2. Related works

Gamma-Phi losses were introduced and studied in a series of papers and have been shown to perform
well in boosting (Saberian and Vasconcelos, 2019, 2011; Beijbom et al., 2014). Progress towards
proving classification-calibration have been made for special instances of Gamma-Phi, namely for
the coherence loss (Zhang et al., 2009) and the pairwise-comparison loss (Zhang, 2004)1.
Non-convex multiclass loss functions. Many existing sufficient conditions for CC require the
components of L to be convex, e.g., in Tewari and Bartlett (2007); Bartlett et al. (2006). Gamma-Phi
losses in general are non-convex and thus our result Theorem 3.3, which does not require convexity,
is complementary to these works. Non-convex loss have recently received attention in the context
of robust learning (Huber, 2011), and learning with noisy labels (Amid et al., 2019).
Beyond classification. While our work focuses on classification, many works have developed the-
ory for other learning tasks. Steinwart (2007) introduced the extension of loss calibration-theory to

1. See Remark 3.4. Our sufficient condition (Theorem 3.3) completes and subsumes these partial works.
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cost-sensitive classification, regression and unsupervised learning tasks such as density estimation.
Ramaswamy and Agarwal (2016) developed theory for learning with general discrete losses such as
abstention (Ramaswamy et al., 2018). Finocchiaro et al. (2019) showed that there exists polyhedral
losses that are calibrated with respect to arbitrary discrete losses.
Restricted class of score functions. The key result of CC theory relating L-risk and 01-risk min-
imization assumes working with a sufficiently rich class of score function, i.e., when f : X → Rk

range over all measure functions. Without this assumption, classification-calibration theory is of
limited use (Mukherjee and Schapire, 2013, §9.1). To address this, Duchi et al. (2018) introduces
the notion of universal-equivalence of loss functions and extends the key result of CC theory for cer-
tain restricted families of f ’s that are “quantized”. Moreover, Long and Servedio (2013); Zhang and
Agarwal (2020); Awasthi et al. (2022) study H-consistency for the situation when f is restricted to
some given familyH. Awasthi et al. (2022) derives generalized regret bounds based on the so-called
minimizability gap.

1.3. Notations

Denote by k ≥ 2 the number of classes and by ∆k = {p ∈ Rk
≥0 :

∑k
j=1 pj = 1} the k-probability

simplex. Let ∆k
desc = {p ∈ ∆k : p1 ≥ · · · ≥ pk} denote the set of probability vectors whose

entries are non-increasing (descending) with respect to the index.
Operations on vectors. Let the square bracket with subscript [·]j be the projection of a vector onto
its j-th component, i.e., [v]j := vj where v = (v1, . . . , vk) ∈ Rk. Given two vectors w,v ∈ Rk,
we write w ≥ v if wj ≥ vj for all j ∈ [k]. Likewise, we write w > v if wj > vj for all j ∈ [k].
Permutations. A bijection from [k] to itself is called a permutation on [k]. Denote by Sym(k) the
set of all permutations on [k]. We often write σσ′ instead of σ ◦ σ′ for the compositions of two
permutations σ, σ′ ∈ Sym(k). For i, j ∈ [k], let τ(i,j) ∈ Sym(k) denote the transposition which
swaps i and j, leaving all other elements unchanged. More precisely, τ(i,j)(i) = j, τ(i,j)(j) = i and
τ(i,j)(y) = y for y ∈ [k] \ {i, j}.
Permutation matrices. For each σ ∈ Sym(k), let Sσ denote the permutation matrix corresponding
to σ. In other words, if v ∈ Rk is a vector, then [Sσv]j = [v]σ(j) = vσ(j). Below, we abuse notation
and simply write σ(v) instead of Sσ(v) when there is no confusion. Note that if σ, σ′ ∈ Sym(k),
then Sσσ′ = SσSσ′ .

2. Background

In this section, we review the definitions of Gamma-Phi losses and classification-calibration. In the
introduction, a multiclass loss is denoted as L : [k]×Rk → R≥0. However, hereinafter, we will use
a slightly modified, but mathematically equivalent notation that is more convenient.

Definition 2.1. A k-ary multiclass loss function L = (L1, . . . ,Lk) : Rk → Rk
+ is a vector-valued

function such that for all v ∈ Rk and all y, j ∈ [k], we have vy ≥ vj implies that Ly(v) ≤ Lj(v).
Given the score vector v ∈ Rk, the value Ly(v) is the loss incurred when the true label is y ∈ [k].
We say thatL is permutation equivariant2 ifL(Sσ(v)) = Sσ(L(v)) for all v ∈ Rk and σ ∈ Sym(k).
In other words, the classes are viewed symmetrically from the loss function’s perspective.

2. This property is sometimes referred to as symmetric in the literature. However, a symmetric function, say f , has the
invariance property, i.e., f(Sσ(v)) = f(v), which is different than the notion of equivariance as used in Defini-
tion 2.1. See Bronstein et al. (2021, §3.1), for an in-depth discussion on invariance versus equivariance.

3



WANG SCOTT

Definition 2.2 (Gamma-Phi losses). Let γ : R≥0 → R≥0 be non-decreasing and ϕ : R → R≥0

non-increasing functions. The Gamma-Phi loss associated to γ and ϕ is the loss L ≡ Lγ,ϕ whose
y-th component is given by Ly(v) := γ

(∑
y′∈[k]:y′ ̸=y ϕ(vy − vy′)

)
.

Example 2.3. When γ(x) := log(1 + x) and ϕ(x) := exp(−x), we recover the logistic/cross
entropy loss. When γ(x) := T log(1 + x) and ϕ(x) := exp((1 − x)/T ) where T > 0 is a
hyperparameter, we recover the coherence loss used in the multiclass GentleBoost.C algo-
rithm (Zhang et al., 2009). When γ is the identity, the Gamma-Phi loss reduces to the pairwise com-
parison loss (Zhang, 2004, Section 4.1). The multiclass exponential loss, used in AdaBoost.MM
(Mukherjee and Schapire, 2013), is the pairwise comparison loss when ϕ(x) := exp(−x). When
γ(x) := (x/(1+x))2 and ϕ(x) := exp(−x), we recover the savage loss (Saberian and Vasconcelos,
2019).

We now review fundamental definitions and key result of the theory of classification-calibration.

Definition 2.4. Let p ∈ ∆k. The conditional risk of L at p is the function CL
p : Rk → R defined

by CL
p (v) =

∑
y∈[k] pyLy(v). The conditional Bayes risk is defined as CL,∗

p := infv∈Rk CL
p (v).

When there is no ambiguity about the loss function, we drop the superscript L and simply write
Cp(v) and C∗

p.

This “conditional” terminology was used in Bartlett et al. (2006). It was also called inner L-risk
by Steinwart (2007). The following is from Zhang (2004, Definition 1).

Definition 2.5. A loss L is classification-calibrated if for all p ∈ ∆k and y such that py < maxj pj ,
we have CL,∗

p < inf
{
CL
p (v) : v ∈ Rk, vy = maxv

}
.

Intuitively, the classification-calibration property states that when y is not the most probable
class label, then outputing a score vector v maximized at y leads to sub-optimal conditional L-risk.
Next, we recall the definitions of the 01-risk R01,P (h) := E(X,Y )∼P [I{Y ̸= h(X)}] and the L-risk
RL,P (f) := E(X,Y )∼P [L(Y, f(X))]. Finally, the key result in classification-calibration theory is

Theorem 2.6 (Zhang (2004)). Let L : Rk → Rk
+ be a permutation equivariant loss function. Let F

be the set of all Borel functionsX → Rk. IfL is classification-calibrated, thenL has the consistency
transfer property: For all sequence of function classes {Fn}n such that Fn ⊆ F ,

⋃
nFn = F , all

f̂n ∈ Fn and all probability distributions P on X × [k]

RL,P (f̂n)
P→ inff RL,P (f) implies R01,P (argmax ◦ f̂n)

P→ infhR01,P (h)

where the infimums are taken over all Borel functions f : X → Rk and h : X → [k], respectively.

In applications, f̂n is often taken to be an L-risk empirical minimizer over a training dataset of
cardinality n. However, the above property holds for any sequence of functions f̂n ∈ Fn.

Remark 2.7. Zhang (2004) refers to Definition 2.5 as infinity-sample consistency (ISC), while
later work by Tewari and Bartlett (2007) considers a slightly different definition of classification-
calibration (CC). Moreover, Tewari and Bartlett (2007, Theorem 2) shows that CC characterizes
the consistency transfer property, while Zhang (2004, Theorem 3) only shows that ISC is sufficient.
In fact, ISC is also necessary. While this fact is simple, it has not been explictly stated to the best
of our knowledge. Therefore, we include its proof in Section A of the Appendix. Throughout this
work, we will use the name “classification-calibration”.
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3. Main results

In this section, we consider the Gamma-Phi loss as in Definition 2.2.

Definition 3.1. Let γ : R≥0 → R≥0 be a function satisfying supx∈[0,∞) γ(x) = +∞. We say
that γ satisfies condition3 (Gamma-SI) if γ is strictly increasing, i.e., γ(x) < γ(x̃) if x < x̃, and
condition (Gamma-PD) if γ is continuously differentiable and dγ

dx(x) > 0 for all x ≥ 0.

Note that condition (Gamma-PD) implies condition (Gamma-SI), but the converse is not true.

Definition 3.2. Let ϕ : R→ R≥0 be a function with the property that infx∈R ϕ(x) = 0. We say that
ϕ satisfies condition (Phi-NDZ) if ϕ is differentiable, dϕ

dx (x) ≤ 0 for all x ∈ R, and dϕ
dx (0) < 0.

Theorem 3.3. Let L ≡ Lγ,ϕ be the Gamma-Phi loss where γ satisfies Gamma-PD, and ϕ satisfies
Phi-NDZ. Then L is classification-calibrated.

In light of Theorem 2.6, if L satisfies the conditions of Theorem 3.3, then L satisfies the transfer
consistency property. As stated in the introduction, Theorem 3.3 establishes the first sufficient
condition of CC for Gamma-Phi loss.

Remark 3.4. Both the coherence loss (Zhang et al., 2009) and pairwise comparison loss (Zhang,
2004) where ϕ satisfies (Phi-NDZ) satisfy the conditions of Theorem 3.3. On the other hand, the
classification-calibration property for these losses has not been established previously due to omis-
sions in the respective proofs. In both aforementioned works, the proofs only check the condition
in Definition 2.5 for p ∈ ∆k such that p > 0 elementwise. In this work, we address the case when
p can have zero entries, which requires significant work.

Remark 3.5. The multiclass savage loss (Saberian and Vasconcelos, 2019) is a Gamma-Phi loss
with γ(x) = (x/(1 + x))2 and ϕ(x) = exp(−2x) which does not satisfy the condition of Theo-
rem 3.3. More precisely, the condition supx∈[0,∞) γ(x) = +∞ fails. While the binary savage loss
is classification-calibrated (Masnadi-Shirazi and Vasconcelos, 2008), to the best of our knowledge
it is unknown whether the multiclass savage loss is classification-calibrated.

We present an intuitive proof sketch of Theorem 3.3. The full proof can be found in Section 5.

Proof sketch of Theorem 3.3. Unwinding the definition, if the loss L is not classification-calibrated,
then there exists a class-conditional distribution on the labels p ∈ ∆k, a label y ∈ [k], and a
sequence {vt ∈ Rk}t=1,2,... such that (i) py < maxj∈[k] pj is not maximal, (ii) vty = maxj∈[k] v

t
j is

maximal for all t and (iii) the conditional risk CL
p (v

t)→ CL,∗
p the Bayes conditional risk.

The “easy” case is when the sequence {vt}t=1,2,... has a limit α ∈ Rk where αy = maxj∈[k] αj

and CL
p (α) = CL,∗

p . Then it is straightforward4 to derive a contradiction using the first derivative
test for minimality. However, the challenge is that in general the sequence {vt}t=1,2,... may diverge5.

The major technical contribution of our work is the construction of a modified sequence {ṽt}t,
based on {vt}t, with the following property: there exists some ℓ ∈ {2, . . . , k} such that for all

3. “SI”, “PD” and “NDZ” stand for strictly increasing, positive derivative and negative derivative at zero, respectively.
4. The “easy” case was previously addressed in Zhang (2004, Theorem 5). For the sake of completeness, we include

the argument in Lemma 5.6.
5. Note that neither Zhang (2004, Theorem 5) nor Lemma 5.6 can be directly applied in the divergent case because

doing so would amount to “taking a derivative at infinity”. Our technique circumvents this by extracting a convergent
subvector. It will be interesting to interpret this technique in the astral space formalism (Dudı́k et al., 2022).
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t = 1, 2, . . . the “subvector” (ṽt1, . . . , ṽ
t
ℓ) = α ∈ Rℓ, i.e., the subvector consisting of the first

ℓ entries of ṽt is constant with respect to t and equals to α. Moreover, CL
q (α) = CL,∗

q , where
q := (

∑ℓ
j=1 pj)

−1 (p1, . . . , pℓ) ∈ ∆ℓ
desc. Thus, we have reduced the problem to the “easy” case.

At a high level, our construction proceeds by first showing that the sequence {vt}t converges
in the extended-real sense. Then, we proceed with a series of modifications to {vt}t to ensure that
there exists an index ℓ ∈ [k] such that for all 1 ≤ j ≤ ℓ we have vtj is equal to a finite quantity
αj ∈ R for all t, and that for all j > ℓ we have limt v

t
j = ±∞ diverges. We show that throughout

these modification, the property CL
p (v

t)→ CL,∗
p continues to hold.

Our analysis highlights the following intuition: ifL is classification-calibrated for the k-category
problem, thenLmust be classification-calibrated for every ℓ-category subproblem where 2 ≤ ℓ ≤ k.

Next, we show an example of a Gamma Phi loss that satisfies the conditions of Pires and
Szepesvári (2016) and yet is not classification-calibrated. The paragraph before Pires and Szepesvári
(2016, Section 3.4.2) conjectures that the Gamma-Phi loss is calibrated when γ is strictly increasing
and ϕ satisfies the same condition as in Zhang (2004, Theorem 6), namely that ϕ is non-negative,
non-increasing and ϕ′(0) < 0. However, in the following example, we give a counterexample to the
aforementioned statement.

Theorem 3.6. Let L be the Gamma-Phi loss where ϕ(x) = exp(−x) and

γ(x) =

{
1− (x− 1)2 : x < 1

2(x− 1)2 + 1 : x ≥ 1.

Then γ satisfies (Gamma-SI) and ϕ satisfies (Phi-NDZ), but L is not classification-calibrated.

Our proof relies on a careful analysis of the behavior of the loss function L(v) when the argu-
ment v approaches infinity. Moreover, our proof highlights the importance of verifying the main
condition in the definition of classification-calibration (Definition 2.5) for p with zero entries. The
following sections will prove results stated in this section. All omitted proofs of intermediate results
are included in the appendix.

4. Conditional risks of permutation equivariant losses

In this section, we study some of the basic properties of the conditional risk (Definition 2.4) of
permutation equivariant losses (Definition 2.1). All omitted proofs can be found in Section C of the
Appendix.

Lemma 4.1. Let L be a permutation equivariant loss. Let σ ∈ Sym(k), v ∈ Rk and p ∈ ∆k be
arbitrary. Then Cp(v) = Cσ(p)(σ(v)). Furthermore, we have C∗

p = C∗
σ(p).

Lemma 4.2. Suppose that L is permutation equivariant. Let p ∈ ∆k, y, y′ ∈ [k] and v ∈ Rk.
Let τ ∈ Sym(k) be the transposition of y and y′, i.e., τ(y) = y′, τ(y′) = y and τ(j) = j for all
j ∈ [k] \ {y, y′}. Then Cp(v)− Cp(τ(v)) = (py − py′)(Ly(v)− Ly′(v)).

Proposition 4.3. Let p ∈ ∆k
desc. Let v ∈ Rk be arbitrary. Let σ ∈ Sym(k) be such that vσ(1) ≥

vσ(2) ≥ · · · ≥ vσ(k). Then Cp(v) ≥ Cp(σ(v)).
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Proof. This proof is essentially Lemma S3.8 from Wang and Scott (2020) Supplemental Materials.
First, we note that if σ̃ ∈ Sym(k) is another permutation such that vσ̃(1) ≥ vσ̃(2) ≥ · · · ≥ vσ̃(k), then
σ̃(v) = σ(v). Thus, it suffices to prove the result while assuming that the permutation σ that sorts
v is given by the bubble sort algorithm:

L1. Initialize the iteration index t← 0 and v0 := v,
L2. While there exists i ∈ [k] such that vti < vti+1, do

(a) Let τ t = τ(i,i+1) ∈ Sym(k) be the permutation that swaps i and i+1, leaving other indices
unchanged.

(b) vt+1 ← τ t(vt)
(c) t← t+ 1

L3. Output vT , where T ← t is the final iteration index.

Let ⟨·, ·⟩ be the ordinary dot product on Rk. Note that Cp(v) = ⟨p,L(v)⟩. Furthermore,
at termination, there exists σ ∈ Sym(k) such that vT = σ(v) is sorted as in the statement of
Proposition 4.3. We claim that at every intermediate step t ∈ {0, . . . , T}, we have ⟨p,L(vt)⟩ ≥
⟨p,L(vt+1)⟩. This would prove Proposition 4.3, since ⟨p,L(v0)⟩ = Cp(v) and ⟨p,L(vT )⟩ =
Cp(σ(v)).

Towards proving our claim, let t be an intermediate iteration of the above “bubble sort” algo-
rithm, and let i ∈ [k] be as in L2. Then we have

⟨p,L(vt)⟩ − ⟨p,L(vt+1)⟩
= ⟨p,L(vt)⟩ − ⟨p,L(τ t(vt))⟩ ∵ Definition on L2.(b)

= (pi − pi+1)(Li(vt)− Li+1(v
t)) ≥ 0, Lemma 4.2

as desired. The last inequality follows immediately from Definition 2.1 for multiclass losses.

5. Proof of Theorem 3.3

In this section, we develop the machinery which will be put together at the end of the section to prove
Theorem 3.3. The first goal is to prove Proposition 5.4, whose proof sketch was introduced above
in Section 3. Roughly speaking, Proposition 5.4 derives properties about sequences {vt}t such that
limtCp(v

t) = C∗
p. Assuming that L is not classification-calibrated, these properties together with

Lemmas 5.6 to 5.7 are then used to derive a contradiction, thereby proving Theorem 3.3.
Now, to prepare for the proof of Proposition 5.4, we state several helper results:

Lemma 5.1. In the situation of Theorem 3.3, let {vt}t ⊆ Rk be a totally convergent sequence and
p ∈ ∆k. Then limtCp(v

t) exists and is ∈ [0,+∞]. If {ṽt}t ⊆ Rk is another totally convergent
sequence such that limt v

t
y − vtj = limt ṽ

t
y − ṽtj for all y, j ∈ [k], then limtCp(v

t) = limtCp(ṽ
t).

The proof of Lemma 5.1 can be found in Section D of the Appendix.

Corollary 5.2. In the situation of Theorem 3.3, let {vt}t ⊆ Rk be a totally convergent sequence
and S ⊆ [k] be a set such that limt v

t
y ∈ R for all y ∈ S. Define {ṽt}t ⊆ Rk by ṽtj := vtj if j ̸∈ S

and ṽtj := limt v
t
j if j ∈ S. Then limtCp(v

t) = limtCp(ṽ
t) as elements of [0,+∞].

Proof. Note that {vt}t and {ṽt}t satisfy the conditions of Lemma 5.1.
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Lemma 5.3. In the situation of Theorem 3.3, let L be the Gamma-Phi loss as in Definition 2.2
where γ satisfies (Gamma-PD) and ϕ satisfies (Phi-NDZ). Let p ∈ ∆k and y, y′ ∈ [k] be such that
py′ > py. Suppose {vt}t ⊆ Rk is a sequence where lim inft v

t
y − vty′ > 0 and limtCp(v

t) < +∞
exists. Then limtCp(v

t) > C∗
p.

Proof. Suppose that limtCp(v
t) = C∗

p. We show that this leads to a contradiction. Since py′ >

py ≥ 0 and limtCp(v
t) < +∞, we have lim supt py′γ

(∑
j∈[k]\{y′} ϕ(v

t
y′ − vtj)

)
< ∞. By our

assumption on γ, we have M := lim supt
∑

j∈[k]\{y′} ϕ(v
t
y′ − vtj) <∞.

Next, by assumption, there exists ϵ > 0 such that vty ≥ vty′ + ϵ for all t ≫ 0. Below, we
assume t is in this sufficiently large regime. Hence, for all j ∈ [k] we have vty − vtj > vty′ − vtj
and consequently ϕ(vty − vtj) ≤ ϕ(vty′ − vtj). Furthermore, vty − vty′ ≥ ϵ > 0 > −ϵ ≥ vty′ − vty
and so ϕ(vty − vty′) ≤ ϕ(ϵ) < ϕ(−ϵ) ≤ ϕ(vty′ − vty). Let at :=

∑
j∈[k]\{y′} ϕ(v

t
y′ − vtj) and

bt :=
∑

j∈[k]\{y} ϕ(v
t
y − vtj). Furthermore, define ãt := ϕ(−ϵ) +

∑
j∈[k]\{y,y′} ϕ(v

t
y′ − vtj) and

b̃t := ϕ(ϵ) +
∑

j∈[k]\{y,y′} ϕ(v
t
y − vtj). Observe that

ãt − b̃t = ϕ(−ϵ)− ϕ(ϵ) +
∑

j∈[k]\{y,y′}

ϕ(vty′ − vtj)− ϕ(vty − vtj) ≥ ϕ(−ϵ)− ϕ(ϵ).

In summary, we have 0 ≤ bt ≤ b̃t ≤ ãt ≤ at ≤ M < ∞. Let τ ∈ Sym(k) be the permutation that
swaps y and y′. By Lemma 4.2, we have

Cp(v
t)− Cp(τ(v

t)) = (py − py′)(Ly(vt)− Ly′(vt)) = (py − py′)(γ(a
t)− γ(bt)).

By the Fundamental Theorem of Calculus, we have

γ(at)− γ(bt) =

∫ at

bt
γ′(x)dx ≥

∫ ãt

b̃t
γ′(x)dx ≥ (ãt − b̃t) inf

x∈[b̃t,ãt]
γ′(x)

≥ (ϕ(−ϵ)− ϕ(ϵ)) inf
x∈[0,M ]

γ′(x).

Since γ satisfies (Gamma-PD), we have γ′ > 0 and so δ := infx∈[0,M ] γ
′(x) > 0. Thus,

lim
t→∞

Cp(v
t)− Cp(τ(v

t)) ≥ (py − py′)(ϕ(−ϵ)− ϕ(ϵ))δ > 0

where the right hand side is a positive quantity independent of t. Therefore, we conclude that
limt→∞Cp(v

t) > limt→∞Cp(τ(v
t)), which is a contradiction of limt→∞Cp(v

t) = C∗
p.

Before proceeding, we adopt the notation {vt}t ≡ α to denote that vt = α for all t, where
{vt}t ⊆ R is a sequence of real numbers and α ∈ R is a constant. The first part of the follow-
ing proposition applies under slightly weaker assumptions than that of Theorem 3.3, namely the
(Gamma-PD) assumption is replaced by the weaker (Gamma-SI). The proposition will be used
again in Section 6 in the proof of Theorem 3.6.

Proposition 5.4. Let L be a Gamma-Phi loss where γ satisfies (Gamma-SI) and ϕ satisfies
(Phi-NDZ). Let p ∈ ∆k

desc and z ∈ [k] be such that C∗
p = inf{Cp(v) : v ∈ Rk, vz = maxv}.

Then there exists a sequence {vt}t ⊆ Rk−1 satisfying the following properties:
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1. limt→∞CL
p (v

t) = C∗
p

2. there exists an index ℓ ∈ [k] and a vector α := (α1, . . . , αℓ) ∈ Rℓ such that for each
j ∈ {1, . . . , ℓ} we have {vtj} ≡ αj and limt v

t
j = −∞ for j > ℓ. In addition, α1 = 0.

3. Let q := (
∑ℓ

j=1 pj)
−1 (p1, . . . , pℓ) ∈ ∆ℓ

desc. Then Cq(α) = C∗
q.

Furthermore, suppose z > 1, pz−1 > pz , and γ satisfies (Gamma-PD). Then {vt} can be chosen
such that αj = 0 for all j ∈ [z] .

Proof. Let {vt}t ⊆ Rk−1 be a sequence such that limt→∞CL
p (v

t) = C∗
p and vtz = maxvt for all

t ∈ N. A sequence {vt}t satisfying this preceding condition is said to have property P0. Throughout
this proof, t denotes the index of the sequence where “for all t” means “for all t ∈ N”. We will
repeatedly modify the sequence vt until all properties P1 to P3 below are met in addition to P0.
Under the assumptions in the “Furthermore” part of the Proposition, we will continue to modify the
sequence until properties P4 and P5 marked by “*” are further satisfied.

Properties:

1. P1. maxvt = 0 for all t
2. P2. {vt}t is totally convergent and {vtj}t has a limit in [−∞, 0] for each j ∈ [k]
3. P3. there exists an ℓ ∈ [k] such that for each j ∈ [ℓ], we have {vtj} ≡ αj where αj ∈ (−∞, 0]

and for each j ∈ [k]\ [ℓ] := {ℓ+1, . . . , k}, we have limt v
t
j = −∞. In fact, ℓ ∈ [k] is the largest

index such that limt v
t
ℓ > −∞.

4. P4*. the sequence {vtj}t ≡ 0 for each j ∈ [z]
5. P5*. ℓ ≥ z.

Properties 1 and 2. First, note that Cp(v) = Cp(v − c1) for any c ∈ R and any v ∈ Rk. Replacing
each vt by vt − (maxvt)1 for all t, we may assume vtz = maxvt = 0 for all t. In particular,
vtj ∈ (−∞, 0] for all j ∈ [k] and t. Passing to a subsequence if necessary, we may assume that
{vt}t is totally convergent (Lemma B.6) whose components have limits in [−∞, 0].

Property 3. Let σt ∈ Sym(k) be the permutation that sorts vt in non-increasing order as in Propo-
sition 4.3, i.e., vtσt(1) ≥ · · · ≥ vtσt(k). By Proposition 4.3, Cp(σ

t(vt)) ≤ Cp(v
t) and hence

limtCp(σ
t(vt)) = C∗

p as well. We now replace vt by σt(vt). Note that P1 is preserved by the
sorting, but P2 may no longer hold. Replacing by a subsequence if necessary, we can that vt is
totally convergent (Lemma B.6). Since P1 holds, we have limt v

t
j ∈ [−∞, 0] and hence P2 holds.

By Property 2. By the sorting in the preceding paragraph, we have that limt v
t
1 ≥ · · · ≥ limt v

t
k.

Now, let ℓ ∈ [k] be the largest index such that limt v
t
ℓ > −∞. Such an index exists because

limt v
t
1 = limtmaxvt = 0 (due to P1). Let αj := limt v

t
j ∈ (−∞, 0] for each j ∈ {1, . . . , ℓ}.

Define ṽt such that {ṽtj}t ≡ αj for j ∈ {1, . . . , ℓ} and {ṽtj}t = {vtj}t for j > ℓ. Then by
Corollary 5.2, we have ṽt is totally convergent, and limtCp(ṽ

t) = limtCp(v
t). Replace vt by ṽt.

Thus, we have that {vt}t satisfies P1 to P3.

Property 4. By P1, we already have vtz = maxvt = 0. By the assumption that pz−1 > pz and that
p ∈ ∆k

desc, we have pj > pz for each j ∈ [z − 1]. Furthermore, by P2, {vt}t is totally convergent.
Hence, for a fixed j ∈ [z − 1] by definition vtz − vtj = −vtj has a limit in [0,∞]. By Lemma 5.3,

9
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limt−vtj ̸∈ (0,∞] and thus limt−vtj = 0. Now, define the sequence {ṽt}t by

ṽtj :=

{
0 : j ∈ {1, . . . , z − 1}
vtj : j ∈ {z, . . . , k}

for all t. By Corollary 5.2, {ṽt}t is also totally convergent and limtCp(ṽ
t) = limtCp(v

t). Thus,
limtCp(ṽ

t) = C∗
p. Replacing vt by ṽt, we have that P4 holds. Clearly, P0, P1 and P2 all hold.

Note that limt ṽ
t = limt v

t by construction. Thus, P3 still holds. Moreover, the ℓ defined in P3 is
not changed when vt is replaced by ṽt.

Property 5. By P4, {vtj} ≡ 0 for each j ∈ [z]. Hence, by the definition of ℓ in P3, we have ℓ ≥ z.

We now proceed with the rest of the proof for Proposition 5.4. Consider the sequence {vt}t
constructed as above satisfying P0 through P3. Then items 1 and 2 of Proposition 5.4 are implied by
P0 and P3 respectively. Now, if the assumptions in the “Furthermore” part hold, then the conclusion
of the “Furthermore” part holds by P4. It only remains to check item 3 of Proposition 5.4. Below,
we write [k] \ [ℓ] := {ℓ+ 1, . . . , k}. Now, note that

lim
t

Cp(v
t)

=
∑
y∈[k]

pyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

vty − vtj)
)

=
∑
y∈[ℓ]

pyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

vty − vtj)
)
+

∑
y∈[k]\[ℓ]

pyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

vty − vtj)
)

︸ ︷︷ ︸
=:A

(1)

= (p1 + · · ·+ pℓ︸ ︷︷ ︸
=:S

)
∑
y∈[ℓ]

qyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

vty − vtj)
)
+A. (2)

Note that A is defined as a limit. At this point, it is unclear if this limit exists and is ∈ [0,∞). This
will become clear after Equation (3) below. But first, we focus on the limt v

t
y − vtj case by case6:

lim
t

vty − vtj =


αy − αj : y ∈ [ℓ], j ∈ [ℓ]

αy − limt v
t
j = +∞ : y ∈ [ℓ], j ∈ [k] \ [ℓ]

limt v
t
y − αj = −∞ : y ∈ [k] \ [ℓ], j ∈ [ℓ].

Now,

ϕ(lim
t

vty − vtj) =

{
ϕ(αy − αj) : j ∈ [ℓ]

ϕ(+∞) = 0 : j ∈ {ℓ+ 1, . . . , k}.

6. The case y ∈ [k] \ [ℓ], j ∈ [k] \ [ℓ] is omitted from the expression because limt v
t
y − vtj cannot be simplified further.
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Putting it all together, we have

lim
t

Cp(v
t) = S

∑
y∈[ℓ]

qyγ(
∑

j∈[k]:j ̸=y

ϕ(lim
t

vty − vtj)) +A

= S
∑
y∈[ℓ]

qyγ(
∑

j∈[ℓ]:j ̸=y

ϕ(αy − αj) +
∑

j∈[k]\[ℓ]:j ̸=y

ϕ(+∞)) +A

= S
∑
y∈[ℓ]

qyγ(
∑

j∈[ℓ]:j ̸=y

ϕ(αy − αj)) + A

= S · Cq(α) +A. (3)

Note that C∗
p = limtCp(v

t) ∈ [0,∞) and S ·Cq(α) ∈ [0,∞). Thus, the limit and defines A exists
and is ∈ [0,∞). Now, let β = (β1, . . . , βℓ) ∈ Rℓ be arbitrary and define a sequence {wt} ⊆ Rk by

wt
j :=

{
βj : j ∈ [ℓ]

vtj : j ∈ [k] \ [ℓ].

Then analogous to Equation (1) above, we have the decomposition

lim
t

Cp(w
t) =

∑
y∈[ℓ]

pyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

wt
y − wt

j)
)
+

∑
y∈[k]\[ℓ]

pyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

wt
y − wt

j)
)

︸ ︷︷ ︸
=:B

.

We claim that A = B and limtCp(w
t) = S · Cq(β) + A. We first prove that A = B. To this end,

observe that

lim
t

wt
y − wt

j =


βy − βj : y ∈ [ℓ], j ∈ [ℓ]

βy − limt v
t
j = +∞ : y ∈ [ℓ], j ∈ [k] \ [ℓ]

limt v
t
y − βj = −∞ : y ∈ [k] \ [ℓ], j ∈ [ℓ]

limt v
t
y − vtj : y ∈ [k] \ [ℓ], j ∈ [k] \ [ℓ].

In particular, for y ∈ [k] \ [ℓ], j ∈ [ℓ], we have limtw
t
y − wt

j = −∞ = limt v
t
y − vtj . Thus,

B =
∑

y∈[k]\[ℓ]

pyγ
( ∑

j∈[ℓ]:j ̸=y

ϕ(lim
t

wt
y − wt

j) +
∑

j∈[k]\[ℓ]:j ̸=y

ϕ(lim
t

wt
y − wt

j)
)

=
∑

y∈[k]\[ℓ]

pyγ
( ∑

j∈[ℓ]:j ̸=y

ϕ(−∞) +
∑

j∈[k]\[ℓ]:j ̸=y

ϕ(lim
t

vty − vtj)
)

= A.

Next, we have

lim
t

Cp(w
t) =

∑
y∈[ℓ]

pyγ
( ∑

j∈[k]:j ̸=y

ϕ(lim
t

wt
y − wt

j)
)
+A

= S
∑
y∈[ℓ]

qyγ
( ∑

j∈[ℓ]:j ̸=y

ϕ(βy − βj) +
∑

j∈[k]\[ℓ]:j ̸=y

ϕ(+∞)
)
+A

= S · Cq(β) +A.
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Since limtCp(w
t) ≥ limtCp(v

t) = C∗
p, we have Cq(β) ≥ Cq(α). Since β is arbitrary, this

proves that Cq(α) = C∗
q.

Corollary 5.5. Let L be a Gamma-Phi loss where γ satisfies (Gamma-SI) and ϕ satisfies
(Phi-NDZ). Let {vt}t be any sequence satisfying items 1, 2 and 3 of Proposition 5.4. If py = 0 for
each y > ℓ, then Cq(α) = limtCp(v

t).

Proof. In Equation (3), we showed that limtCp(v
t) = S · Cq(α) + A where S and A are defined

on Equations (2) and (1) respectively. If py = 0 for all y > ℓ, then clearly S = 1 and A = 0.

Lemma 5.6. In the situation of Theorem 3.3, suppose that q ∈ ∆ℓ and α ∈ Rℓ are such that α is a
minimizer of Cq(·) and α1 = α2. Then q1 = q2.

Lemma 5.7. Suppose L is not classification-calibrated. Then there exists a probability vector
p ∈ ∆k

desc and an index z ∈ {2, . . . , k} satisfying 1) pz−1 > pz and 2) C∗
p = inf{Cp(v) : v ∈

Rk, vz = maxv}.

Proofs of both lemmas can be found in Section D of the Appendix. Now, we conclude with the

Proof of Theorem 3.3. Let p ∈ ∆k
desc and z ∈ {2, . . . , k} be as in Lemma 5.7, which states that p

and z satisfy the conditions of Proposition 5.4. Next, let ℓ ∈ [k], α ∈ Rℓ, and q ∈ ∆ℓ
desc be as in

Proposition 5.4, which satisfy Cq(α) = C∗
q and qz < qz−1 ≤ q1 = maxq. Let τ ∈ Sym(ℓ) be the

permutation which swaps z and 2 leaving all elements in [ℓ] \ {2, z} unchanged. Then

C∗
τ(q) = C∗

q = Cq(α) = Cτ(q)(τ(α)).

Let q̃ := τ(q) and α̃ := τ(α). Then [α̃]1 = [α]τ(1) = α1 = 0 and [α̃]2 = [α]τ(2) = αz = 0.
In particular, α̃1 = α̃2. Thus, by Lemma 5.6, we have q̃1 = q̃2. However, q̃1 = [q]τ(1) = q1 and
q̃2 = [q]τ(2) = qz . Since qz < q1, we have a contradiction.

6. Proof of Theorem 3.6: A Gamma-Phi loss that is not classification-calibrated

For r ∈ [12 , 1], define p := [r, 1− r, 0, . . . , 0] ∈ ∆k
desc. Thus, for v ∈ Rk, we have

Cp(v) = rγ
( ∑

j∈[k]\{1}

ϕ(v1 − vj)
)
+ (1− r)γ

( ∑
j∈[k]\{2}

ϕ(v2 − vj)
)
. (4)

Below, fix r ∈ (12 ,
2
3 ] once and for all. Denote by SEQ the set of all sequences {vt}t satisfying

Proposition 5.4 items 1, 2 and 3. For each sequence {vt}t ∈ SEQ, there exists an ℓ ∈ [k] (defined as
in Proposition 5.4 item 2) such that limt v

t
j = −∞ if and only if j ∈ [k] satisfies j > ℓ. Below, we

choose a particular sequence {vt}t:

Fix a sequence {vt}t ∈ SEQ such that ℓ is as small as possible. (5)

Furthermore, let q ∈ ∆ℓ
desc, α ∈ Rℓ be from Proposition 5.4 item 3. Recall that we have

limtCp(v
t) = C∗

p and that Cq(α) = C∗
q. Furthermore, Proposition 5.4 asserts that α1 = vt1 = 0.

We prove in Lemma E.1 in the Appendix that in fact ℓ = 2 and α = (0, 0). To sketch the main
idea here briefly, the key step is showing that F (x) := rγ (ϕ(x)) + (1− r)γ (ϕ(−x)) has a unique
minimum at x = 0. The γ and ϕ in Theorem 3.6 is chosen specifically to achieve this.
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Now, define another sequence {wt}∞t=1 ⊆ Rk where wt = (0, 1t ,−t, . . . ,−t). Then by con-
struction we have limtCp(w

t) = Cq(α) = C∗
q = C∗

p and argmaxj∈[k]w
t
j = 2 for all t. Thus, we

have constructed an example of p and y ∈ [k] where C∗
p = inf{Cp(v) : v ∈ Rk, vy = maxv}.

This shows that L is not classification-calibrated (Definition 2.5). Thus, we have proven Theo-
rem 3.6.

7. Discussion

In this work, we establish the first sufficient condition for the classification calibration of a Gamma-
Phi loss in terms of the functional properties of γ and ϕ in Theorem 3.3. We also showed that
our sufficient condition cannot be significantly weakened (in terms of the condition on γ) via our
counter-example in Proposition 3.6.

For future work, studying the connection between non-convex Gamma-Phi losses and H-
consistency (Awasthi et al., 2022) may be fruitful. Another interesting direction is the relation-
ship between non-convex Gamma-Phi losses and learning with label noise (Amid et al., 2019).
Finally, an important future direction is to establish a concrete regret/excess risk bound. While
Zhang (2004) guarantees the existence of such a risk bound, the proof is not constructive. Deriving
concrete bounds is likely to require additional assumptions on γ and ϕ.
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Appendix A. The ISC property characterizes consistency transfer property

Proposition A.1. Let L : Rk → Rk
+ be a multiclass loss function that does not have the ISC prop-

erty, and F be the set of Borel functions X → Rk. Then L does not have the consistency transfer
property, namely: There exists a sequence of functions f̂n ∈ F and a probability distribution P on
X × [k] such that

RL,P (f̂n)
P→ inff RL,P (f) holds but R01,P (argmax ◦ f̂n)

P→ infhR01,P (h) fails.

Here, the infimums are taken over all Borel functions f : X → Rk and h : X → [k], respectively.

The above proposition is essentially the multiclass analog of the result (Bartlett et al., 2006,
Theorem 1, part 3c =⇒ part 3a). Our proof below is a simple extension to the multiclass case of
the argument in the paragraph before §2.4 in Bartlett et al. (2006).

Proof. Since L does not have the ISC property, there exists p ∈ ∆k and y ∈ [k] such that y such
that py < maxj pj , and CL,∗

p = inf
{
CL
p (v) : v ∈ Rk, vy = maxv

}
. Let {vn}n be a sequence

such that vny = maxvn and limn→∞CL
p (v

n) = C∗
p. Below, fix some arbitrary x ∈ X . Define P

on X × [k] such that P (X = x) = 1 and P (X = x, Y = y′) = py′ for each y′ ∈ [k].
Next, we define a pair of maps V : Rk → F and F : F → Rk as follows. Given f ∈ F , let

V (f) := (f1(x), . . . , fk(x)) ∈ Rk. Given v ∈ Rk and x′ ∈ X , define F (v)(x′) := v to be the
constant-valued map with value v. Since P (X = x) = 1, we have for all f ∈ F

CL
p (V (f)) = RL,P (f) and 1−max pargmaxV (f) = R01,P (argmax ◦f).

Now, for each n, let f̂n := F (vn) ∈ F . Then by construction we have V (f̂n) = vn and

lim
n→∞

RL,P (f̂
n) = lim

n→∞
CL
p (V (f̂n)) ∵ CL

p (V (f)) = RL,P (f), ∀f ∈ F

= lim
n→∞

CL
p (v

n)

= CL,∗
p ∵ assumption on vn

= inf
v∈Rk

CL
p (v) ∵ definition

= inf
f∈F

CL
p (V (f)) ∵ V is surjective onto Rk

= inf
f∈F

RL,P (f) ∵ CL
p (V (f)) = RL,P (f), ∀f ∈ F

On the other hand, since the argmax breaks tie arbitrarily (Tewari and Bartlett, 2007, Lemma 4),
we can choose argmaxV (f̂n) = argmaxvn = y. Therefore, we have

R01,P (argmax ◦f̂n) = 1− py > 1−max
j∈[k]

pj = inf
h
R01,P (h).

Thus, we have constructed a sequence f̂n such that

RL,P (f̂n)
P→ inff RL,P (f) holds but R01,P (argmax ◦ f̂n)

P→ infhR01,P (h) fails.

as desired.
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Appendix B. Extended reals

In this section, we review results on the extended real numbers. For reference, see Oden and
Demkowicz (2017, §1.16).

Definition B.1 (Convergence in extended reals). Let R := R∪ {±∞} and R≥0 = R≥0 ∪ {+∞}. A
sequence {zt}t ⊆ R has a limit in R if one of the following holds: 1) {zt} has a limit in the usual
sense, 2) for all c ∈ R, we have zt ≥ c (resp. zt ≤ c) for all t sufficiently large in which case we
say limt z

t = +∞ (resp. limt z
t = −∞).

The following are elementary properties of convergence in the extended reals:

Lemma B.2. Let {zt} and {z̃t} be sequences in R with limits in R. Then zt + z̃t has a limit in R
equal to limt z

t + limt z̃
t if any of the following holds:

1. at least one of limt z
t or limt z̃

t is finite, i.e., ∈ R,
2. {zt}t and {z̃t}t are both ⊆ [0,∞),
3. {zt}t and {z̃t}t are both ⊆ (−∞, 0].

Proof. The results follow respectively from the following standard properties of the extended real
numbers: 1. ±∞+ c = ±∞ for any c ∈ R, 2. +∞+∞ = +∞ and 3. −∞−∞ = −∞.

Definition B.3. A function f : R→ R is monotone non-increasing (resp. non-decreasing) if f(x) ≥
f(y) for all x, y ∈ R such that x ≤ y (resp. x ≥ y).

Lemma B.4. Let f : R→ R be continuous and monotone non-increasing. Suppose that {zt}t ⊆ R
has a limit z∗ ∈ R. Then f(zt) has a limit ∈ R and

lim
t

f(zt) =


f(z∗) : z∗ ∈ R

infx∈R f(x) : z∗ = +∞
supx∈R f(x) : z∗ = −∞.

(6)

Thus, the statement limt f(z
t) = f(limt z

t) is correct. When f is monotone non-decreasing, Equa-
tion (6) holds with the inf and sup swapped.

Proof. If z∗ ∈ R, then the result is simply the definition of continuity. Next, suppose that z∗ = +∞.
Our goal is to show that limt f(z

t) exists and converges to I := infx∈R f(x).
Consider the case that I = −∞. Then for any U ∈ R, there exists u ∈ R such that f(u) ≤ U .

Since z∗ = +∞, zt ≥ u for all t ≫ 0 sufficiently large, and in which case f(zt) ≤ f(u) ≤ U .
Since U ∈ R is arbitrary, we have that limt f(z

t) = −∞ (Definition B.1).
Now, consider the case that I ∈ R. Then by definition f(zt) ≥ I for all t. Furthermore, for

any ϵ > 0, there exists u such that f(u) ≤ I + ϵ. Again, since z∗ = +∞, zt ≥ u for all t ≫ 0
sufficiently large, in which case f(zt) ≤ f(u) ≤ I + ϵ. Since ϵ > 0 is arbitrary, this proves that
limt f(z

t) = I . The proof for the case when z∗ = −∞ is completely analogous. Furthermore,
when f is monotone non-decreasing, the roles of inf and sup are clearly swapped.

Definition B.5. A sequence of vectors {vt}t ∈ Rk is totally convergent if for all y, j ∈ [k], both
sequences of real numbers {vty} and {vty − vtj} have limits in R.

Lemma B.6. Every sequence {vt}t ∈ Rk has a subsequence that is totally convergent.
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Proof. Every sequence of real numbers has a convergent subsequence with limit in R∪{±∞}.7 By
repeatedly passing to convergent subsequences, first for all j ∈ [k], then for all pairs j, j′ ∈ [k] with
j < j′, we get the desired result.

Appendix C. Omitted proofs of results from Section 4

Proof of Lemma 4.1. To prove that Cp(v) = Cσ(p)(σ(v)), we note that

Cp(v) =
∑
y∈[k]

pyLy(v) =
∑
y∈[k]

pσ(y)Lσ(y)(v) =
∑
y∈[k]

[σ(p)]yLy(σ(v)) = Cσ(p)(σ(v)).

For the “Furthermore” part, note that v 7→ σ−1(v) is a bijection from Rk to itself. Hence,

C∗
p = inf{Cp(v) : v ∈ Rk} ∵ Definition 2.4

= inf{Cp(σ
−1(v)) : v ∈ Rk} ∵ v 7→ σ−1(v) is a bijection

= inf{Cσ(p)(σ(σ
−1(v))) : v ∈ Rk} ∵ Cp(v) = Cσ(p)(σ(v))

= inf{Cσ(p)(v) : v ∈ Rk} ∵ σ(σ−1(v)) = v

The right hand side is equal to inf{Cσ(p)(v) : v ∈ Rk} = C∗
σ(p) since σ(σ−1(v)) = v

Proof of Lemma 4.2. Since L is permutation equivariant, we have for all j ∈ [k] that

Lj(Sτ (v)) = [L(Sτ (v))]j = [Sτ (L(v))]j = [L(v)]τ(j) = Lτ(j)(v). (7)

To finish the proof, we have

Cp(v)− Cp(τ(v))

=
∑
j∈[k]

pj (Lj(v)− Lj(τ(v)))

=
∑
j∈[k]

pj
(
Lj(v)− Lτ(j)(v)

)
∵ Equation (7)

= (pyLy(v) + py′Ly′(v))− (pyLy′(v) + py′Ly(v)) ∵ τ is a transposition

= py(Ly(v)− Ly′(v)) + py′(Ly′(v)− Ly(v))
= (py − py′)(Ly(v)− Ly′(v)),

as desired.

Appendix D. Omitted proof of results from Section 5

Proof of Lemma 5.1. Let y, j ∈ [k] be arbitrary. Since vt is totally convergent, vty − vtj has a limit
in R ∪ {±∞}. Next, since ϕ is monotone and non-negative by condition (Phi-NDZ), we have by
Lemma B.4 that ϕ(vty − vtj) has a limit in [0,+∞]. Now, that limtCp(v

t) has a limit in [0,+∞]
follows immediately from Lemma B.2.

Next, define aty :=
∑

j∈[k]:j ̸=y ϕ(v
t
y − vtj) and ãty :=

∑
j∈[k]:j ̸=y ϕ(ṽ

t
y − ṽtj). We proceed

stepwise as follows:

7. This is follows from R ∪ {±∞} being the compactification of R. See Oden and Demkowicz (2017, §1.16).

18



ON CLASSIFICATION-CALIBRATION OF GAMMA-PHI LOSSES

Step 1: limt ϕ(v
t
y − vtj) = limt ϕ(ṽ

t
y − ṽtj) as elements of [0,+∞],

Step 2: limt a
t
y = limt ã

t
y as elements of [0,+∞],

Step 3: limt γ(a
t
y) = limt γ(ã

t
y) as elements of [0,+∞]

Step 4: limt
∑

y∈[k] pyγ(a
t
y) = limt

∑
y∈[k] pyγ(ã

t
y)

Proof of Step 1. From Lemma B.4 and the fact that ϕ is monotone and continuous, we get that
limt ϕ(v

t
y−vtj) = ϕ(limt v

t
y−vtj) and limt ϕ(ṽ

t
y− ṽtj) = ϕ(limt ṽ

t
y− ṽtj). Note that Lemma B.4 also

guarantees that these limits exist. Non-negativity of the limit values follows from the non-negativity
of ϕ.

Step 2. From Lemma B.2 and the non-negativity of ϕ, we have

lim aty =
∑

j∈[k]\{y}

lim
t

ϕ(vty − vtj) =
∑

j∈[k]\{y}

lim
t

ϕ(ṽty − ṽtj) = lim ãty

where the equality in the middle follows from Step 1. Note that Lemma B.2 also guarantees that
these limits exist.

Step 3. This follows from Step 2, Lemma B.4 and the non-negativity of γ on [0,∞).
Step 4. This follows from Step 3 and Lemma B.2.

Proof of Lemma 5.6. Throughout this proof, let γ′(x) := dγ
dx(x) and ϕ′(x) := dϕ

dx (x). Recall that

Cq(v) =
∑
y∈[ℓ]

qyγ
( ∑

j∈[k]\{y}

ϕ(vy − vj)
)
.

For each y, define Γy(v) := γ′
(∑

j∈[k]\{y} ϕ(vy − vj)
)
. Thus

∂Cq

∂vy
(v) =

(
qyΓy(v)

∑
j∈[k]\{y}

ϕ′(vy − vj)
)
−
( ∑

j∈[k]\{y}

qjΓj(v)ϕ
′(vj − vy)

)
. (8)

The vanishing of the first two partial derivatives
[
∂Cq

∂v1
(v)

∂Cq

∂v2
(v)

]
= 0 (i.e., Equation (8) where

y = 1, 2) can be cast in matrix form equivalently as follows:
q1Γ1(v)
q2Γ2(v)
q3Γ3(v)

...
qkΓk(v)


⊤ 

∑
j∈[k]\{1} ϕ

′(v1 − vj) −ϕ′(v1 − v2)

−ϕ′(v2 − v1)
∑

j∈[k]\{2} ϕ
′(v2 − vj)

−ϕ′(v3 − v1) −ϕ′(v3 − v2)
...

...
−ϕ′(vk − v1) −ϕ′(vk − v2)

 = 0.

The above equation is satisfied at v = α, which satisfies α1 = α2 by assumption.
q1Γ1(α)
q2Γ2(α)
q3Γ3(α)

...
qkΓk(α)


⊤ 

∑
j∈[k]\{1} ϕ

′(α1 − αj) −ϕ′(0)

−ϕ′(0)
∑

j∈[k]\{2} ϕ
′(α2 − αj)

−ϕ′(α3 − α1) −ϕ′(α3 − α1)
...

...
−ϕ′(αk − α1) −ϕ′(αk − α1)

 = 0.
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Equivalently, we can rearrange the above equation as[
q1Γ1(α)
q2Γ2(α)

]⊤ [∑
j∈[k]\{1} ϕ

′(α1 − αj) −ϕ′(0)

−ϕ′(0)
∑

j∈[k]\{2} ϕ
′(α2 − αj)

]

=

q3Γ3(α)
...

qkΓk(α)


⊤ ϕ

′(α3 − α1)
...

ϕ′(αk − α1)


︸ ︷︷ ︸

=:d

[
1 1

]
= d1⊤

Furthermore, note that∑
j∈[k]\{1}

ϕ′(α1 − αj) = ϕ′(α1 − α2) +
∑

j∈[k]\{1,2}

ϕ′(α1 − αj)

= ϕ′(0) +
∑

j∈[k]\{1,2}

ϕ′(α1 − αj)

= ϕ′(0) +
∑

j∈[k]\{1,2}

ϕ′(α2 − αj)

=
∑

j∈[k]\{2}

ϕ′(α2 − αj).

Likewise, Γ1(α) = γ′(ϕ(0)+
∑

j∈[k]\{1,2} ϕ(v1−vj)) = Γ2(α). Let a := ϕ′(0), b :=
∑

j∈[k]\{1,2} ϕ
′(α1−

αj), and c := Γ1(α). Since γ′(·) > 0, we have c > 0 and so

c

[
q1
q2

]⊤ [
a+ b −a
−a a+ b

]
= d1⊤ =⇒

[
a+ b −a
−a a+ b

] [
q1
q2

]
=

d

c
1.

Note that since ϕ′ ≤ 0 and ϕ′(0) ̸= 0, we have a ∈ (−∞, 0) and b ∈ (−∞, 0]. Next, subtract the
second equation from the first one in the above linear system, we get (2a+ b)(q1 − q2) = 0. Since
2a+ b < 0, we have that q1 = q2.

Proof of Lemma 5.7. By Definition 2.5, there exists some q ∈ ∆k and y ∈ [k] such that qy <
maxj∈[k] qj and

C∗
q = inf{Cq(v) : v ∈ Rk, vy = max

j∈[k]
vj}.

The above implies that there exists a sequence {vt}t ⊆ Rk such that limtCq(v
t) = C∗

q and vty =

maxj∈[k] v
t
j for all t. Let σ ∈ Sym(k) be such that σ(q) ∈ ∆k

desc. Let ỹ := σ−1(y) and z ∈ [k] be
the smallest index such that qσ(z) = qσ(ỹ) (note that σ(ỹ) = y by definition). Furthermore, we have
that z > 1 since qσ(1) = maxq > qy = qσ(z).

Let τ ∈ Sym(k) be the permutation that swaps z and ỹ while leaving all other elements of [k]
unchanged. Note that if z = ỹ, then τ is the trivial permutation, i.e., the identity map on [k]. Define
p := τ(σ(q)), and wt := τ(σ(vt)). Observe that p = τ(σ(q)) = σ(q) and thus p ∈ ∆k

desc as
well. We claim that pz−1 > pz . To see this, note that

pz−1 = [τ(σ(q))]z−1 = [σ(q)]τ(z−1) = [σ(q)]z−1 = qσ(z−1) > qσ(z) = qy

20



ON CLASSIFICATION-CALIBRATION OF GAMMA-PHI LOSSES

and
pz = [τ(σ(q))]z = [σ(q)]τ(z) = [σ(q)]ỹ = qσ(ỹ) = qy.

By Lemma 4.1, we have

lim
t

Cp(w
t) = lim

t
Cτ(σ(q))(τ(σ(v

t))) = lim
t

Cq(v
t) = C∗

q = C∗
τ(σ(q)) = C∗

p.

Furthermore, we have maxvt = maxσ(vt) = maxwt and so

wt
z = [wt]z = [τ(σ(vt))]z = [σ(vt)]τ(z) = vtσ(τ(z)) = vtσ(ỹ) = vty = maxvt = maxwt.

In summary, we have an index z ∈ [k] where z > 1 and a probability vector p ∈ ∆k
desc such

that pz−1 > pz . Furthermore, we have a sequence {wt}t such that limtCp(w
t) = C∗

p and wt
z =

maxwt. This implies the desired condition in the statement of Lemma 5.7.

Appendix E. Omitted proof of results from Section 6

Lemma E.1. In the setting of Section 6, we have ℓ = 2 and α = (0, 0).

Proof of Lemma E.1. Note that since α1 = 0 already, for the “α = (0, 0)” part we only need
to show that α2 = 0. Now, to proceed, we first show that ℓ = 2. To this end, we show that
assuming ℓ ∈ {1, 3, . . . , k} leads to a contradiction. First, assume that ℓ = 1. Then we have
limt v

t
2 = · · · = limt v

t
k = −∞. Since γ is increasing and ϕ ≥ 0, from Equation (4) we have for

any v ∈ Rk that

Cp(v) ≥ rγ
( ∑

j∈[k]\{1}

ϕ(v1 − vj)
)
+ (1− r)γ (ϕ(v2 − v1)) .

Since vt1 = 0 for all t, we have

lim
t

Cp(v
t) ≥ lim

t
rγ

( ∑
j∈[k]\{1}

ϕ(−vj)
)
+ (1− r)γ (ϕ(v2))

= rγ ((k − 1)ϕ(+∞)) + (1− r)γ (ϕ(−∞))

= rγ(0) + (1− r)γ(+∞)

≥ +∞. ∵ γ(+∞) = +∞ (Definition 3.1)

This is a contradiction since Cp(0) = γ ((k − 1)ϕ(0)) < +∞.
Next, we assume that ℓ ∈ {3, . . . , k} and derive a contradiction. Recall our definition that

q = (r, 1− r, 0, . . . , 0). Now, for a generic w ∈ Rℓ, recall that Cq(w) = rL1(w) + (1− r)L2(w)
where for y ∈ {1, 2}, we have

Ly(w) = γ
( ∑

j∈[ℓ]\{y}

ϕ(wy − wj)
)
.

Let ϵ > 0 and define β ∈ Rℓ by

βj =

{
αj : j ̸= ℓ

αℓ − ϵ : j = ℓ.
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For y ∈ {1, 2}, since βℓ < αℓ and βj = αj for j ∈ [k] \ {ℓ}, we have{
βy − βj = αy − αj : j ̸= ℓ

βy − βℓ > αy − αℓ : j = ℓ

=⇒

{
ϕ(βy − βj) = αy − αj : j ̸= ℓ

ϕ(βy − βℓ) ≤ ϕ(αy − αℓ) : j = ℓ

=⇒ Ly(β) = γ
( ∑

j∈[ℓ]\{y}

ϕ(βy − βj)
)
≤ γ

( ∑
j∈[ℓ]\{y}

ϕ(αy − α)
)
= Ly(α).

Thus, Cq(α) ≥ Cq(β) and so Cq(α) ≥ limϵ→∞Cq(β) as well. By Lemma 5.5 and that py = 0
for y ≥ 2, we have limtCp(v

t) = Cq(α). Now, define {ṽt}t ⊆ Rk by

ṽtj :=

{
vtj : j ̸= ℓ

−t : j = ℓ.

By construction we have limtCp(ṽ
t) = limϵ→∞Cq(β) and {ṽt}t ∈ SEQ. Furthermore, since

limt ṽ
t
ℓ = −∞, we have a contradiction of the minimality of ℓ (Equation 5).

Below, we can assume that ℓ = 2, where we have q = [r, 1− r] ∈ ∆2
desc and so

Cq(α) = rγ (ϕ(−α2)) + (1− r)γ (ϕ(α2)) = inf
w∈R2

Cq(w). (9)

Recall that our goal is to show that α2 = 0. To this end, consider the function

F (x) := rγ (ϕ(x)) + (1− r)γ (ϕ(−x)) .

Thus we have Cq(α) = infx∈RF (x). To finish the proof, it suffices to prove that F has a unique
minimum at 0. We begin by computing the derivative F ′(x) of F (x). Using the chain rule, we have

F ′(x) = rγ′(ϕ(x))ϕ′(x)− (1− r)γ′(ϕ(−x))ϕ′(−x).

Now, ϕ′(x) = − exp(−x) and

γ′(x) =

{
−2(x− 1) : x < 1

4(x− 1) : x ≥ 1.

If x > 0, then ϕ(x) < 1 and ϕ(−x) > 1. Thus, when x > 0, we have

F ′(x) = r(−2(exp(−x)− 1))(− exp(−x))− (1− r)(4(exp(x)− 1))(− exp(x))

= 2r(exp(−x)− 1) exp(−x) + 4(1− r)(exp(x)− 1) exp(x)

=: G+(x).

If x ≤ 0, then ϕ(x) ≥ 1 and ϕ(−x) ≤ 1. Thus, when x ≤ 0, we have

F ′(x) = r(4(exp(−x)− 1))(− exp(−x))− (1− r)(−2(exp(x)− 1))(− exp(x))

= −4r(exp(−x)− 1) exp(−x)− 2(1− r)(exp(x)− 1) exp(x)

=: G−(x).
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Thus, by definition, we have

F ′(x) =


G+(x) : x > 0

G−(x) : x < 0

0 : x = 0.

Finally, we prove that F ′(x) vanishes only at x = 0 under the assumption that r ∈ [13 ,
2
3 ]. We now

consider the zeros of both G+(x) and G−(x), i.e., x ∈ R where the functions vanish. Clearly, both
functions vanish at x = 0. For x ̸= 0, we compute

0 = G+(x) = 2r(exp(−x)− 1) exp(−x) + 4(1− r)(exp(x)− 1) exp(x)

⇐⇒ r
2(1−r) = −

exp(x)(exp(x)−1)
exp(−x)(exp(−x)−1) .

Simplifying the right hand side, we have

− exp(x)(exp(x)−1)
exp(−x)(exp(−x)−1) = − exp(2x) exp(x)−1

exp(−x)−1

= − exp(2x) exp(x)1−exp(−x)
exp(−x)−1

= exp(3x).

Thus, 0 = G+(x) iff 1
3 ln

(
r

2(1−r)

)
= x. Similarly, 0 = G−(x) iff 1

3 ln
(

2r
1−r

)
= x. Thus,

G+(x) has a zero on x > 0 if and only if

1
3 ln

(
r

2(1−r)

)
> 0 ⇐⇒ r

2(1−r) > 1 ⇐⇒ r > 2/3.

Similarly, G−(x) has a zero on x < 0 if and only if

1
3 ln

(
2r
1−r

)
< 0 ⇐⇒ 2r

1−r < 1 ⇐⇒ r < 1/3.

Taken together, we see that if r ∈ [13 ,
2
3 ], then F ′(x) only vanishes at x = 0. Moreover,

F ′(ln(2)) = G+(ln(2)) = 8− 17
2 r ≥ 8− 17

2 ·
2
3 > 0

and likewise F ′(− ln(2)) = G−(− ln(2)) = 1
2(1 − 17r) ≤ 1

2(1 − 171
3) < 0. Thus, F (x) is

decreasing on x < 0 and increasing on x > 0. This proves that F has a unique minimizer at x = 0
and concludes the proof of Lemma E.1.
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