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ABSTRACT
The emerging area of laconic cryptography [Cho et al., CRYPTO’17]
involves the design of two-party protocols involving a sender and

a receiver, where the receiver’s input is large. The key efficiency

requirement is that the protocol communication complexitymust be

independent of the receiver’s input size. In recent years, many tasks

have been studied under this umbrella, including laconic oblivious

transfer (ℓOT).

In this work, we introduce the notion of Set Membership Encryp-
tion (SME) – a new member in the area of laconic cryptography.

SME allows a sender to encrypt to one recipient from a universe of

receivers, while using a small digest from a large subset of receivers.

A recipient is only able to decrypt the message if and only if it is

part of the large subset. We show that ℓOT can be derived from

SME.

We provide efficient constructions of SME using bilinear groups.

Our solutions achieve orders of magnitude improvements in decryp-

tion times than state-of-the-art (on ℓOT) and significant improve-

ments overall in concrete efficiency over initial works in the area

of laconic cryptography, albeit at the cost of worse asymptotics.
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1 INTRODUCTION
Recent developments in secure multiparty computation (MPC) have

led to the increasing usage and deployment of the technology. This
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deployment has illustrated the need for further improvements in the

efficiency of MPC protocols. One broad area of potential improve-

ment has to do with the fixed cost needed for Oblivious Transfer

(OT) [41]. OT is a fundamental cryptographic protocol and is foun-

dational to the construction of MPC protocols [24, 33, 33, 35, 41, 48].

In practice, OT is a significant contributor to the overhead of MPC;

moreover, the number of OT invocations typically increases with

the size of the function inputs. This has motivated efficiency opti-

mizations such as OT extension [4, 31, 38, 44]. While such improve-

ments reduce the computational complexity of multiple OT inter-

actions, they still require interactive communication that grows

linearly with the number of invocations.

Recently Cho et al. [10] proposed a new primitive called laconic
Oblivious Transfer (ℓOT) to address this communication cost. In

laconic OT a receiver first produces a succinct digest of a vector of

selector bits. The sender then uses this digest to encrypt a corre-

sponding database of message pairs. The critical property in this

scheme is that the receiver must be able to decrypt exactly one

message from each pair, corresponding to its previous selections.

The key efficiency requirement are as follows: the digest size must

be independent of the database size, while the sender’s running

time and the receiver’s decryption time (for each position) must be

poly-logarithmic in the size of the receiver’s input.

Laconic OT has many promising applications and the instanti-

ation proposed by Cho et al. is elegant and relies on well-studied

cryptographic hardness assumptions. Unfortunately, it is far from

practical. While asymptotically efficient, the proposed scheme in-

cludes substantial concrete overhead that makes it unusable for

real-world deployment. In particular, the construction makes exten-

sive use of elliptic curve scalar multiplications that are embedded

within chains of sequential garbled circuits, resulting in enormous

concrete bandwidth costs. Some optimizations have been proposed

to improve this and related protocols [11]; however, even the opti-

mized realizations are challenging to implement – let alone deploy

for real-world applications [11, 46].

The impracticality stems from a focus on asymptotic efficiency

instead of concrete efficiency. A recent line of work [2, 27] rec-

ognized this and proposed much more concretely efficient con-

structions by allowing for asymptotically larger decryption times –

linear, as opposed to poly-logarithmic. The work of Goyal et al. [27]
presents constructions based on various number-theoretic assump-

tions, while Alamati et al. [2] presents a construction based on the

𝜙-hiding assumption.

The main drawback of these works is the requirement of large

decryption time, in concrete terms, for moderate to large size

databases. In this work, we take a new approach towards designing

ℓOT schemes. As we discuss shortly, our approach yields schemes
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Table 1: Overview of our asymptotic and concrete efficiency in comparison with Cho et al. [10], Goyal et al. [27], and Alamati et al. [2] for database size 𝑛 = 2
31 .

(DDH = Decisional Diffie-Hellman assumption, q-DBDHI = q-Decisional Bilinear Diffie-Hellman inversion assumption, sBDHE = selective Bilinear Diffie-Hellman
Exponentiation assumption)

crs size Hash size Send size crs size Hash size Send size Receive Assumption

Cho et al. [10] O (1) O (1) O (log𝑛) 4.6kB 48 bytes 1.2PB
1

- DDH

Goyal et al. [27] O (𝑛) O (1) O (1) 103.1GB 48 bytes 1.25kB 8.1 days q-DBDHI

Goyal et al. [27] + §5.1 O
(√
𝑛
)

O
(√
𝑛
)

O (1) 2.2MB 2.2MB 1.25kB 15.1s q-DBDHI

Alamati et al. [2] O (1) O (1) O (1) 0.8MB 3.9MB 7.7MB 85.9s 𝜙-hiding

This work §4 O (𝑛) O (1) O (1) 412.3GB 48 bytes 1.34kB 27.7 minutes sBDHE

This work §4 + §5.1 O
(√
𝑛
)

O
(√
𝑛
)

O (1) 8.9MB 2.2MB 1.34kB 38.7ms sBDHE

that achieve the same asymptotic complexity as the state-of-the-

art, but achieves orders of magnitude improvements in decryption

times. This brings the area of laconic cryptography to the realm of

practice.

A new approach. In this work we investigate an alternative ap-

proach to building ℓOT schemes. We begin with a simple obser-

vation: namely, that ℓOT has similarities to primitives that have

been studied in the literature, most notably efficient constant-size

broadcast encryption [7, 19]. In broadcast encryption (BE), an en-

cryptor transmits a message to a subset of recipients such that only

recipients in the set can decrypt the resulting ciphertext. While

this functionality is clearly different from ℓOT, the two systems

share a similar structure: each can be viewed as a form of “subset”

encryption in which a compact ciphertext can be decrypted by

some keys and not others. Of course, broadcast encryption on its

own does not obviously imply ℓOT. This motivates the following

question: can efficient broadcast encryption constructions be used as
a stepping stone to construct laconic OT?

In this work we answer the previous question in the affirmative.

Our first contribution is to observe that certain pairing-based broad-

cast encryption schemes can be transformed into a related primitive

that we name set membership encryption (SME). SME is a form of

functional encryption [8, 43] that combines properties of broadcast

encryption with those of Identity-Based Encryption (IBE) [6]. In

this paradigm, a master authority generates a set of secret keys for

a collection of parties. The encryptor now specifies a single party
to be the recipient. The novel ingredient in this primitive is that the

encryption algorithm additionally receives a succinct commitment

that identifies a specific subset of possible recipients. A party can

decrypt the resulting ciphertext if and only if they were identified

as both the intended recipient and they are included within this

commitment.

We show a (selectively secure) construction of set membership

encryption based on the work by Boneh et al. [7].
2

A key property of set membership encryption is that the scheme

remains secure even when all possible recipients collude. This means

that all parties’ secret keys can be revealed to an adversary without

compromising the security of the scheme, i.e. ciphertexts that are
intended for a recipient that was not in the subset of recipients re-

main secure. This allows us to construct a laconic OT for a database

of fixed size 𝑁 via the simple expedient of generating 2𝑁 parties’

1
This is an estimate based on circuit size for curve multiplications on secp192k1 given

by Jayaraman et al. [34], for more details on this computation see §6.2.

2
We also show how to build an adaptively secure scheme in the full version of our

paper, but with worse efficiency. We leave it as important future work to find an

adaptively secure scheme with better efficiency.

public and secret keys in a trusted setup phase, and publishing the

resulting key material as a structured reference string (SRS). The

Receiver can then commit to its selector bits by encoding these as

a commitment for the set membership encryption scheme.

Asymptotic vs Concrete Costs. An important note regarding

this approach is that the resulting constructions produce the same

efficiency tradeoff as in the work of Goyal et al. and Alamati et
al. In comparison with the original work of Cho et al., asymptoti-

cally, our construction reduces the bandwidth complexity of each

ciphertext from O (log𝑛) to constant size, but requires an increase

in the size of the structured reference string (SRS) to O (𝑛) (rather
than a constant) and a corresponding increase in the decryption

complexity of the receiver to O (𝑛) rather than poly (log(𝑛)).
We believe that the longer size of the SRS might be acceptable

for some applications since it can be re-used for multiple protocol

executions, and was already introduced as useful by Goyal et al.
We further demonstrate that other tradeoffs are possible, yielding

lower decryption times. Specifically, by allowing for a larger digest

(sublinear, as opposed to constant-sized), we can achieve sublinear

sized SRS and sublinear decryption complexity. Nevertheless, the

longer asymptotic decryption complexity of our construction com-

pared to the original work of Cho et al. remains a limitation, and

further improvements on this front remain an interesting avenue

for future work.

Our construction performs surprisingly well when we evaluate

the concrete costs. Indeed, the asymptotic complexity discussed

above obscures a significant concrete improvement over the work

of Cho et al., due to the fact that our construction removes the

need for many sequential garbled circuit evaluations, e.g. while
prior works’ ciphertexts easily grow into petabytes of data, ours is
only a few hundred bytes. The works of Goyal et al. and Alamati et
al. also achieve these better communication complexities. Our key

improvement over these works is in the decryption complexity.

In particular, the decryption time of our scheme (specifically the

variant that achieves sublinear decryption complexity) is orders of

magnitude faster than prior schemes.

We refer the reader to Table 1 and §6 for a detailed comparison

of our results with prior work.

Receiver Privacy. We note that the basic definition of ℓOT as

proposed by Cho et al. does not include Receiver privacy, i.e. the
sender does not learn the receiver’s selection bits. In practice, this

property is added to a basic protocol using a two-party secure

computation protocol instantiated with a garbled circuit. While a

similar approach can be used with our constructions as well, we

choose to add receiver privacy to the definition. Our construction
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can achieve Receiver privacy without the use of garbled circuits,

therefore, it can easily be added to the base construction.

Extensions. Finally, we consider a basic extensions to our schemes.

We investigate an extension that was originally proposed by Cho

et al., namely, updatable ℓOT, i.e. adding the ability to update one

selection bit without having to start the full protocol from scratch.

We introduce a more general definition of this primitive and show

how to realize this definition using our SME constructions. We note

that the constructions from Goyal et al. [27] and Alamati et al. [2]
do not seem to imply such generalization.

Concurrent work. During the review process of this paper, two

concurrent works emerged, significantly contributing to this exact

same problem. The first of these papers, Döttling et al.[16], intro-
duces amore efficient approach, albeit based on different underlying

assumptions compared to our own.

The second paper, Glaeser et al. [23], closely aligns with our

construction but employs a distinct approach in achieving it, high-

lighting the robustness and versatility of our findings.

Our paper, in light of these new developments, stands as a valu-

able contribution that complements previous work.

1.1 Applications
We observe that SME and the laconic primitives that can be de-

rived from it have several potential applications that motivate its

study. Moreover, understanding the nature of these applications is

important, as it can help to determine the appropriate efficiency

requirements for an SME scheme. In previous work, many differ-

ent applications have been discussed as well, most of these can be

achieved without much trouble from SME or derived primitives.

We briefly discuss one direct application below.

One-Time Programs. Goldwasser, Kalai and Rothblum [25] pro-

posed the notion of one-time programs. These programs employ

a form of secure hardware token, with multiple OT-like function-

alities that “self-destruct” after use. In practice, the cost of this

token functionality imposes a significant barrier to the deployment

of such programs: since each token functionality holds one input

label for a garbled circuit (and can be used only once), the input

size (or number of program executions) is therefore bounded by

the number of functionalities that can be included into a practical

device. Laconic OT removes this restriction: by compressing a large

selector database into a ℓOT digest, an evaluator can now evaluate

a polynomial number of input wires (or program executions) using

a constant number of token OT functionalities. Recently, this con-

cept was further explored using commodity hardware by Eldridge

et al. [17], our laconic OT scheme can be directly applied in this

context.

1.2 Technical Overview
In this section we will discuss how to build set membership encryp-

tion, but first, we will provide an overview of laconic Oblivious

Transfer and discuss the early construction of Cho et al. [10]. In
the original definition of laconic OT receiver privacy is missing,

however, we have added receiver privacy to the definition of laconic

OT as well.

Laconic Oblivious Transfer In a traditional OT, a Sender with two
messages interacts with a Receiver who possesses a selector bit. At

the conclusion of the interaction, the Receiver learns one message

(and nothing about the othermessage) and the Sender does not learn

the Receiver’s selection. Laconic OT generalizes this primitive to

multiple interactions: the Receiver possesses a database 𝐷 ∈ {0, 1}𝑛
of selector bits and the Sender has 𝑛 message pairs. To rule out

the naive construction, laconic OT adds an efficiency restriction:

the communication from Receiver to Sender must be compact, and

ideally independent of the database size. An alternative view of

laconic OT poses it as a type of encryption: the Receiver computes a

hash of the selector bits, and the Sender uses this hash as a form of

“public key” to encrypt messages for specific indices and positions.

Most critically, in this formulation a single digest can be re-used to

encrypt many distinct messages.

Security. Traditional OT provides privacy for both Sender and Re-

ceiver. The basic ℓOT security definition proposed by Cho et al.
requires only privacy for the Sender’s inputs. Cho et al. point out
that Receiver privacy can be added by embedding the laconic en-

cryption algorithm into a garbled circuit that can be evaluated by

the Receiver using labels retrieved from the sender using a tradi-

tional OT protocol. However, given our very different approach, we

can add receiver privacy from the start. Therefore, we have added

it to the definition of laconic OT.

Efficiency. Cho et al. specify precise asymptotic efficiency require-

ments in their definition of laconic OT. Notably, they limit the size

of the digest to be only polynomially-dependent on the security pa-

rameter and independent of the database size. Computationally, the

digest must be computable in time 𝑛 · poly (log𝑛) and encryption

and decryption time are bounded by poly (log𝑛). Unfortunately,
due to the nature of our constructions we have to relax some of

these bounds: specifically, we allow decryption to require O (𝑛),
which is an asymptotic setback, but we can still show concrete

improvements of the decryption time.

The construction of Cho et al. Cho et al. propose a construction
in two parts. Given a security parameter 𝜆, they propose a laconic

OT scheme that takes as input a selector database of size 2𝜆 and

creates a digest of size 𝜆. To achieve further compression, the second

part of the construction uses this scheme in a binary Merkle tree to

reduce a database of arbitrary size to a digest of size 𝜆.

The key observation of the Cho et al. scheme is that the root

of this tree can be used as an encryption key. This is done by

constructing an efficient witness encryption scheme for a specific

language involving hash functions, and then dividing the selector

database into blocks of 𝜆 bits each. These blocks form the leaves of

the tree and the root of the tree becomes the digest of the laconic OT

scheme. Encryption proceeds by evaluating the witness encryption

at each level of the tree. To make this process non-interactive, each

level of encryption is embedded into a garbled circuit, resulting in

ciphertexts that comprise chains of log𝑁 garbled circuits. While

this design is elegant and the overall complexity assumptions are

mild, practical implementations must bear the cost of evaluating

elliptic curve point multiplications within many garbled circuits in

order to decrypt a single laconic ciphertext: in practice this results

in a substantial concrete overhead.
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Our Approach. In broadcast encryption (BE) [19], an encryptor

wishes to broadcast a message such that only a subset of receivers

can receive the message. Intuitively one might be tempted to con-

struct laconic OT from broadcast encryption via the following

heuristic: each of 2 possible selector bits/position in the Receiver’s

database could be treated as a single recipient in a universe of 2𝑛

possible recipients. The Sender could then encrypt each of its mes-

sages to a subset of the recipients that would correspond to the

appropriate selector bits in the Receiver’s database. In this vision,

the Receiver would be unable to decrypt messages in positions

where its selector bit was not appropriately set.

Of course this intuition does not work, for several reasons. First:

broadcast encryption is fundamentally the wrong primitive for this

task: instead of encrypting to a specific recipient if and only if

the recipient is in a chosen subset, broadcast encryption allows

decryption by any recipient in the set. In practice this means that

the recipient can open both messages at a given index. Moreover

even if we ignore this fundamental issue, broadcast encryption

has no notion of a succinct digest to encode the set of allowed

recipients. Finally, the intuition above elides an important detail

about the nature of the secret keys: even if keys are generated via

a trusted setup procedure (or honestly by the Sender), not every

broadcast encryption scheme will retain its security when all secret

keys are known to an adversarial Receiver.

A key intuition of this work is that while broadcast encryption

is not the right primitive, these problems can be solved by adapting

specific broadcast encryption schemes to construct a new protocol

that we call set membership encryption. This new protocol requires

several features: it must incorporate a means to specify the recip-

ient set via a compact commitment (or digest); it must allow the

encryptor to encrypt to a specific recipient as long as they are in

the recipient set; and it must provide a strong collusion resistance

property. We now outline the key steps by which we construct this

primitive.

Constructing a succinct digest. As a first step, we consider the prob-
lem of modifying broadcast encryption to incorporate a succinct

digest of the recipient set. Our basic observation for this modifica-

tion is that certain efficient broadcast encryption schemes [7, 39, 47]

feature compact ciphertexts that are independent of the recipient

size, and also admit homomorphic operations on the ciphertext.

The nature of these protocols enables an efficient process for con-

structing a digest of the recipient set: this is done by introducing

(1) a first “hashing” procedure Hash that takes as input a recip-

ient set and outputs a succinct broadcast encryption ciphertext

encrypting the identity element, and (2) a subsequent “encryption”
operation Encrypt that takes the previous ciphertext and homomor-

phically embeds a new plaintext. Concretely, we observe that in

many pairing-based BE schemes the recipient set is contained in the

ciphertext as a product of certain group elements corresponding to

the recipients. We can compute that product during the Hash algo-

rithm and finish the creation of the ciphertext during the Encrypt
algorithm.

Modifying the encryption functionality. Unlike broadcast encryption,
set membership encryption requires two inputs to the encryption

function. First: it takes as input a succinct digest of the recipient

set that is produced using the approach described immediately

above. Additionally it takes a specific receiver identity. The scheme

must allow decryption by a specific recipient key if and only if the
recipient was identified by the encryptor and is in the recipient set.

This novel functionality combines elements of broadcast encryption

with those of IBE.
3
Because of the mathematical properties of the

pairing-based schemes, we can instantiate a second version of the

same BE scheme, such that we can bind one recipient to the set of

recipients by taking their product. Moreover, we ensure that two

secret keys for the same receiver are bound as well, such that the

resulting secret key can decrypt both coupled ciphertexts.

Collusion resistance. In the security game of a normal BE scheme,

an adversary can receive any key they want as long as they do not

appear in the challenge set, i.e. the set of receivers to which the

challenge ciphertext is encrypted. However, we want the stronger

property that given all possible secret keys, ciphertexts are still

secure when they are encrypted to a recipient that was not in the

recipient set. The way we achieve this is that while tying both the

secret keys, we ensure that the adversary cannot use a set of keys

to derive a different key. By strongly coupling the binding of both

keys to the master secret key, we avoid that any malicious keys can

be crafted from a combination of secret keys without knowledge of

the master secret key.

Defining security for set membership encryption. We define security

for SME via a game-based definition that says that an adversary

cannot learn anything from a ciphertext, when that ciphertext is for-

mulated by using the hashing algorithm on a set of receivers and the

encryption algorithm for one specific receiver that is not contained

in the set, even given decryption keys for all possible receivers.

We will define a strong adaptively secure definition, followed by a

weaker selectively secure definition where the challenger knows

the challenge set of receivers and the challenge receiver before

creating a common reference string.

From SME to laconic OT Having defined set membership encryp-

tion, this leaves the main question of how to create a laconic OT

scheme. Figure 1 illustrates this process. As mentioned previously,

the idea is to define two receivers for each location in the database:

one receiver corresponds to a 0 bit and the other to a 1 bit. Now, the

database can be mapped to said receivers and the Hash algorithm

can be used to create a digest 𝐷̂ of the database. Next, for every

location, the sender can create two ciphertexts by encrypting the

labels using both receivers at that location corresponding to 0 and 1.

Given that the encoded database is used, only one of these receivers

is encoded inside 𝐷̂, therefore, due to the properties of the SME,

the receiver can only decrypt one of the labels.

SME Construction We show a construction of set membership

encryption that is selectively secure, using this scheme we achieve

the most efficient laconic OT scheme.

This construction is based on the broadcast encryption system

introduced by Boneh et al. [7]. This BE scheme is also only selec-

tively secure, which explains the fact that we can only hope to prove

selective security for our set membership encryption scheme. To

prove this scheme secure we introduce a new assumption which we

call a selective bilinear Diffie-Hellman exponentiation assumption

3
Notably, this new scheme must use the same key for both functionalities, which rules

out simple combinations of two distinct schemes.
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𝐿 𝐷 0-bit 1-bit

1 0 𝑅1 𝑅2

2 0 𝑅3 𝑅4

3 1 𝑅5 𝑅6

.

.

.
.
.
.

.

.

.
.
.
.

𝑖 0 𝑅2𝑖−1 𝑅2𝑖

.

.

.
.
.
.

.

.

.
.
.
.

𝑛 1 𝑅2𝑛−1 𝑅2𝑛

Hash({𝑅1,𝑅3, 𝑅6, . . . ,
𝑅2𝑖−1, . . . , 𝑅2𝑛})

Receiver

digest

Sender

Send(digest, 𝐿,
𝑚0,𝑚1) Encrypt(digest, 𝑅2𝐿−1,𝑚0)

Encrypt(digest, 𝑅2𝐿,𝑚1)

Figure 1: A schematic description of using SME to construct laconic OT based on an example database 𝐷 . Note that for ease of presentation, we use simplified
versions of the algorithms omitting any details such as a common reference string. Each 𝑅𝑖 represents a receiver in the SME scheme.

(sBDHE), which is an interactive variant of a general BDHE. We

can prove this assumption to be secure in the generic bilinear group

model [45], by using the generic proof template of Boneh et al. [5]
In the full version of our paper, we show that it is possible to

build an adaptively secure scheme using our technique, but crs

grows to size O
(
𝑛2

)
. We leave improving the parameters of the

adaptively secure scheme for future work.

Improvements of our Laconic OT Construction In the next

part of this paper we will introduce a few improvements to our

constructions, we will now give a brief technical overview of these

improvements.

√
𝑛-OptimizationAlthough, our construction already shows a con-

crete improvement over some of the previous work, the common

reference string is still particularly large and the construction of

Alamati et al. is still outperforming ours. By striking a new bal-

ance between the size of the digest and the CRS, we can achieve

much better efficiency. In order to achieve this, we only initiate

the underlying SME with 2

√
𝑛 receivers, where 𝑛 is the size of the

database. Instead of hashing the database as a whole, we hash it

in chunks of size

√
𝑛. The digest consists of

√
𝑛 sub-digests, which

increases the asymptotic communication efficiency of the digest to

O
(√
𝑛
)
. However, as already shown in Table 1, we achieve much

better concrete efficiency overall. This leads to a very practical

construction of ℓOT.

2 PRELIMINARIES

Notation. Let 𝜆 be an adjustable security parameter and negl(𝑛)
be a negligible function in 𝜆. We use

𝑐≈ to denote computational

indistinguishability. We will write 𝑥 ← Algo(·) to say that 𝑥 is a

specific output of running the algorithm Algo on specific inputs. We

write Algo𝐷 to say that the algorithm Algo has random read access

to the set𝐷 . We denote [𝑛] = {1, . . . , 𝑛} and for a bit 𝑏 we write ¯𝑏 to

denote 1 − 𝑏.We will write 𝑥
$←− 𝑆 when 𝑥 gets randomly sampled

from the set 𝑆, we assume the sampling is uniformly random unless

otherwise specified. For ease of presentation, in all asymptotic

efficiency notations we will ignore the security parameter and will

assume it appears in all of them.

2.1 Laconic Oblivious Transfer
We now give the following formal definition as presented by Cho et
al., we add the requirement that the size of the database is known

when generating the common reference string, as well as some

changes to the efficiency requirements.

Definition 2.1 (laconic OT). A laconic OT (ℓOT) scheme consists

of four algorithms crsGen,Hash, Send, and Receive.

crsGen(1𝜆, ℓ) → crs. This algorithm takes as input the security

parameter 𝜆 and the size of the database ℓ .

Hash(crs, 𝐷) → (digest, 𝐷̂) . This algorithm takes as input a com-

mon reference string crs and a database 𝐷 ∈ {0, 1}ℓ and
outputs a digest digest of the database and a state 𝐷̂ .

Send(crs, digest, 𝐿,𝑚0,𝑚1) → 𝑐. This algorithm takes as input

a common reference string crs, a digest digest, a database
location 𝐿 ∈ [ℓ], and two labels 𝑚0 and 𝑚1. It outputs a

ciphertext 𝑐.

Receive𝐷̂ (crs, 𝑐, 𝐿) →𝑚. This algorithm takes as input a common

reference string crs, a ciphertext 𝑐, and a database position

𝐿. Moreover, it has random read access to 𝐷̂ . It outputs a

label𝑚.

This scheme should have the following properties:

Correctness: For any database 𝐷 of size ℓ = poly (𝜆) , for any
polynomial function poly (·) , any database location 𝐿 ∈ [ℓ],
and any pair of labels (𝑚0,𝑚1) ∈ {0, 1}𝜆 × {0, 1}𝜆, it holds
that

Pr


𝑚 =𝑚𝐷 [𝐿]

����������
crs ← crsGen

(
1
𝜆, ℓ

)(
digest, 𝐷̂

)
← Hash (crs, 𝐷)

𝑐 ← Send (crs, digest, 𝐿,𝑚0,𝑚1)
𝑚 ← Receive𝐷̂ (crs, 𝑐, 𝐿)


= 1,

where the probability is taken over the random choices made

by crsGen and Send.
Sender Privacy Against Semi-Honest Receivers: There exists a

PPT simulatorS such that for any database of size atmost ℓ =

poly (𝜆) for any polynomial function poly (·), any memory

location 𝐿 ∈ [ℓ], and any pair of labels (𝑚0,𝑚1) ∈ {0, 1}𝜆 ×
{0, 1}𝜆, let crs← crsGen(1𝜆, ℓ) and digest← Hash(crs, 𝐷),
it holds that

(crs, Send (crs, digest, 𝐿,𝑚0,𝑚1))
𝑐≈
(
crs,S

(
𝐷, 𝐿,𝑚𝐷 [𝐿]

))
.

Receiver Privacy: There exists a PPT simulator S such that for

any database of size at most ℓ = poly (𝜆) for any polynomial

1084



CCS ’23, November 26–30, 2023, Copenhagen, Denmark. Matthew Green, Abhishek Jain, & Gijs Van Laer

function poly (·) , let crs← crsGen(1𝜆, ℓ), it holds that

(crs,Hash(crs, 𝐷)) 𝑐≈
(
crs,S

(
1
𝜆
))
.

Efficiency: The length of digest is a fixed polynomial in 𝜆, inde-

pendent of the size of the database. Moreover, the algorithm

Hash runs in time |𝐷 | · poly (log |𝐷 |, 𝜆) , Send runs in time

poly (log |𝐷 |, 𝜆) , and Receive runs in time O (|𝐷 |, 𝜆) .4

3 SET MEMBERSHIP ENCRYPTION
In this section we introduce a new primitive called set membership
encryption (SME). This primitive allows a first party, the hasher, to

hash a subset of all receivers that can decrypt a ciphertext, but only

a second party, the encryptor, adds a message to the ciphertext and

defines a single recipient. Only when this recipient was included

in the subset that was chosen by the hasher, the ciphertext can be

decrypted. We give a game-based definition that specifies strong

adaptive security as well as a second weaker selectively secure

definition.

Definition 3.1 (set membership encryption). A set membership

encryption scheme (SME) consists of five randomized algorithms:

Setup(1𝜆, 𝑛) → (pk,msk) . This algorithm takes as input the secu-

rity parameter 𝜆 and the maximum number of receivers 𝑛. It

outputs a public key pk and a master secret key msk.
KeyGen(𝑘, pk,msk) → 𝐾𝑘 . This algorithm takes as input a re-

ceiver 𝑘 ∈ [𝑛], a public key pk, and a master secret keymsk.
It outputs a private key 𝐾𝑘 .

Hash(pk, 𝑆) →
(
𝑆, st

)
. This algorithm takes as input a public key

pk and a subset 𝑆 ⊆ [𝑛] . It outputs a digest of the set 𝑆 that

is denoted 𝑆 and some state st.
Encrypt(pk, 𝑖, 𝑀, 𝑆) → 𝐶. This algorithm takes as input a public

key pk, a receiver 𝑖 ∈ [𝑛], a message 𝑀, and a digest 𝑆. It

outputs a ciphertext 𝐶.

Decrypt(pk, 𝐾, 𝑆, 𝑖,𝐶, st) → 𝑀. This algorithm takes as input a

public key pk, a private key 𝐾 , a subset 𝑆 ⊆ [𝑛], a receiver
𝑖 ∈ [𝑛], a ciphertext 𝐶, and state from Hash st. It outputs a
plaintext message𝑀.

This scheme should have the following properties:

Correctness. For all 𝑆 ⊆ [𝑛] and all 𝑖 ∈ 𝑆 , we have

Pr

𝑀 = Decrypt(pk, 𝐾, 𝑆, 𝑖,𝐶, st)

��������
(pk,msk) ← Setup(1𝜆, 𝑛)
(𝑆, st) ← Hash(pk, 𝑆)
𝐶 ← Encrypt(pk, 𝑖, 𝑀, 𝑆)
𝐾 ← KeyGen(𝑖, pk,msk)

 = 1.

Efficiency. The size of the digest 𝑆 is a fixed polynomial in 𝜆 in-

dependent of the size of the original set. Moreover, the algo-

rithm Hash runs in time |𝐷 | · poly (log |𝐷 |, 𝜆) , Encrypt runs
in time poly (log |𝐷 |, 𝜆) , andDecrypt runs in time poly ( |𝐷 |, 𝜆) .

(Selective) Security. For all PPT algorithms A we have that����Pr [𝑏 = 𝑏′
��(𝑏,𝑏′) ← GameA,SME,𝑛 (𝜆)

]
− 1

2

���� ≤ 𝜖 (𝜆) ,
with 𝜖 (·) a negligible function and GameA,SME,𝑛 the secu-

rity game as described in Figure 2. The same definition can

4
We slightly relax the efficiency in comparison with the definition given in Cho et

al. [10] This slightly worse asymptotic receiver time results in constructions with

much better concrete efficiency.

be stated with the selective security gameGameA,𝑠SME,𝑛 (𝜆)
as described in Figure 3.

Privacy: There exists a PPT simulator S such that for any set

𝑆 of size at most 𝑛 = poly (𝜆) for any polynomial function

poly (·) , let (pk,msk) ← Setup(1𝜆, 𝑛), ∀𝑖 ∈ [𝑛] : 𝐾𝑖 =

KeyGen(𝑖, pk,msk), and (𝑆, st) ← Hash(pk, 𝑆), it holds that(
pk, {𝐾𝑖 }𝑖∈[𝑛] , 𝑆

)
𝑐≈
(
pk, {𝐾𝑖 }𝑖∈[𝑛] ,S

(
1
𝜆
))
.

Security game for set membership encryption

GameA,SME,𝑛 (𝜆).

Setup. The challenger runs Setup
(
1
𝜆, 𝑛

)
to obtain a public

key pk and master secret key msk, it hands the public
key to the adversary A as well as private keys 𝐾𝑘 ←
KeyGen(𝑘, pk,msk), for all 𝑘 ∈ [𝑛] .

Challenge. A picks a message 𝑀 and sends this mes-

sage together with a subset 𝑆 ⊆ [𝑛] and a receiver

𝑖 ∉ 𝑆. The challenger computes a digest (𝑆, st) ←
Hash(pk, 𝑆) and picks 𝑏

$←− {0, 1} and sets 𝐶 ←
Encrypt

(
pk, 𝑖, 𝑀, 𝑆

)
if 𝑏 = 0 and picks 𝑀′ at random

and sets 𝐶 ← Encrypt
(
pk, 𝑖, 𝑀′, 𝑆

)
otherwise. The

challenger gives this digest, the state st, and the ci-

phertext to A .
Guess. The adversary A outputs its guess 𝑏′ ∈ {0, 1} for 𝑏

and wins the game if 𝑏 = 𝑏′ .

Figure 2: Security game for set membership encryption.

3.1 Laconic OT from Set Membership
Encryption

We now prove that our newly introduced set membership encryp-

tion primitive implies ℓOT, by constructing a ℓOT scheme based

on a secure SME scheme.

Theorem 1. Given a selectively secure set membership encryption
scheme

SME = (Setup,KeyGen,Hash, Encrypt,Decrypt)

there exists a secure laconic OT scheme ℓOT.

Proof.We build the following laconic OT scheme ℓOT,with ℓ = |𝐷 |
crsGen(1𝜆, ℓ) : Set 𝑛 = 2ℓ, run (pk,msk) ← Setup(1𝜆, 𝑛), and

run 𝐾𝑖 ← KeyGen(𝑖, pk,msk), for all 𝑖 ∈ [𝑛] . Output crs =
(pk, {𝐾𝑖 }𝑖∈[𝑛] ) .

Hash(crs, 𝐷) : Set 𝐸 =

{
2𝑖 − 𝐷 [𝑖]

���∀𝑖 ∈ [ℓ]} and
(digest, st) ← Hash(pk, 𝐸) .

Output

(
digest, 𝐷̂ = (𝐸, digest, st)

)
.
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Selective security game for set membership encryption

GameA,𝑠SME,𝑛 (𝜆) .

Setup. The adversary A sends a set 𝑆 ⊆ [𝑛] and a receiver

𝑖 ∉ 𝑆. The challenger runs Setup
(
1
𝜆, 𝑛

)
to obtain a

public key pk and master secret key msk, it hands out
the public key to the adversary A as well as private

keys 𝐾𝑘 ← KeyGen(𝑘, pk,msk), for all 𝑘 ∈ [𝑛] .
Challenge. A picks a message 𝑀 and sends this mes-

sage. The challenger computes a digest (𝑆, st) ←
Hash(pk, 𝑆) and picks 𝑏

$←− {0, 1} and sets 𝐶 ←
Encrypt

(
pk, 𝑖, 𝑀, 𝑆

)
if 𝑏 = 0 and picks 𝑀′ at random

and sets 𝐶 ← Encrypt
(
pk, 𝑖, 𝑀′, 𝑆

)
otherwise. The

challenger gives this ciphertext, the digest, and the

state st to A .
Guess. The adversary A outputs its guess 𝑏′ ∈ {0, 1} for 𝑏

and wins the game if 𝑏 = 𝑏′ .

Figure 3: Selective security game for set membership encryption.

Send(crs, digest, 𝐿,𝑚0,𝑚1) : create
𝑐0 = Encrypt(pk, 2𝐿 − 1,𝑚0, digest)

and 𝑐1 = Encrypt(pk, 2𝐿,𝑚1, digest) . Output 𝑐 = (𝑐0, 𝑐1).
Receive𝐷̂ (crs, 𝑐, 𝐿) : Parse 𝑐 as (𝑐0, 𝑐1) . If 𝐷 [𝐿] = 0, set

𝑚 = Decrypt(pk, 𝐾2𝐿−1, 𝐸, 2𝐿 − 1, 𝑐0, st) .
If 𝐷 [𝐿] = 1, set

𝑚 = Decrypt(pk, 𝐾2𝐿, 𝐸, 2𝐿, 𝑐1, st) .
Correctness follows by inspection and because of the correctness

of the underlying SME scheme.

To achieve receiver privacy, the simulator can internally use the

simulator of the privacy property of the underlying SME scheme.

Indistinguishability of both views follows immediately.

To show sender privacy, we construct the following simulator

S(𝐷, 𝐿,𝑚𝐷 [𝐿] ) :
• digest← Hash(crs, 𝐷)
• 𝑐0 = Encrypt(pk, 2𝐿−1,𝑚𝐷 [𝐿] , digest) and 𝑐1 = Encrypt(pk,
2𝐿,𝑚𝐷 [𝐿] , digest) and output 𝑐 = (𝑐0, 𝑐1).

Assume we have a distinguisherA that can distinguish between

the normal Send algorithm and this simulator, then we build an

adversary B that can break the SME security game. B receives

a public key pk and all private keys for every 𝑖 ∈ [𝑛] from the

challenger in the SME security game. It passes this information as

the crs toA . Next, B computes digest honestly usingHash, picks a
message𝑚

𝐷 [𝐿] at random, and sends𝑚𝐷 [𝐿] and𝑚𝐷 [𝐿] as well as

𝐸 (from Hash), 2𝐿 − 𝐷 [𝐿], and digest to the challenger in the SME
security game. B receives a ciphertext 𝑐. Now, B sets 𝑐

𝐷 [𝐿] = 𝑐 and

𝑐𝐷 [𝐿] ← Encrypt(pk, 2𝐿 − 𝐷 [𝐿],𝑚𝐷 [𝐿] , digest) . Now, A answers

with either 0, i.e. we are using the real Send algorithm, in which

case B answers with 𝐷 [𝐿], or A answers with 1, i.e. we are using
the simulator. In which case B sends 𝐷 [𝐿] to the challenger.

The efficiency of the laconic OT scheme follows directly from

the efficiency of the set membership encryption scheme. □

Malicious Sender and Receiver. Similar to previous work, the

constructions that we give are only secure against semi-honest ad-

versaries. Standard techniques can be used to upgrade to malicious

adversaries, e.g. by the use of Non-Interactive Zero Knowledge

proofs (NIZKs) [18]. Luckily, given the use of bilinear maps in our

constructions it is possible to use quite optimal NIZKs such as the

ones introduced by Groth and Sahai [29], Groth [28], and Lai et
al. [37]. We suspect that these proofs can even be further optimized

leading to a very practical construction, we leave these optimiza-

tions of the NIZKs for future work.

Other possibilities to improve the construction against malicious

adversaries are the techniques of Ishai et al. [32], or using interac-
tive zero-knowledge proofs, but this introduces more interactivity.

Given the optimal setting for NIZKs, we rather prefer these former

techniques.

4 SME CONSTRUCTION
We show a selectively secure construction of the set membership

encryption protocol. In the full version of our paper, we introduce

an adaptively secure scheme, but decryption keys grow to O (𝑛) in
the process. We leave it to future work to find an adaptively secure

schemewith constant sized decryption keys. This selectively secure

scheme is based upon the broadcast encryption scheme by Boneh,

Gentry, and Waters [7]. The original scheme was selectively CPA

secure, therefore intuitively, we can only hope to distill a selectively

secure SME from this construction.

For ease of presentation we are showing our construction with

type-I pairings, but our constructions can easily be adapted to type-

III pairings.

Setup
(
1
𝜆, 𝑛

)
: Let G be a bilinear group of prime order 𝑝 . Choose

random generator 𝑔 ∈ G and random 𝛼, {𝛽𝑖 }𝑖∈[𝑛] ∈ Z𝑝 .

Compute 𝑔𝑖 = 𝑔
(𝛼𝑖 ) ∈ G for 𝑖 ∈ [2𝑛] \ {𝑛 + 1}, and 𝑔𝛽𝑖 ∈ G

for 𝑖 ∈ [𝑛]. Also, choose 𝛾 ∈ Z𝑝 and set 𝑣 = 𝑔𝛾 ∈ G. Out-

put pk =

(
𝑔, {𝑔𝑖 }𝑖∈[2𝑛]\{𝑛+1} ,

{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

, 𝑣

)
, and msk =(

𝛾, {𝛽𝑖 }𝑖∈[𝑛]
)

KeyGen (𝑘, pk,msk) : This algorithm takes as input a receiver

𝑘 ∈ [𝑛], a public key pk, and a master secret key msk.

Parse pk as

(
𝑔, {𝑔𝑖 }𝑖∈[2𝑛]\{𝑛+1} ,

{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

, 𝑣

)
and msk as(

𝛾, {𝛽𝑖 }𝑖∈[𝑛]
)
. Output 𝑑𝑘 = 𝑔

𝛾

𝑘
𝑔
𝛽𝑘
𝑘
.

Hash (pk, 𝑆 ⊆ [𝑛]) : This algorithm takes as input a public key

pk and a subset 𝑆 ⊆ [𝑛]. It outputs a digest 𝑆 and a state st.
Parse pk as

(
𝑔, {𝑔𝑖 }𝑖∈[2𝑛]\{𝑛+1} ,

{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

, 𝑣

)
.
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Pick uniformly random 𝑧
$←− Z𝑝 and compute

𝑆 = 𝑔𝑧𝑣
∏
𝑗∈𝑆

𝑔𝑛+1− 𝑗 .

Output (𝑆, st = 𝑧)
Encrypt

(
pk, 𝑖, 𝑀, 𝑆

)
: This algorithm takes as input a public key

pk, a receiver 𝑖 ∈ [𝑛], a message𝑀, and a digest 𝑆. It outputs

a ciphertext𝐶∗ = (Hdr,𝐶) . Parse pk as (𝑔, {𝑔𝑖 }𝑖∈[2𝑛]\{𝑛+1} ,{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

, 𝑣) . Pick 𝑡 $←− Z𝑝 and set

Hdr =
(
𝑔𝑡 ,

(
𝑔𝛽𝑖𝑆

)𝑡 )
=
©­«𝑔𝑡 , ©­«𝑔𝑧𝑣𝑔𝛽𝑖

∏
𝑗∈𝑆

𝑔𝑛+1− 𝑗
ª®¬
𝑡 ª®¬ .

Compute 𝐾 = 𝑒 (𝑔,𝑔𝑛+1)𝑡 , note that you can compute

𝑒 (𝑔,𝑔𝑛+1) = 𝑒 (𝑔1, 𝑔𝑛) .

Set 𝐶 = 𝑀 · 𝐾 and output 𝐶∗ = (Hdr,𝐶).
Decrypt (pk, 𝑑𝑖 , 𝑆, 𝑖,𝐶, st) :

𝐾 =
𝑒 (𝑔𝑖 , 𝑐2)

𝑒

(
𝑑𝑖

∏
𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗+𝑖 , 𝑐1

) . (1)

Output𝑀 ← 𝐶 · 𝐾−1 .

Correctness We show that Equation (1) indeed recovers 𝐾, which
then can be used to recover the plaintext message𝑀

𝑒 (𝑔𝑖 , 𝑐2 )

𝑒

(
𝑔𝑧
𝑖
𝑑𝑖

∏
𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗+𝑖 , 𝑐1

) =

𝑒

(
𝑔 (𝛼

𝑖 ) ,
(
𝑔𝑧𝑣𝑔𝛽𝑖

∏
𝑗 ∈𝑆 𝑔𝑛+1− 𝑗

)𝑡 )
𝑒

(
𝑔𝑧
𝑖

(
𝑔 (𝛼𝑖 )

)𝛾 (
𝑔 (𝛼𝑖 )

)𝛽𝑖 ∏
𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗+𝑖 , 𝑔𝑡
)

=

𝑒

(
𝑔 (𝛼

𝑖 ) , 𝑔𝑛+1−𝑖
)𝑡
𝑒

(
𝑔 (𝛼

𝑖 ) , 𝑔𝑧𝑣
∏

𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗

)𝑡
𝑒

(
𝑔 (𝛼

𝑖 ) , 𝑔𝛽𝑖
)𝑡

𝑒

(
𝑔𝑧
𝑖

(
𝑔 (𝛼𝑖 )

)𝛾 ∏
𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗+𝑖 , 𝑔𝑡
)
𝑒

((
𝑔 (𝛼𝑖 )

)𝛽𝑖
, 𝑔𝑡

)

= 𝑒 (𝑔,𝑔𝑛+1 )𝑡
𝑒

(
𝑔,𝑔𝑧

𝑖
𝑣 (𝛼

𝑖 ) ∏
𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗+𝑖

)𝑡
𝑒

(
𝑔𝑧
𝑖

(
𝑔 (𝛼𝑖 )

)𝛾 ∏
𝑗 ∈𝑆
𝑗≠𝑖

𝑔𝑛+1− 𝑗+𝑖 , 𝑔

)𝑡 = 𝑒 (𝑔,𝑔𝑛+1 )𝑡 = 𝐾

Efficiency In this construction it can be seen that the size of the

public key is 3𝑛 + 1 elements in G. Themsk is 𝑛 + 1 elements in Z𝑝 .
The size of the secret keys is just 1 group element.

Hash can be computed by doing |𝑆 | multiplications within G,
therefore, this algorithm runs in time O (|𝑆 |) . The output of the
algorithm is just 1 group element. On the other hand, Encrypt
runs in constant time, because it only computes 1 multiplication

and 2 exponentiations in G, and 1 pairing, 1 exponentiation, and 1

multiplication in G𝑇 . The output of this algorithm is 2 elements in

G and 1 element in G𝑇 .
Finally decryption runs in O (|𝑆 |) because it needs to do |𝑆 | − 1

multiplications, 2 pairings, and 1 multiplication and 1 division in

G𝑇 .

Privacy To show privacy we need to create a simulator such that

for any set 𝑆 of size at most 𝑛 = poly (𝜆) for any polynomial

function poly (·) , let (pk,msk) ← Setup(1𝜆, 𝑛), ∀𝑖 ∈ [𝑛] : 𝐾𝑖 =

KeyGen(𝑖, pk,msk), and (𝑆, st) ← Hash(pk, 𝑆), it holds that(
pk, {𝐾𝑖 }𝑖∈[𝑛] , 𝑆

)
𝑐≈
(
pk, {𝐾𝑖 }𝑖∈[𝑛] ,S

(
1
𝜆
))
.

A very straight forward simulator is just sampling a uniform ran-

dom element in G, because of the randomly chosen blinding factor

𝑧 during hashing, it is clear that both outputs are perfectly indistin-

guishable.

Security We introduce a selective BDHE assumption. Although

this is a new assumption, we formulate it as a variation of a GBDHE,

except that some of the parameters can be chosen adversarially in

advance. This approach fits within a framework as used in many

papers using GBDHE-style assumptions. Therefore, similar to these

previous works, we can prove our assumption to be generically

secure (i.e. in the generic bilinear group model [45]), by using the

generic proof template of Boneh, Boyen, and Goh [5].

Assumption 1. After given 𝑆 ⊂ [𝑛] and 𝑖 ∈ [𝑛], with 𝑖 ∉ 𝑆 by an
adversary, a challenger outputs(

𝑔, ℎ = 𝑔𝑡 ,

{
𝑔𝑖 = 𝑔

(𝛼𝑖 )
}
𝑖∈[2𝑛]\{𝑛+1}

,

{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

,

𝑣 = 𝑔𝛾 ,

{
𝑔
𝛾

𝑖
𝑔
𝛽𝑖
𝑖

}
𝑖∈[𝑛]

,
©­«𝑣𝑔𝛽𝑖

∏
𝑗∈𝑆

𝑔𝑛+1− 𝑗
ª®¬
𝑡 ª®¬ ,

and a value 𝑇 that is either 𝑒 (ℎ,𝑔𝑛+1) or a random element in G𝑇 .
The assumption states that the adversary has negligible advantage in
distinguishing between the two possibilities of 𝑇 .

We introduce the following lemma to prove above assumption to

be secure in the generic groupmodel. We use notation as introduced

by Boneh, Boyen, and Goh [5].

Lemma 4.1. Given 𝑆 ⊂ [𝑛] and 𝑖 ∈ [𝑛], the above assumption is
a selective BDHE assumption, ie: for the following polynomials, 𝑓 is
independent of (𝑃,𝑄), if 𝑖 ∉ 𝑆.

𝑃 =

(
1, 𝑡,

{
𝛼𝑘

}
𝑘∈[2𝑛]\{𝑛+1}

, {𝛽𝑘 }𝑘∈[𝑛] , 𝛾,
{
𝛾𝛼𝑘 + 𝛽𝑘𝛼𝑘

}
𝑘∈[𝑛]

,

𝜅,𝛾𝑡 + 𝛽𝑖𝑡 + 𝜅𝑡 + 𝑡
∑︁
𝑗∈𝑆

𝛼𝑛+1− 𝑗 ª®¬
𝑄 = (1)
𝑓 = 𝑡𝛼𝑛+1

Proof. To show that 𝑓 is independent of (𝑃,𝑄) we have to show

that 𝑓 cannot be constructed in the following way: 𝑓 =
∑
𝑖

∑
𝑗 𝑝𝑖𝑝 𝑗 +∑

𝑘 𝑞𝑘 , where 𝑝𝑖 , 𝑝 𝑗 are polynomials in 𝑃 and 𝑞𝑘 polynomials in 𝑄.

To create the term 𝑡𝛼𝑛+1, we need to look at the term 𝛾𝑡 + 𝛽𝑖𝑡 +
𝜅𝑡+𝑡 ∑𝑗∈𝑆 𝛼

𝑛+1− 𝑗 , because none of the other terms contain 𝛼𝑛+1, or
any 𝛼𝑘 in combination with 𝑡 . To achieve the term we multiply this

with𝛼𝑘 for𝑘 ∈ 𝑆. This results in𝛾𝑡𝛼𝑘+𝛽𝑖𝑡𝛼𝑘+𝜅𝑡+𝑡
∑
𝑗∈𝑆 𝛼

𝑛+1− 𝑗+𝑘 .
Now, to cancel out the term 𝛽𝑖𝑡𝛼

𝑘 , we note that 𝑘 ≠ 𝑖 because 𝑖 ∉ 𝑆,

therefore we cannot hope to use any of the 𝛾𝛼𝑘 + 𝛽𝑘𝛼𝑘 . The only
option to try and cancel out that term is by using 𝛾𝑡 + 𝛽𝑖𝑡 + 𝜅𝑡 +
𝑡
∑
𝑗∈𝑆 𝛼

𝑛+1− 𝑗
again if 𝑘 = 𝑛 + 1 − 𝑗 for some 𝑗 ∈ 𝑆 and multiply it

with 𝛽𝑖 . However, now we introduced the term 𝛽2
𝑖
𝑡, the only way
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this term can be created is in the same way we did, which will lead

us in circles. This concludes the proof. □

Theorem 2. If Assumption 1 holds, then our SME construction
above is a selectively secure SME.

Proof.Given an adversaryA for our SME construction, we build an
adversary B to break Assumption 1. First B receives a set 𝑆 ⊂ [𝑛]
and an index 𝑖 ∈ [𝑛], but 𝑖 ∉ 𝑆. It forwards these elements to the

challenger of the assumption. B receives(
𝑔, ℎ = 𝑔𝑡 ,

{
𝑔𝑖 = 𝑔

(𝛼𝑖 )
}
𝑖∈[2𝑛]\{𝑛+1}

,

{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

,

𝑣 = 𝑔𝛾 ,

{
𝑔
𝛾

𝑖
𝑔
𝛽𝑖
𝑖

}
𝑖∈[𝑛]

, 𝑔𝑧 ,
©­«𝑔𝑧𝑣𝑔𝛽𝑖

∏
𝑗∈𝑆

𝑔𝑛+1− 𝑗
ª®¬
𝑡 ª®¬

from the challenger. It sends

𝑝𝑘 =

(
𝑔, {𝑔𝑖 }𝑖∈[2𝑛]\{𝑛+1} ,

{
𝑔𝛽𝑖

}
𝑖∈[𝑛]

, 𝑣

)
to the adversaryA .A will respond with a message𝑀. Now, B can

respond to A with a correctly constructed digest

𝑆 = 𝑔𝑧𝑣
∏
𝑗∈𝑆

𝑔𝑛+1− 𝑗 ,Hdr =
©­«ℎ, ©­«𝑔𝑧𝑣𝑔𝛽𝑖

∏
𝑗∈𝑆

𝑔𝑛+1− 𝑗
ª®¬
𝑡 ª®¬ ,

and 𝐶 = 𝑀 ·𝑇 which is a correctly formed ciphertext that encrypts

𝑀 when 𝑇 = 𝑒 (ℎ,𝑔𝑛+1) , and an encryption of a random message

when 𝑇 is random. If A says this is an encryption of the message

𝑀 then B responds to the challenger that 𝑇 = 𝑒 (ℎ,𝑔𝑛+1) . On the

other hand, if A says this is an encryption of a random message,

then B responds to the challenger by saying 𝑇 is random. If A
has a non-negligible advantage in breaking this SME, then B has a

non-negligible advantage in breaking Assumption 1. □

5 EXTENSIONS AND APPLICATIONS
In this section we introduce several extensions and improvements

upon our construction of laconic OT, as well as a specific application

for our new primitive SME. First we show how to decrease the CRS

size by increasing the size of the digest. Next, we present how to

get updatable laconic OT for our schemes, which is an extension of

normal laconic OT that was introduced by Cho et al. [10] and that

is important for the applications presented in their paper.

5.1 Optimization of the Laconic OT
Construction

Given the fact that the CRS in our laconic OT construction is still

linear in the size of the database, we introduce the following opti-

mization by striking a new balance between the sizes of the different

components. We decrease the size of the CRS by increasing the

size of the digest. By doing this we break the efficiency definition

of laconic OT that states that the digest can only depend on the

security parameter, however, as we show in Section 6.2, we get a

much more practical result by doing so.

We start with the laconic OT construction based on an SME
scheme as shown in Section 3.1, remember that we set

𝐸 =

{
2𝑖 − 𝐷 [𝑖]

���∀𝑖 ∈ [|𝐷 |]} ,

with 𝐷 being the original database. Now we initiate the SME with

size 2

√︁
|𝐷 |, instead of 𝑛 = |𝐸 |. We distribute all positions 𝐿 ∈ 𝐷 to

their respective bucket of size 2

√︁
|𝐷 |.We can do this by computing

𝑦 =

⌊
𝑖√
|𝐷 |

⌋
, next we compute

∀𝑦, 𝐸𝑦 =
{
𝑥 − 𝑦

√
𝑛 | 𝑥 ∈ 𝐸 ∩

]
𝑦
√
𝑛, (𝑦 + 1)

√
𝑛
]}
.

The size of the CRS clearly decreases to O
(√︁
|𝐷 |

)
, however, the

digest will grow to size O
(√︁
|𝐷 |

)
.

5.2 Updatable Laconic OT
For the applications in the original paper by Cho et al. [10] we need
a slightly different version of laconic OT which the authors of [10]

called updatable laconic OT. They introduced two more algorithms

SendWrite and ReceiveWrite, and required some form of sender

privacy where the receiver would not learn the original digest.
This definition was very tailored to their specific construction and

application. Instead we propose a new version of updatable laconic

OT by introducing an algorithm called UpdateDigest, an algorithm

that the sender can run on their own, followed by sending the

necessary information to the receiver, sender privacy can then be

achieved by performing this operation in a garbled circuit.

Definition 5.1 (updatable laconic OT). An updatable laconic OT

scheme exists of the algorithms (crsGen,Hash, Send,Receive) as
defined in Definition 2.1, additionally the algorithm UpdateDigest
is added with the following syntax.

UpdateDigest(crs, digest, 𝐿, 𝑏) → digest∗. It takes as input a com-

mon reference string crs, a digest digest, a location 𝐿 ∈ N, a
bit 𝑏 ∈ {0, 1} to be written. It outputs a new digest digest∗ .

On top of the properties of the normal laconic OT scheme we

require the following properties:

Correctness with regards to writes: For any database of size ℓ =
poly (𝜆) for any polynomial function poly (·) , any memory

location 𝐿 𝑖𝑛[ℓ], any bit 𝑏 ∈ {0, 1} the following holds. Let

𝐷∗ be identical to 𝐷 except that 𝐷∗ [𝐿] = 𝑏,

Pr

digest
∗ = digest′

��������
crs← crsGen(1𝜆, ℓ)

(digest, 𝐷̂) ← Hash(crs, 𝐷)
(digest∗, 𝐷̂∗) ← Hash(crs, 𝐷∗)

digest′ ← UpdateDigest(crs, digest, 𝐿, 𝑏)

 = 1,

where the probability is taken over the randomness of crsGen
and UpdateDigest.

Note that the definition is quite similar to the definition in the

original paper with respect to correctness, as described above, we

leave sender privacy to the addition of a garbled circuit. Moreover,

this algorithm outputs the updated digest in a normal representation

while Cho et al. represent it by using a label corresponding to every
bit, however, this is very tailored to the applications and setting

they were working in, we believe there is major benefit in defining

this more generally the way we do.

Updatable Laconic OT Construction Based on SME of Sec-
tion 4 Similarly, we show the construction of this new algorithm

UpdateDigest in the context of the laconic OT construction that is

derived from the SME scheme in Section 4.
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We define UpdateDigest as follows:

UpdateDigest(crs, digest, 𝐿, 𝑏) : Output digest·𝑔𝑛+1−2𝐿+ ¯𝑏
𝑔𝑛+1−2𝐿+𝑏

.

Note on Achieving Cho et al.’s Applications When running

the above instantiations of updatable laconic OT inside a garbled

circuit we have all the same components as presented in Cho et
al., therefore, we can use our version of ℓOT in their applications.

However, in terms of efficiency, we have to look at the increased

CRS size in our construction in comparison with the construction

of Cho et al. We note that in the application, the CRS is hard coded

inside a garbled circuit, leading to a large garbled circuit, but given

our much more efficient overall construction, this is still better than

using Cho et al.’s construction. The other difference we have to
take into account is receiver time, but given that this algorithm

is running outside of garbled circuits, we refer the reader to our

comparison in Section 6 to note that the overall efficiency of our

schemewill easily outweigh Cho et al.’s construction. One downside
remains the trusted setup that our construction needs, which Cho

et al. does not.

6 EVALUATION AND COMPARISON
In this section we will evaluate our laconic OT scheme as derived

from the SME construction in Section 4. How to derive a laconic OT

scheme can be found in Section 3.1. More specifically we will look

at the concrete efficiency and compare this with previous work. We

recall that we compare the derived laconic OT schemes instead of

another primitive for ease of presentation and such that we can

compare with the initial work of Cho et al. [10].
A difficulty in comparing with previous work is the plethora of

papers that build upon the initial work, improving the construction

step by step, but usually focusing on the underlying techniques

and not necessarily laconic OT itself. Understanding how these

all fit together is no easy task. Therefore, when we talk about

Cho et al., we actually mean a combination of different papers. The

basic construction is taken from the work by Cho et al., but quite
immediately after that paper, some improvements were made by

Dottling and Garg [12]. The last improvement on which we base

ourselves was made by Cong et al. [11], which in turn based their

improvements on Goyal and Vusirikala [26].

Furthermore, we compare with the work from Goyal et al. [27]
that introduces constructions for One-Way Functions with Encryp-

tion (OWFE). It is easy to see that OWFE implies laconic OT when

the one-way function has the necessary compression to act as the

hash function in the laconic OT scheme. Goyal et al. have such

construction and we compare with their most efficient construction

based on the q-DBDHI assumption.

Finally, we also compare with the work of Alamati et al. [2] that
shows a construction for laconic OT from the 𝜙-hiding assumption

based on another OWFE construction by Goyal et al. [27]. Although,
this construction seems to have great asymptotic efficiency, because

of the 𝜙-hiding assumption the construction happens in a rather

large RSA group leading to concrete inefficiencies.

6.1 Asymptotic Efficiency
First we compare the asymptotic efficiency between previous work

and this work. We compare the laconic OT scheme that is con-

structed from the SME constructions in Section 4, and with the

optimization described in Section 5.1. In Table 2 we show the com-

putational and communication efficiency of the different algorithms.

In terms of computation time, we make a log𝑛 improvement for

both Hash and Send in comparison with Cho et al., but we go from
polylogarithmic to linear decryption time.

In terms of communication complexity, the common reference

string in our scheme is much larger compared to Cho et al. Nev-
ertheless, the size of the encryption generated by Send decreases

from logarithmic to constant size.

All our asymptotic efficiencies are similar to the ones in Goyal et
al., but Alamati et al. achieve better asymptotic efficiency by reduc-

ing the common reference string to constant size, hence, achieving

overall better efficiency than Cho et al. with the exception of re-

ceiving time.

6.2 Concrete Efficiency
Now we will look into concrete efficiency of our scheme in com-

parison with previous work.

To the best of our knowledge, Cong et al. [11] are the only ones

to make an estimate of the Send size in Cho et al. [10], they estimate

that size to be 11TB, this is based on one curve multiplication at ev-

ery level in their tree based construction.
5
However, when looking

closely at the circuits that get garbled at every stage of the tree, they

contain ∼ 2𝜆 curve multiplications, leading to a much bigger circuit.

Because in the work of Cong et al. they use a database of size 2
31
,

we will be using the same number throughout our comparisons.

Computing Efficiency for Cho et al. To compute the concrete

efficiency of Cho et al. we will use secp192k1 [42], because this

seems to be the only curve for which someone actually computed

the number of gates a circuit would contain when doing a curve

multiplication [34]. Because this curve only has 96 bits of security,

we do not hope to achieve any better security, and will use this

security parameter for all other computations as well.

Moreover, we take the 30% optimization of Cong et al. into ac-

count as well, leading to a size of 1.2 petabytes. We compute the

size using the following formula:

size = ((2𝜆 × 𝑑 + 1) × 19 200 000 000 × 160 bits) × 0.7,
where 𝜆 is the security parameter, 𝑑 is the number of levels in the

tree, the number 19.2 billion corresponds to the amount of non-XOR

gates for doing a curve multiplication [34], and finally, by using half

gates [49] for each non-XOR gate [36] we need two ciphertexts for

each non-XOR gate which we will assume are 80 bits each. We also

use the 0.7 factor to account for the 30% optimization by Cong et
al. Also note that 𝑑 is O (log𝑛), but not exactly log𝑛 because each

leaf can contain 2𝜆 bits, we compute 𝑑 accordingly.

Computing Efficiency for Goyal et al.We compute the concrete

efficiency of Goyal et al. over the BLS12-381 curve, similar to howwe

compute our efficiency. Given the fact that both constructions are

very similar we see very similar results. Only in receiver time, we see

5
Remember that the construction in Cho et al. [10] contains a path from root to leaf

on a tree, while at each level a garbled circuit is computed.
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Table 2: Comparison of asymptotic computation and communication efficiency.

crsGen Hash Send Receive crs size Hash size Send size

Cho et al. [10] O (1) 𝑛poly (log𝑛) poly (log𝑛) poly (log𝑛) O (1) O (1) O (log𝑛)
Goyal et al. [27] O (𝑛) O (𝑛) O (1) O (𝑛) O (𝑛) O (1) O (1)
Goyal et al. [27] + §5.1 O

(√
𝑛
)

O (𝑛) O (1) O
(√
𝑛
)

O
(√
𝑛
)

O
(√
𝑛
)

O (1)
Alamati et al. [2] O (1) O (𝑛) O (1) O (𝑛) O (1) O (1) O (1)
This work §4 O (𝑛) O (𝑛) O (1) O (𝑛) O (𝑛) O (1) O (1)
This work §4 + §5.1 O

(√
𝑛
)

O (𝑛) O (1) O
(√
𝑛
)

O
(√
𝑛
)

O
(√
𝑛
)

O (1)

that our construction really shines in comparison with Goyal et al.
We give some more details about computing this concrete receiver

time below.

Computing Efficiency for Alamati et al. To compute the con-

crete efficiency for Alamati et al. we have to compute a few of

the parameters first. We note that the authors mention a security

parameter 𝜆, but next take an RSA composite number 𝑁 with 𝜆

bits. If we want to achieve about 128 bit security, we need to take

𝜆 = 2, 048. Next, for their PPRF trick that reduces the crs to con-

stant size, we need to compute the value 𝜉 . They write that this

value needs to be O
(
(log 2𝜅 )2

)
, where 𝜅 is the size of the different

primes they use as exponents and 5𝜅 ≤ 𝜆. Therefore, 𝜅 needs to be

around 409 bits, which leads to 𝜉 ≈ (409 · log 2)2 ≈ 15, 129. Finally,

we work in the group Z𝑁 𝜉+1 , i.e. a group with numbers of size up

to 2, 048 · 15, 130 = 30, 986, 240. Although, this is all still practically

doable as the numbers in Table 3 show, it is not ideal.

Moreover, receiver time is still linear in the database size and it

is not possible to use the same
√
-optimization as described in Sec-

tion 5.1 because this would grow the digest size to around 180GB,

which is clearly undesirable in a laconic OT scheme.

Computing Concrete Receiver Computation Time Finally we

show howwe achieve concretely better receiver time in comparison

with all previous work. First, we note that computing the receiver

time in the work by Cho et al. is nearly impossible, but given the

Send size of 1.2PB it would already take 11 days just to transfer this

amount of data over a 10Gbps line, let alone handle this amount of

data on a reasonably sized computer.

Therefore, we focus our efforts on comparing receiver time with

thework of Goyal et al. andAlamati et al.To get a fair estimate of the

receiving time in all constructions we benchmarked all operations

on an AppleM1Max. For Goyal et al. and our workwe use: 775ns for
a multiplication, 325𝜇s for an exponentiation, 1393𝜇s for a pairing,

and 4.5𝜇s for a multiplication in the target group. In Goyal et al.,
we ignored the symbolic evaluation of a degree-𝑛 polynomial. For

Alamati et al. we benchmarked a multiplication in the respective

group to take 40ns, we ignored the single exponentiation.

In Table 3, we show the full comparison of concrete efficiency.

7 RELATED WORK
Laconic Oblivious Transfer (OT) was first introduced by Cho et
al. [10] in comparison with regular OT, laconic OT requires the re-

ceiver’s outgoingmessage to be small, more specifically, it shouldn’t

grow with the size of the database. They prove their system to be

secure based on the Decisional Diffie-Hellman (DDH) assumption

in the common reference string (CRS) model. To achieve this they

use somewhere statistically binding (SSB) hash functions [30] com-

bined with hash proof systems. This specific technique has been

refined in several subsequent papers changing names to Chameleon

Hashing [12], Hash Encryption [14], or Hash Garbling [9]. Most

recently this technique was further optimized in the context of

Registration Based Encryption (RBE) [11, 20, 21, 26]. Even with all

these improvements the construction remains merely theoretical,

although the asymptotic efficiency seems quite optimal, implement-

ing the scheme would require giant garbled circuits impossible to

create and evaluate on any normal sized computer.

Goyal et al. [27] introduced a construction for One-Way Func-

tions with Encryption (OWFE) from which you can easily build

laconic OT in the special case where the one-way function also

has a compression property. This is the case for their particular

construction, both the common reference string and the receiver

time is linear in the database size, similar to our constructions. How-

ever, receiver time in our scheme is orders of magnitude faster. In

2021, Alamati et al. [2] improved one of the schemes from Goyal et
al., achieving nearly optimal asymptotic efficiency, but receiver

time is still linear. Moreover, it is not possible to apply the square

root-optimization to their scheme, because the digest size would

grow to several gigabytes. The scheme is also based on the 𝜙-hiding

assumption, which is not desirable. Recently, Aranha et al. [3] intro-
duced a laconic private set intersection scheme based on pairings.

They reduce their scheme to the security of the Strong Bilinear De-

cisional Diffie-Hellman Problem, which can also be proven secure

in the generic group model.

The application that was presented in the original paper that

introduced laconic OT [10], has been further developed in work by

Garg et al. [22] Other laconic primitives such as laconic function

evaluation were achieved by Döttling et al. [13], Quach et al. [40],
and Agrawal and Roşie [1]. In the work of Döttling et al. [15], they
introduce the slightly stricter definition of private laconic OT.

We create the new primitive SetMembership Encryption inspired

by Broadcast Encryption, a primitive that was first introduced by

Fiat and Naor [19]. We are interested in the instantiations that have

a short ciphertext as introduced by Boneh et al. [7], which has very

good efficiency, but we can only prove a derivative of this scheme

to be selectively secure. Therefore, we look to adaptively secure

broadcast encryption schemes that are proven secure using the

Dual System Encryption technique of Waters [47], but we distill a

broadcast encryption system of the follow-up work by Lewko and

Waters [39] in a composite order bilinear group, unfortunately, the

private keys grow to O (𝑛) .
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Table 3: Comparison of concrete efficiency, with 𝑛 = 2
31 . Cho et al. is estimated over elliptic curve secp192k1 with 𝜆 = 96, Goyal et al. and our work are estimated on

the BLS12-381 curve with security parameter roughly 120 bits, and Alamati et al. is estimated using an RSA group of 2048 bits to achieve around 128 bit security.
(kB = 1000 bytes, MB = 1 million bytes, GB = 1 billion bytes, PB = 1 quadrillion bytes)

𝜆 crs size Hash size Send size Receive

Cho et al. [10] 96 bits 4.6kB 48 bytes 1.2PB -

Goyal et al. [27] ∼ 120 bits 103.1GB 48 bytes 1.25kB 8.1 days

Goyal et al. [27] + §5.1 ∼ 120 bits 2.2MB 2.2MB 1.25kB 15.1s

Alamati et al. [2] ∼ 128 bits 0.8MB 3.9MB 7.7MB 85.9s

This work §4 ∼ 120 bits 412.3GB 48 bytes 1.34kB 27.7 minutes

This work §4 + §5.1 ∼ 120 bits 8.9MB 2.2MB 1.34kB 38.7ms

8 CONCLUSION
We introduced a new primitive which we call set membership

encryption, where one party can define a set of receivers and a

second party can encrypt to one specific receiver if and only if that

receiver was part of the original set of receivers. We show how to

build laconic OT from this primitive. Next, we show a construction

of this new primitive, which has very practical concrete efficiency.

Finally, we evaluate the efficiency of the laconic OT schemes that

can be derived from said set membership encryption constructions.

We compare with previous work on laconic OT and show that ours

is several orders of magnitude more efficient.

FutureWork Improving the size of the public parameters is impor-

tant future work to further increase the efficiency of this primitive.

Given work on improving the efficiency of broadcast encryption

we could hope to similarly improve this new primitive. Studying

if this could happen under the stronger adaptive security should

be part of that future work. Another interesting question is if we

can create a private or anonymous version of set membership en-

cryption similar to what has been studied for private/anonymous

broadcast encryption.

We give a few pointers of what can be investigated in future

work:

Using different broadcast encryption schemes Given the ex-

tensive literature on broadcast encryption, it seems likely

that other schemes might have the same type of property,

where two keys for a different set of receivers can somehow

be bound together. This could lead to even more efficient

laconic OT constructions from bilinear maps or other as-

sumptions.

Decreasing CRS size Given the nature of how we use broadcast

encryption, it seems inherent that the CRS is always going

to be linear in the size of the database. However, we can

hope to create constructions that can generate both public

key and private keys on the fly. Note that for the private

keys, this would mean that the master secret key or some

derivation probably needs to be part of the CRS, in which

case it is important that the binding between both parts of

the key is happening inside the msk.
Decreasing decryption time Although the linear decryption

time follows directly from the BE schemes that we use,

there is a lot of research on anonymous BE schemes. These

schemes do not take the receiver set as input during decryp-

tion, therefore, we could hope that they will not be linear in

the size of that set of receivers and therefore, not linear in

the size of the database during decryption.
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