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Open quantum many-body systems with controllable dissipation can exhibit novel features in their dynamics
and steady states. A paradigmatic example is the dissipative transverse field Ising model. It has been shown re-
cently that the steady state of this model with all-to-all interactions is genuinely non-equilibrium near criticality,
exhibiting a modified time-reversal symmetry and violating the fluctuation-dissipation theorem. Experimen-
tal study of such non-equilibrium steady-state phase transitions is however lacking. Here we propose realistic
experimental setups and measurement schemes for current trapped-ion quantum simulators to demonstrate this
phase transition, where controllable dissipation is engineered via a continuous weak optical pumping laser. With
extensive numerical calculations, we show that strong signatures of this dissipative phase transition and its non-
equilibrium properties can be observed with a small system size across a wide range of system parameters. In
addition, we show that the same signatures can also be seen if the dissipation is instead achieved via Floquet
dynamics with periodic and probabilistic resetting of the spins. Dissipation engineered in this way may allow
the simulation of more general types of driven-dissipative systems or facilitate the dissipative preparation of

useful many-body entangled states.

I. INTRODUCTION

Quantum simulators are devices that allow for the study of
the properties of quantum systems of interest in a controlled
setting [1, 2]. Because simulation of quantum mechanics by
classical computers is untenable for even modestly sized sys-
tems, quantum simulators provide the best way to investigate
novel quantum many-body physics. Among various platforms
for quantum simulation [3-6], trapped ions have a unique ad-
vantage of simulating tunable long-range interacting quantum
spin systems [7]. When interactions are sufficiently long-
range, novel many-body phenomena can be observed, such as
nonlinear lightcones [8, 9], fast quantum information scram-
bling [10], dynamical phase transitions [11-13], and continu-
ous symmetry breaking in low dimensions [14, 15].

However, so far most quantum simulation experiments, in-
cluding those with trapped ions, focused on the simulation
of closed quantum systems. The experimental simulation of
open quantum systems with controllable dissipation is much
less explored, despite the fact that these systems are often
challenging to understand theoretically. One notable example
is the simulation of a driven-dissipative quantum many-body
system, where the competition between dissipation, interac-
tions, and external drives can lead to a variety of steady-state
phase transitions, many outside the paradigms of either clas-
sical or quantum phase transitions [16]. On the other hand,
the ability to control dissipation in a quantum simulator also
allows for dissipative quantum state engineering [17-19] or
dissipative quantum error correction [20].

In this work, we show that state-of-art trapped-ion quantum
simulators can be readily used to simulate driven-dissipative
quantum spin systems and probe their non-equilibrium behav-
iors. As an example, we focus on the dissipative transverse-
field Ising model (TFIM) with tunable long-range interactions
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[21-23]. First, we propose practical experimental setups to
simulate this model with controllable dissipation for two com-
monly used hardware platforms: Yb™ ions in a linear Paul trap
and Be™ in a Penning trap. We then show that a steady-state
phase transition can be observed in practice for sufficiently
long-ranged Ising interactions if the transverse field and the
Ising interactions have the opposite sign.

Despite their inherently non-equilibrium dynamics, it has
become increasingly clear that an effective thermal behavior
emerges in a large variety of driven-dissipative phase transi-
tions [24-34], although non-equilibrium or quantum behav-
ior emerge upon fine tuning or more complex dynamics [35—
39]. For example, a system in thermal equilibrium satisfies
the principle of detailed balance, leading to a time reversal
symmetry (TRS) as well as fluctuation-dissipation relations
between thermal fluctuations and the causal response of the
system [40]. A driven-dissipative system, even at its steady
state and close to its phase transition point, may be qualita-
tively different from a thermal equilibrium system [41-43]. In
a recent work [44], we have shown that the steady-state phase
transition of a dissipative TFIM with all-to-all interactions is
genuinely non-equilibrium in that a modified TRS shows up
in the steady state at the phase boundary, thus violating the
fluctuation-dissipation theorem.

Here we propose a practical method to measure such a non-
equilibrium steady-state phase transition using state-of-the-art
trapped-ion quantum simulators and reveal that the above-
mentioned modified TRS can be observed with a system size
as small as 10 ions and are robust against a slow decay of
interactions over distances. In addition, we show that both
the steady-state phase transition and its non-equilibrium fea-
ture can also be observed with a stroboscopic dissipation en-
gineered via Floquet dynamics and probabilistic resetting of
each ion qubit. Such Floquet dissipation was first introduced
in Ref. [23] as a means to study measurement-induced phase
transitions. We show that this Floquet dissipation is in fact
equivalent to a continuous dissipation if the Floquet period
is sufficiently small, and our numerical calculations indicate
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that the two types of dissipation generate qualitatively sim-
ilar steady state properties as long as the Floquet period is
not too large. We also anticipate such Floquet engineering of
dissipation to be more flexible and capable of realizing more
non-trivial types of dissipation that could facilitate the experi-
mental simulation of novel non-equilibrium phases of matter.

II. MODEL AND EXPERIMENTAL SETUP

As demonstrated by many trapped-ion quantum simulation
experiments [6, 8, 1012, 45—47], one can use a trapped ion to
encode a spin-1/2 (qubit) in two of its lowest energy levels and
apply spin-dependent optical dipole forces via lasers to induce
interactions among the spins [7]. With proper engineering of
the lasers, we can simulate the dynamics of the following spin-
1/2 TFIM:

H:Zi<j Jijafaff_AZz'Uf 6]

where the Ising interaction {.J;; } can be usually approximated
by a power law decay: J;; ~ Jo/r% with r;; being the dis-
tance between the ions ¢ and j while 0 < a < 3 [45, 46]. The
nearest-neighbor interaction strength achieved in most experi-
ments is on the order of 0.1KHz (in angular frequency), while
the achievable transverse field strength is at least an order of
magnitude larger [7]. Typically, the Ising interactions are anti-
ferromagnetic (i.e. J;; > 0) while the sign of the transverse
field strength A can be arbitrary.

By varying A, experiments have observed signatures of
quantum phase transitions in the ground state of the above
Hamiltonian [6, 15, 45] as well as dynamical phase transi-
tions after quantum quenches [11-13]. However, so far a
phase transition in the steady state of this Hamiltonian in the
presence of controlled dissipation has not been observed ex-
perimentally. Here we propose practical setups for the cur-
rent trapped-ion experimental platforms to engineer dissipa-
tion and observe the dissipation phase transition associated
with Eq. (1), together with its non-equilibrium features.

To be specific, we focus on two common experimental plat-
forms used for simulating Eq. (1): '"1'Yb™ ions in a linear Paul
trap [6, 8, 12, 45] and 9Bet ionsina Penning trap [10, 46, 47].
The relevant energy levels for an ion in each platform are
shown in Fig. 1. Our goal is to engineer continuous dissipation
on each spin-1/2 on top of the coherent dynamics governed by
the TFIM Hamiltonian in Eq. (1). We also require the dissipa-
tion rate to be tunable below and above the typical interaction
strength in order to study a dissipative phase transition.

For an '"Yb™ ion, where the two qubit states |0) and 1)
are respectively encoded in the two hyperfine ground states
231/2 |F=0,mp =0) and 251/2 |F'=1,mp = 0), we can
achieve controllable dissipation by applying a near-resonant
drive that couples the |0) state to one or more (depending on
the polarization of the drive) of >P; /5 |F = 1) states. These
optically excited states will undergo spontaneous emission
and decay to any of the four 25, /2 states (there is also a small
probability for decaying to the 2Dy /5 states, but those 2D /5
states can be re-pumped back into the 25, /2, F = 1 states
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FIG. 1. Relevant energy levels and proposed laser drives for achiev-
ing controllable dissipation for an '”*Yb™ ion in a linear Paul trap
(a) and a °Be™ ion in a Penning trap (b).

[48]). We denote the probability for decaying to the |0) state
as K, which has been measured to be approximately 1/3 [48].
By changing the detuning or strength of the drive, we can con-
trol the rate of this dissipative process, denoted by v below, to
be on the order of the Ising interaction strength.

However, the above process can cause the ion to end up in a
non-qubit state (either of the 2.5, 2 |F=1m; = +1) states).
This can be fixed by adding two additional drives resonant
with the transitions between the 2S1/2 |F=1,my;==1)
states and the 2Py )5 |F = 0,mp = 0) with o and o~ po-
larization respectively. We can set the Rabi frequencies of
these two additional drives to be much larger (such as MHz)
than the dissipation rate we want to achieve (~KHz), and any
leakage outside the qubit subspace can thus be ignored. Note
that all drive strengths should be much smaller than the hy-
perfine splittings (~GHz) so that we can safely ignore any
off-resonant transitions.

For a ?Be™ ion, if we ignore the small hyperfine coupling
between the electron spin and the nuclear spin of the ion, the
two qubit states |0) and |1) are directly encoded in the two
lowest energy levels 251/2 |m; = £1/2) [see Fig. 1(b)]. In
this case, to achieve controllable dissipation on each qubit,
one just need to apply a laser near-resonant with the transition
between the |0) state and either of the 2.5 /5 |m; = £1/2) op-
tically excited states. Such excited state will decay to either
the |0) or the |1) state. We again denote the probability for
decaying to the |0) state as x, which has been measured to be
approximately 1/2 [46]. The rate of this dissipative process,
denoted by ~ can again be controlled by changing either the
intensity or the detuning of the drive laser.

For both ion species, We can model the above engineered
dissipation using two jump operators for a given ion: One is
|1){(0| = o, representing the process that an ion initially in
|0) gets optically excited and ends up in |1). This process
happens at rate 7. = (1 — x). The other is |0){(0] = ”%
corresponding to the process that an ion initially in |0) gets op-
tically excited and then decays back to |0). This process takes
place at rate 4 = k. Note that an ion initially in |1) will not
(or hardly) be affected by the above dissipative process. As-
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suming that the three drives in Fig. 1(a) are applied uniformly
across all ions, we end up with the following master equation
for the state p of all spins:
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where H is defined in Eq. (1). This master equation describes
the dynamics of a driven-dissipative system, where the com-
petition between the continuous dissipation and the TFIM can
lead to interesting phase transitions in the steady state, as dis-
cussed in the next section for details. Note that for Yb ions,
we expect 7q & . /2, while for Be™ ions we expect 4 & 7.

III. STEADY-STATE PHASES

Let us first describe an intuitive picture of what steady-state
phases one should expect from Eq. (2). For pedagogical rea-
sons, we start by assuming J;; < 0 for any 4, j in Eq.(1).
In this case, the ground state of Eq. (1) is in a ferromagnetic
(FM) phase provided that the transverse field strength |A] is
not too large. We now argue that the steady state of Eq. (2)
should be in the FM phase if {J;;} are sufficiently long-
ranged, {|A|,Ve,7q} are sufficiently small, and that A < 0
[21, 22, 29]. An intuitive explanation of this argument is as
follows: if |A| > max|J;;|, the steady state should be close
to a polarized state with o7 = —1, which is also close to
the ground state of the Hamiltonian for A < 0. Therefore,
the dissipation is effectively cooling the system to nearly zero
temperature. If we gradually decrease |A|, we still expect dis-
sipation to cool the system, but now likely to a finite effective
temperature. With appropriate values of A and the dissipation
rates, the steady state can be similar to a low temperature state
of the Hamiltonian. In 1D, the FM order will be destroyed
at any finite temperature by thermal fluctuations if {.J;;} are
short ranged [49], but could survive if {J;; } decay slower than
a certain power law (1/]7 — j|* with a < 2 [50]). In 2D, the
FM order is always stable below a certain critical temperature.

If either |A| or 7, is too large, we expect the steady state to
be in a paramagnetic (PM) phase where the spins are approxi-
mately aligned in the —z direction. A FM-PM phase transition
is therefore induced by changing either A or .

Experimentally, we usually have J;; > 0 [7], so the above
argument does not directly apply. However, as we shown in
Appendix A, exact relations between the steady state proper-
ties of Eq. (2) with H and those with —H can be established.
The FM phase can thus also be observed for J;; > 0if A > 0.
To quantify the FM order and detect the FM-PM phase transi-
tion, we can experimentally measure the following ferromag-
netic order parameter Mp:

Mp = Zw(ofoﬁ/NQ. 3)

Such measurement has been routinely performed in trapped-
ion quantum simulation experiments [8, 9, 15]. Individual
qubit readout is also not required for measuring My as one
can just measure the collective spin S* = ), o7.

If J;; and A are of opposite signs, the analysis above
seems to suggest that the steady state could exhibit anti-
ferromagnetic (AFM) order. In 1D, however, the AFM phase
would not survive since the long-range interaction pattern
Jij = Jo/|i — j|* is in fact frustrated and does not help
stabilize the AFM order under thermal fluctuations. In or-
der to observe the AFM phase in the steady state, one needs
to use an alternating sign interaction pattern such as J;; =
Jo(=1)i7/]i — §]*, which may be realized with trapped ions
by coupling the spins dominantly to the zigzag mode of the
ion chain [15]. For a 2D spin lattice realizable by Penning
trap experiments [10, 46, 47], the observation of AFM order
is complicated by the presence of geometric frustration, and
we leave such topic to future study. As a result, from now on
we will focus on the study of the FM phase and FM-PM phase
transition as they are easier for experimental observation.

We will now find the steady-state phase diagram of Eq. (2).
Let us start from the simplest case where we have uniform, all-
to-all Ising interactions with J;; = Jo (o = 0). In this case,
mean-field theory is expected to be accurate in the large N
limit, where quantum fluctuations shall vanish. However, the
standard mean-field theory cannot calculate two-point correla-
tion functions such as the experimentally measurable (o7 07).
Here we instead use a cumulant expansion method up to the
second order, where we assume that third-order correlations
between the spins are negligible, i.e.:

(giojor) = (o3)(ojon) + (o)) (0iok) + (o) {(oios) (4

where o; is an arbitrary Pauli operator for the spin 7. In ad-
dition, we set (0F) = (o) = 0 in the steady state due to
the Z, symmetry of Eq.(2) upon flipping every spin’s x and
y components. Using the Heisenberg equation together with
this cumulant expansion method, we end up with a system of
matrix equations:

0=2W —7.(1+2) (5)
0=4AW — (7@ + P)’d)X (6)
0=4ZIW + 4AW + (. +v2)Y @)

0=22JX 20X - Y)+ (e + )W  ®)

where Z = (o7) (the system has translational invariance so
the choice of ¢ does not matter), and the matrices denoted by
bold letters above are defined as:

Xij = (0707)(1 = di5) ©)
Yij = <0‘§/0’;/>(1 — (SU) (10)
Wi = (o70])(1 = d;) (11

Jij = Jo(1 —d;5) (12)

We can reduce this system of matrix equations to:

('Ye + 'Yd)Q

8ZJ + 8A
+ + 2A

X=0 (13)

Because of the transitional invariance in Eq.(2), we can si-
multaneously diagonalize J, X. As we focus on studying the
FM phase, we can just consider the above matrix equation



for the uniform eigenvector of J, X, where the corresponding
eigenvalue for J is equal to Jipm = (N — 1)Jy, which denotes
the total Ising interaction energy per spin. This allows us to
solve for the value of Z, and from that we can solve X, Y, W,
leading to:

_ Ye 1GA(Jtotal - A) - (’Yf’ + ’Yd)z
Ye + Vd 4(Jtotal)2

This result coincides with the standard mean-field prediction
of (o%)? in the steady state. By setting the r.h.s. of the above
equation to zero, we obtain

Ye +Yd = 4 A(Jtotal - A) (15)

which represents a phase boundary predicted by the mean-
field theory or this second-order cumulant expansion method.

To see whether this predicted phase boundary is accurate,
we perform exact numerical calculations of (0f0f) ~ Mp
in the steady state of Eq.(2) for « = 0. To make sure the
Hamiltonian [Eq.(1)] is extensive in energy, we normalize
the interaction strength J;; such that Ji,, = 1, meaning that
Jij = Jo = 1/(N —1) in this case. And for simplicity, we set
Ye = Y4 = 7, corresponding to an equal probability for the
optically excited state to decay to |0) versus |1).

By utilizing the symmetry of Eq. (2) upon the permutation
of any spins for @« = 0, we can perform numerical simula-
tion of Eq. (2) for N = 100 spins easily with a high perfor-
mance computer. Specifically, we choose a permutationally
symmetric basis for the any permutationally invariant opera-
tors [22, 51], such that the density operator p(t) in Eq. (2) can
be expressed as a vector p(t) containing only D = O(N?)
components, a drastic reduction from the O(4") components
in the general case. Both the Hamiltonian and the dissipative
terms Eq. (2) can be written in this permutationally symmet-
ric basis [22] such that we can construct a Liouvillian £ as a
square matrix of dimension D to rewrite Eq. (2) into:

dp(t)

(14)

The steady state ps is then numerically obtained by finding
the zero eigenvector of £ via a shifted inverse power method.
We then calculate the FM order parameter M [Eq. (3)] using
ps and plot it in Fig. 2(a) as a function of both vy and A, which
constitutes our numerical steady-state phase diagram.

For comparison, in Fig. 2(a) we have also shown the mean-
field phase boundary obtained by setting v. = 4 = 7y and
Jiotat = 1 in Eq. (15). One can see that the shape of this phase
boundary agrees well with the contours of the numerically cal-
culated values of M. Finite size effects on the phase bound-
ary are not strong, as shown by the comparison between the
N = 100 [Fig.2(a)] and the N = 50 [Fig. 2(b)] numerical
phase diagrams.

We have also computed the numerical steady state phase
diagrams for o« > 0 in 1D. Due to the lack of permuta-
tion symmetry, here we are limited to a much smaller sys-
tem size of N = 10 spins for exact calculations. The Ising
interactions now follow J;; = Jo/|i — j|* and we set Jy

such that the spatially averaged total interaction energy per
spin Jiowl = > ;i Jij = 1. Although the Ising interac-
tions are not translationally invariant due to the open bound-
ary condition, it can be shown that the uniform eigenvector
is still approximately an eigenvector of the interaction matrix
formed by {.J;;}, and therefore the mean-field phase bound-
ary in Eq. (15) still holds approximately with the above new
definition of Jiy,. In fact, by setting Jioy = 1, the mean-
field phase boundary is always given by v = 2,/A(1 — A)
regardless of the value of .

We numerically calculate the FM order parameter My by
evolving Eq. (2) via an ODE solver for a sufficiently long time
(T = 100). We notice that except when A or  values are
very small, a much shorter evolution time of 7' = 20 yields
no noticeable difference in M, indicating that the evolved
state should be very close to the steady state. Experimentally,
Jiotal 18 usually on the order of KHz (in angular frequencies)
for N ~ 10 and thus we estimate the time needed to prepare
the steady state to be a few milliseconds, which is within the
coherence time of ion qubits for current experiments [7].

As shown in Fig.3(a), we see that the phase diagram in-
dicated by Mg for « = 1 and N = 10 is qualitatively
similar to that for a larger system [N = 100 in Fig.2(a) or
N = 50 Fig.2(b)], despite of a less sharp phase boundary.
Thus signatures of this dissipative phase transition can be ex-
perimentally observed with a system size and interaction pat-
tern readily achievable for current ion-trap experiments [7].
The critical o above which the FM phase no longer survives
(and the FM-PM phase transition disappears) is hard to de-
termine. Ref.[23] estimated o, ~ 1.3 withup to N = 24
spins, but this estimation may not be accurate due to strong
finite size effects. Nevertheless, we believe that the FM phase
survives in the thermodynamic limit for all 0 < o < 1 in
1D, and the mean-field phase boundary is exact in this regime
due to strongly suppressed fluctuations. More precisely, one
can show that the excitations beyond the collective sector are
penalized by a finite gap [44].

IV. NON-EQUILIBRIUM PROPERTIES

Steady-state phase transitions in driven-dissipative systems
are often believed to be similar to phase transitions in ther-
mal equilibrium (hence, classical phase transitions). How-
ever, this is not the case for the dissipative Ising model stud-
ied here. As shown in Ref. [44], genuine non-equilibrium be-
haviors of the steady-state phase transition can be found by
observing the two-time correlation functions (S®(¢)SY(0))
and (SY(¢)S*(0)) in the steady state of Eq.(2) with all-to-
all interactions, where S™¥ = 3 .0;"Y are the collective
spin operators. In particular, in thermal equilibrium due
to time reversal symmetry (TRS) of the TFIM, we expect
(S*(t)SY(0)) = —(S¥(t)S*(0)). On the other hand, TRS
is explicitly violated by the dissipation in Eq.(2), and the
above two correlations are unrelated in general. However,
upon approaching the dissipative phase transition, we recover
an emergent, but modified, notion of time reversal symmetry
(dubbed TRS*) where Re(S*(t)SY(0)) = Re(SY(t)S*(0))
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and dissipation rate «y for (a) N = 100 and (b) N = 50 with continuous dissipation (Eq. (2) with 7. = 74 = 7), and (c) N = 50 with
Floquet dissipation (Eq.(23) with 7 = 0.5 and p = 7). The black dashed lines indicate the phase boundary predicted by Eq. (15) using the
second-order cumulant expansion method. (d-f) Similar to (a-c) but the value of ||C| is plotted instead of Mp. (g-i) Similar to (a-c) but the

value of ||x|| is plotted instead. @ = 0 is assumed for this entire figure.

while Im(S*(¢)5Y(0)) = — Im(SY(¢)S”(0)) (Re and Im de-
note the real and imaginary parts of a complex number respec-
tively), a behavior with no counterpart in equilibrium [44].
We attribute this non-equilibrium feature to the dissipa-
tive nature of the phase transition. Specifically, the or-
der parameter in this model is a linear combination of S*
and SY: S = cos S + sinSY. This should be con-
trasted against equilibrium where the order parameter is sim-
ply given by S* as TRS dictates that (S¥) = 0. Now,
close to the dissipative phase transition, the contribution due
to the order parameter S? is dominant. This implies that
Re(S*(t)SY(0)) and Re(SY(t)S*(0)) are both dominated by
Re(S?()S?(0)) and are thus equal. The imaginary part of
these two-time correlations require a different treatment since
they probe the causal response of the system at time ¢ to
an external field. A simple analysis can show that the sys-
tem near the phase transition is only sensitive to an exter-

nal field hy = —hgsing + hy,cos¢, where h; (hy) de-
notes an external field along the = (y) direction. It follows
that (S (t))/0h, is identical but opposite to I(SY(t))/Oh,
hence Im(S%(¢)S¥(0)) = — Im(S¥(¢)S*(0)).

Here we go beyond the theoretical study in Ref.[44] by
providing experimentally practical methods to measure these
two-time correlations and perform extensive numerical calcu-
lations to show that strong signatures of both TRS* and TRS
can be observed in near-future ion-trap quantum simulation
experiments with a small number of ions and practical inter-
action patterns.

Typically, measuring two-time correlations is challenging
and often requires the use of an ancilla qubit [52] or non-
Hermitian linear response [53]. We provide a simple protocol
to perform such measurement in current trapped-ion platforms
that only requires individual addressing of the qubits, which
has been routinely performed for ions in linear Paul traps [7]
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and also proposed for ions in Penning traps [54]. Our protocol
is based on Ref. [55] which was formulated for a closed quan-
tum system only. We outline the protocol below and prove in
Appendix B that this protocol works for a generic open quan-
tum many-body system.

We first note that if the Hamiltonian in Eq. (1) is translation-
ally invariant (which should be approximately true for typical
experiments), (S*(¢)SY(0)) = N(S*(t)c/(0)) where N is
the number of qubits and ¢ = 1,2,--- , N. The steps for ob-
taining the real part of (S*(t)c?(0)) are as follows:

1. Prepare the steady state by evolving an arbitrary initial
state under Eq. (2) for long enough time.

2. Projectively measure ¢! and record the measurement
outcome (either 1 or -1) via focused laser. All other
qubits should be untouched during this measurement.

3. Evolve the system under Eq. (2) for time ¢.

4. Projectively measure S® and record the measurement
outcome (ranging from —N to N).

5. Repeat the above steps many times to obtain an average
of the product of the above two measurement outcomes.

Appendix B shows that this average converges to
Re(S*(t)o?(0)) as the number of repetitions increases.
Note that in the second step above, to avoid excitations of
other ion qubits from the measurement of the qubit ¢, one can
perform measurement of the ion ¢ using a different cycling
transition [48], and a sympathetic cooling process can be
performed to mitigate the heating of phonon modes due to
this measurement.
The steps for obtaining Im (S (¢)o? (0)) are:

1. Prepare the steady state by evolving an arbitrary initial
state under Eq. (2) for long enough time.

. Rotate of the qubit ¢ around the y axis by 7/2.

. Evolve the system under Eq. (2) for time ¢.

. Projectively measure S* and record the outcome.

. Repeat the above steps many times to obtain the expec-
tation value of S*, denoted by (S*(¢)) .

W A~ W N

We then repeat the above procedure with a —7 /2 rotation used
in Step 2, and denote the result as (S®(¢))_. As shown in Ap-
pendix B, Im(S”(t)o?(0)) = ((S*(8))+ — (S*(t))-)/V2.
The measurement of (S¥(¢)S7(0)) can be achieved similarly
by simply exchanging the x and y directions for the measure-
ment and rotations in the above protocols.

We now provide numerical evidences that by measuring
(S*(t)SY(0)) and (SY(¢)S*(0)), TRS* can be observed close
to the phase transition while TRS can be observed away from
the phase transition. For convenience, let us define

Cay(1) = - RelS*(1)5%(0)) = - ({571, SY(0)}) (17)
Xelt) = 5 Tm(S7()5%(0)) = = {[57(1), S*(O)]) (19)

We similarly define C),(t) and x,,(t) by swapping x and y
in the above equation.

To quantify whether the steady state satisfies TRS or TRS*,
here we define two new quantities ||C], ||x||:

IC| = Cuy — Copal|/11Cayl| (19)
IIXI| = IXey — Xya!/l|[Xayll (20)



where C,,, denotes a vector formed by C.,,(t) for t € [0, 10]
over 100 time points (similarly for other vectors above), and
|| - || denotes the Euclidean norm of a vector. Further increas-
ing the range of ¢ or the number of time points do not lead
to noticeably differences in ||C|| or ||x|| for our calculations.
It’s easy to see that if the steady state obeys TRS, we expect
[|C]| =~ 2 and ||x|| & 2, while if the steady state obeys TRS*,
we expect ||C|| = 0 and ||x|| = 2.

To see whether TRS* can be observed for a finite size
system and for a,v4 > 0 as in real experiments, here we
perform exact numerical calculations of (S*(¢)S¥(0)) and
(S¥(t)S™(0)). First, we use the steady state ps of Eq.(2)
found in Section III and then evaluate these two-time corre-
lations using [56]

(A(t)B(0)) = (A)" e (Bp,) 1)

where A and B and two arbitrary operators in the Hilbert
space. The operators A and Bp, here are expressed as vec-
tors in the Liouvillian space, while the Liouvillian £, defined
in Eq. (16), is expressed as a matrix.

Note that in the FM phase, the two-time correlations Cy,, (t)
and Cy,(t) approach nonzero values in the ¢ — oo limit,
while we expect them to vanish everywhere else. Thus, to
properly characterize the correlations, we subtract Cyy(t)
and Cy;(t) by their respective values for the largest ¢ value
(t = 10) we calculated.

In Figs. 2(d-e), we show the value of ||C|| across the phase
diagram for N = 100 and N = 50 respectively. We have
also calculated ||C|| for a small system size of N = 10 with
a = 0 and a = 1, as shown in Figs. 3(c-d). We see that close
to the phase boundary predicted by the mean-field theory, we
indeed find that ||C|| & 0 and || x|| ~ 2, consistent with TRS*
and showing that the predictions in Ref. [44] apply to more
general types of dissipative Ising models (i.e. with dephasing
and for small « > 0). Deviations from TRS* can be seen
when approaching the right end of the phase boundary, which
are likely due to finite size effects since smaller deviations are
seen for larger system sizes. Remarkably, along the left half of
the phase boundary, TRS* is not sensitive to finite size effects
and can be clearly observed even for a small system size of
N = 10 for both & = 0 and o« = 1. As a result, we expect
the main signature of TRS* to be observable in near future
experiments with a small chain of ions.

Next, we show the value of || x|| across the phase diagram in
Fig. 2(g-1) and Fig. 3(e-f). We can see that for most part of the
phase diagram, ||x|| ~ 2, meaning that X, (t) = —Xya (%),
as expected for both TRS and TRS*. For @ = 0, the re-
gions where || x|| deviates from 2 appears to shrink as the sys-
tem size increases, consistent with field theory calculations in
Ref. [44] that || || = 2 is expected in the thermodynamic limit
across the entire PM phase.

We note that in the region with v < A or v <« 1,
[|C|| = 2 and ||x|| &~ 2, meaning that TRS holds. This find-
ing can be understood intuitively as follows: First, we note
that (S, (¢)S,(0))* = (S,(0)S;(t)) upon Hermitian conjuga-
tion. Next, applying time reversal transformation (i.e. com-
plex conjugation) on (S, (¢)S,(0)) leads to (S;(t)S,(0))* =
—(S2(—1)Sy(0)) = —(S2(0)Sy(t)). In the first equality, we

t t

FIG. 4. Top Row: Cyy(t), Cya(t), Xzy(t) and Xy (t) for a point
marked as TRS (A = 1.25,7 = 0.3) in Fig. 3, witha = 1, N = 20.
Bottom Row: Same but for a point marked as TRS* (A = 0.5,y =
1)in Fig. 3, withae = 1, N = 20.
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FIG. 5. The values of ||C]| and ||x|| as a function of N for o = 0
and o = 1 at the thermodynamic critical point of A = 0.5,y = 1.

have used the fact that the time evolution of S, is approx-
imately given by that of the Hamiltonian when v < A or
v < 1, hence (S;(t))* = Sy (—t); in the second equality, we
have used the fact that the steady state is time translationally
invariant. As a result, we find that Cy,, () = —C\;(t) as well
as Xay(t) & —Xya(t).

To show a direct comparison between TRS* and TRS in
the steady state, we plot in Fig.4 Cyy(t), Cyz(t), Xay(t),
and X, (t) for a point in Fig.3(a) at the top of the mean-
field phase boundary marked as TRS*, and a point deep in
the PM phase with A > ~ marked as TRS. We choose
N = 20 and o = 1 so that these curves can be possibly ob-
tained in near-future experiments. It can be clearly seen that
Cqy(t) = Cye(t) for the TRS* case and Cpy(t) = —Clye(t)
for the TRS case, while for both cases x4, (t) = —xyz(t). As
we increase the system size, we expect both TRS* and TRS
relations to become more and more accurate for the same val-
ues of A and ~y. To see this, we plot the values of ||C|| and
[lx]| at the aforementioned TRS* point with A = 0.5 and
~v = 1. As shown in Fig. 5, for « = 0 we find that ||C|| — 0
and ||x|| — 2 as N increases from 10 to 100. It is therefore
reasonable to expect TRS* to become exact in N — oo limit.

For @ = 1, we calculate ||C|| and ||x|| up to N = 20 by
using a variational matrix product state (MPS) method [57] to



find the steady state and the approach in Ref. [58] to calculate
two-time correlation functions. It is worth mentioning that we
use a splitting approach to split the local Hilbert space dimen-
sion of the density matrix from d? to d as in Refs. [59, 60].
For MPS calculations, we chose bond dimensions 50 and 200
for steady state and time evolution calculations, respectively.
We find similar behaviors for ||C|| and ||x|| between o = 1
and o = 0 as N is increased. We thus argue that TRS*
should hold exactly at the FM-PM phase boundary for any
0 < a < 1. Again, this follows from the mean-field nature
of the model for o < 1 where the dynamics is governed by a
single mode representing the collective spin, while excitations
to other (spin wave) modes are penalized by a finite gap [44].

V. DISSIPATION VIA FLOQUET DYNAMICS

For experimental platforms where individual addressing of
ions can be achieved, we may engineer effective dissipation
for the TFIM in Eq. (1) with Floquet dynamics [23]. Instead
of applying weak optical pumping lasers to achieve the contin-
uous dissipation in Eq. (2), we can periodically perform state
preparation of each ion into the state |1) independently with
a preset classical probability p to achieve effective dissipa-
tion controlled by p. The advantage of this approach is that
it requires no extra lasers and can be implemented directly in
current experimental setups.

Since the state preparation process is usually much faster
than the time scale of the spin Hamiltonian in typical trapped-
ion experiments, we can treat the process as an instantaneous
quantum map & described by:

Ep) =& (&2(- - En(p), &= > KiupKl,

u=0,1,2

Kio=p|liXLli|, Kix = /p[LiX0i], Ki2 = /1 —pl;
(22)

Note that the order of the quantum maps {&; } is not important
since the quantum maps on different ions mutually commute.

We implement a Floquet dynamics where a period 7 of the
system’s evolution includes a coherent evolution of the TFIM
Hamiltonian [Eq. (1)] over time 7 followed by the above dis-
sipative quantum map £. Denoting p(n7) as the density oper-
ator of the system after n periods, the equation of motion for
the system is described by:

pl(n+1)7] = Ele= " p(nr)e 7] 23)

As we show in Appendix C, by using a Taylor series ex-
pansion in the time step 7, in the 7 — 0 limit the above
Eq. (23) exactly reduces to the master equation [Eq. (2)] if we
setp =7 and V. = y4 = 7.

To see whether the steady state obtained with this Flo-
quet dissipation is actually similar to that obtained with the
continuous dissipation for a finite 7, we have performed ex-
act numerical calculations of the steady states generated by
Eq. (23). Here we focus on the case of all-to-all Ising interac-
tions (« = 0) where it’s not hard to perform calculations for

a system of N = 50 qubits. In this case, we need to find a
matrix /C to rewrite the Floquet evolution Eq. (23) in the per-
mutationally symmetric basis:

Al(n + 1)r] = Kplnr) 24)

The construction of X is non-trivial and we refer the readers
to Appendix D for technical details. The steady state density
matrix is then obtained by finding the eigenvector of X with
eigenvalue 1. We then compute the FM order parameter M
as well as the two-time correlations in the steady state.

For small 7 values such as 7 = 0.1 (in unit of 1/Ji1),
we find almost no visible difference between the steady-state
phase diagrams of the Floquet dissipation and those of the
continuous dissipation, consistent with the perturbative analy-
sis in Appendix C. Even for 7 as large as 0.5/ Jiot1, as shown
in Figs. 2(c,f,1), the differences between the two types of dissi-
pation are small. This means the FM-PM phase transition and
its non-equilibrium features can also be well observed with
the Floquet dissipation. Experimentally, a large 7 value is
preferred since the Hamiltonian in Eq. (1) only holds if the
evolution time is much longer than the oscillation periods of
the phonon modes used to mediate the Ising interactions [7].
This condition is well satisfied for a typical experiment with
N ~ 50 YbT ions even with 7 = 0.1/ Jio1, where the phonon
mode frequencies are around 5SMHz and Jio ~ 5KHz [15].

VI. CONCLUSION AND OUTLOOK

In this paper, we propose novel experiments for current
trapped-ion quantum simulation platforms to study steady-
state phase transitions with controlled dissipation. We show
that a dissipative Ising model with tunable long-range interac-
tions can be realized in near-future experiments, where con-
tinuous dissipation can be engineered via lasers for commonly
used ion species. By applying a transverse field with an oppo-
site sign to the sign of the Ising interactions, the steady state
can exhibit a FM phase for sufficiently long-range interac-
tions. By changing either the transverse field strength or the
dissipation rate, a FM-PM phase transition can be observed in
the steady state by measuring the collective spin-spin correla-
tions. No individual addressing is required for observing this
steady-state phase transition.

In addition, we show that genuine non-equilibrium features
of this dissipative phase transition can also be observed ex-
perimentally if individual addressing of the ion qubits can be
achieved. We introduce a practical protocol for measuring a
class of two-time correlations in the steady state relevant for
the non-equilibrium features. Near the FM-PM phase transi-
tion, we find that such two-time correlation functions violate
the time-reversal symmetry expected in a thermal equilibrium
state. Remarkably, strong signatures of this non-equilibrium
behavior can be observed with a small system size and does
not require the interactions to be infinitely ranged as studied
previously.

Finally, we investigated the differences between the TFIM
with continuous dissipation and that with dissipation imple-
mented via Floquet dynamics, first introduced in Ref. [23].



We show analytically that the two models reduce to each other
if the Floquet period approaches zero, and find numerically
that even for relatively large Floquet periods, the steady state
phases and the non-equilibrium features of the phase transi-
tion are very similar between the two models. This similarity
is somewhat surprising as in this case the two models can-
not be reduced to each other perturbatively. We are currently
investigating if this similarity is expected for more general
many-body Hamiltonians with a finite Floquet period.

An interesting future direction is to engineer more general
types of dissipation via Floquet dynamics. By adding single-
qubit rotations before and after the dissipative map in Eq. (22),
we can engineer almost arbitrary single-qubit jump operators.
Moreover, if two-qubit gates are applied instead of single-
qubit rotations, we can even engineer correlated jump opera-
tors that may be crucial in dissipate quantum state preparation
[17]. Such engineering can be easily achieved for a trapped-
ion quantum computer.

We expect our work to open up a new thrust of quantum
simulation experiments with trapped ions that focus on sim-
ulating driven-dissipative spin systems. For example, while
here we focus on the dissipative Ising model as a paradigmatic
example, trapped ions can be used to simulate XY or XXZ
spin Hamiltonians [8, 9, 15]. Rich driven-dissipative physics
can be explored for such spin Hamiltonians with continuous
symmetry [28, 29]. Together with the flexibility in engineer-
ing dissipation via Floquet dynamics, we believe a large vari-
ety of driven-dissipative systems can be studied in near-future
quantum simulation experiments, many of which lack a thor-
ough theoretical understanding as exact calculations are often
limited to very small system sizes.
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Appendix A: Relations between steady states of / and —H

As mentioned in Section III, here we show that the steady
state properties of the dissipative TFIM [Eq.(2)] with the
Hamiltonian H in Eq. (1) are related to those of the same
model with —H.

First, we note that both the Hamiltonian and the Lindblad
operators are represented by real matrices in the computa-
tional basis. If we take the complex conjugate of both sides
of Eq.(2), we find that p* obeys the same master equation
but with H replaced by —H. Therefore, assuming we start

from an arbitrary real initial density matrix, the steady state
obtained with H (denoted by pyr) should be the the complex
conjugate of that with —H (denoted by p_g), i.e.

pH =Py (Al)

As a result, the expectation values of any real operator R,
which include S%, S%, and the ferromagnetic order parameter
M, should be identical in py and p_f since

tr(Rpp) = tr(Rpu)” = tr(R*p_p) = tr(Rp_n) (A2)

On the other hand, the expectation value of any purely
imaginary operator, such as SY, in py is the opposite of that
in P—H-

Next, we investigate the relations between the two-time cor-
relations such as (S®(¢)SY) for H and —H evaluated in the
respective steady state py and p_ . Since S¥ is a real opera-
tor, we have S (t) = S® 4 (t)*, similar to Eq. (A1). Thus,

tr[SH(t)SYpr)] = tr[ST (1) SY prr)] (A3)
= tr[S” 5 ()(SY) p}]” (A4)
— —tr[S% (1) p_u]" (A5)

Therefore, we see that C’w(t) [defined in Eq. (17)] flips its
sign under the sign flip of the Hamiltonian, while X, (¢) re-
mains the same.

The above relations should also hold for the Floquet dissi-
pation described by Eq. (23), since similar to the Lindblad op-
erators in Eq. (2), the Kraus operators in the dissipative map
[Eq. (22)] are also real.

Appendix B: Protocols for measuring two-time correlations

The protocols mentioned in Section II for measuring real
y

and imaginary parts of (S”(¢)o7(0)) was first introduced in
Ref. [55] for a closed quantum system. Here we show that
the same protocol works for a generic open quantum system
made of qubits and for measuring any two-time correlations in
the form of (A(t)c;(0)), where A(¢) is an arbitrary Hermitian
operator and o; is an arbitrary Pauli operator (i.e. along any
direction) for an arbitrary qubit i.

For pedagogical reasons, we will use the Schrodinger’s pic-
ture from now on, where the two-time correlation (A(t)o;(0))

can be rewritten as
(A(t)7;(0)) = tr[AE:(oipo)]- (B1)

Here py is the density operator of the system at t = 0, and &;
represents the quantum map that maps the state at £ = 0 to the
state at time ¢ for any open quantum system. Using the Kraus

~ — f
representation of the quantum map &, (O) =>, I.CHOIC Js We
see that for any operator O (not necessarily Hermitian)

&(0)F = &,0). (B2)

Next, we define Py and P_ as the projection operators onto
the two eigenstates of o; with eigenvalues £1 respectively.



Since o; = P4 — P_ and the identity operator I = P, + P_,
Eq. (B1) becomes

(A(t)ai(0)) = tr[A& (P4 po Py )] — tr[AE (P-poP-)]
+ tr[A& (Pypo P-)] — tr[A&,(P-po Py )] \
(B3)

Using Eq. (B2), we see that the last two terms in the above
equation add to a purely imaginary number. Therefore,

Re(A(t)o(0)) = tr[A&(PspoPy)] — tr[A& (P-poP-)]
(B4)
Experimentally, this equation means that we can first measure
o; with all other qubits untouched, then evolve the resulting
state (either Py po P4 or P_poP_) for time ¢, and finally mea-
sure A. The expectation value of the product of the two mea-
surement outcomes gives the real part of (A(¢)c;(0)).

To measure the imaginary part of (A(¢)o;(0)), we need to
first apply a single-qubit unitary e~*7¢/* (i.e. a 7 /2 rotation)
to the i qubit. We then evolve the system for time ¢ and
measure A to get its expectation value, which is expressed as:

<A(t)>+ = tr <Agt(e—i7roi/2poeifrai/2) (BS)

Since e~"7i/4 = L (I — jg;), we obtain

Sl

2(A(t))+ = tr[A&(po)] + tr[A&(dipooi)]
+ ztr[Aé't (pOJz)] - ztr[Aé't (CTZ,O())] (B6)

Next, we need to repeat the above measurement protocol with
the single-qubit unitary e™?/4 applied to the initial state in-
stead. The expectation of A(t) in the case is found to be:

2(A(t)) - = tr[A&(po)] + tr[AE;(0ipooi)]
— i tr[A&:(pooi)] + i tr[AE:(oipo)] (B7)

Combining the above two equations and using Eq. (B2) yield:

(AW — (A@) = i t[AE (p00)] — i tr[AE (300)]
= 2Imtr[A& (oipo)] = 2Im(A(t)o;(0)) (B®)

Therefore, the imaginary part of (A(¢)o;(0)) is obtained by
taking the difference of the measured expectation values of
A(t) for two different initial states, one with a 7 /2 rotation on
the qubit ¢ and the other with a —7 /2 rotation.

Appendix C: Floquet dissipation in the small 7 limit

In this appendix, we show that the Floquet dynamics de-
scribed by Eq. (23) are equivalent to the continuous dynamics

J

1

PN,N,N. =

10

governed by the master equation [Eq. (2)] up to the first order
in the Floquet time step 7 given 7. = 74 = v and p = 7. To
see this, we first expand Eq. (23) up to the first order in 7. The
coherent evolution part of Eq. (23) is expanded as

e T p(H)e T = p(t) — iT[H, p()] + O(r2)  (CD)
Next, we note that the dissipative map &; defined in Eq. (22)
can be explicitly written as

Ei(p) = p+7Di(p)

1—o0? z

1—o07

Di(p) =0, pof + —5—p—5+—p (D)
As a result, we find that
E(p) =p+7m Y _Dilp) + O(r?) (C3)

Using Eq. (C1), we end up with

pt+7) =& p(t)e™T)
= p(t) —ir[H, p| + 7 Z Di(p(t + 7)) + O(r?)

K3

(C4

Therefore, up to the first order in 7, we have an equation of
motion under the Floquet dissipation:

d
L = —ilH,p] +7_Dilp) (C5)

With a bit of algebra, we can rewrite D;(p) in Eq. (C2) as:

1 1
Dilp) = =5 (0 07 p+pofo; =207 pof) =1 (p—oipo])
(Co)
Thus Eq. (C5) reduces to the master equation [Eq. (2)] upon
setting v = vyq = 7.

Appendix D: Floquet dissipative map in a permutationally
symmetric basis

If both the coherent and dissipative dynamics of an N-
qubit quantum system are invariant under any permutations
of the qubits, we can find the steady state of the system us-
ing a permutationally symmetric basis for the density operator
[22, 51]:

P (U””n-ag” o¥ ... oY 0% 0% I I)
%N!Nm!Ny!NZ!NI ZP P 1 N.YN.+1 Ng+Ny Y Ne+Ny+1 Ng+Ny+N,*Nz+Ny+N.+1 N

(D)



where N, Ny, N., Ny € {0,1,2,--- N} represent the num-
bers of o”, 0¥, 0%, and identity operators in the above basis
state pn, N, N, respectively. Ny = N — N, — N, — N, and
‘P permutes the qubits according to the permutation P.

By assigning a single index to the basis state pn, N, N,
an arbitrary permutationally invariant density operator can be
represented by a vector of dimension O(N3). The Liouvillian

J

E(pn,N,N.) = (1 —p)

Nz+Ny+N. ZkNio (
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L in Eq. (16) can be written as a matrix of the same dimension,
and the explicit matrix elements of £ for the master equation
[Eq. (2)] can be found in Ref. [22].

For the Floquet dissipation, the Hamiltonian evolution part
can be described by a similar Liouvillian matrix. The matrix
elements for the dissipative map £ [Eq. (22)] are harder to be
found, and here we provide their analytical expressions:

(D2)

N k N.+1
) (P TTiss 75 PNGN, (Vatk)
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