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Fi g u r e 1. We pr o p os e Diff usi o n m o d el wit h H u m a n P os e C orr e cti o n ( Diff usi o n- H P C), a s y nt h eti c i m a g e g e n er ati o n str at e g y wit h p air e d
wit h gr o u n d-tr ut h m es h es t o i m pr o v e t h e p erf or m a n c e of H u m a n M es h R e c o v er y ( H M R) m o d els o n d o m ai ns wit h c h all e n gi n g p os es a n d/ or
li mit e d d at a. Diff usi o n- H P C is a t e xt- c o n diti o n e d m et h o d t h at a d dr ess es t h e i m pl a usi bilit y of h u m a n g e n er ati o ns fr o m St a bl e Diff usi o n
[1 4 ], a l ar g e pr e-tr ai n e d t e xt- c o n diti o n e d g e n er ati v e m o d el, w hil e pr es er vi n g t h e i n h er e nt fl e xi bilit y of s u c h m o d els.

A bst r a ct

R e c e nt t e xt-t o-i m a g e g e n er ati v e m o d els h a v e e x hi bit e d
r e m ar k a bl e a biliti es i n g e n er ati n g hi g h- fi d elit y a n d p h ot o-
r e alisti c i m a g es.  H o w e v er, d es pit e t h e vis u all y i m pr es-
si v e r es ults, t h es e m o d els oft e n str u g gl e t o pr es er v e pl a u-
si bl e h u m a n str u ct ur e i n t h e g e n er ati o ns. D u e t o t his r e a-
s o n, w hil e g e n er ati v e m o d els h a v e s h o w n pr o misi n g r es ults
i n ai di n g d o w nstr e a m i m a g e r e c o g niti o n t as ks b y g e n er-
ati n g l ar g e v ol u m es of s y nt h eti c d at a, t h e y ar e n ot s uit-
a bl e f or i m pr o vi n g d o w nstr e a m h u m a n p os e p er c e pti o n
a n d u n d erst a n di n g. I n t his w or k, w e pr o p os e a Diff usi o n
m o d el wit h H u m a n P os e C orr e cti o n ( Diff usi o n- H P C), a
t e xt- c o n diti o n e d m et h o d t h at g e n er at es p h ot o-r e alisti c i m-
a g es wit h pl a usi bl e p os e d h u m a ns b y i nj e cti n g pri or k n o wl-
e d g e a b o ut h u m a n b o d y str u ct ur e. O ur g e n er at e d i m a g es
ar e a c c o m p a ni e d b y 3 D m es h es t h at s er v e as gr o u n d tr ut hs
f or i m pr o vi n g H u m a n M es h R e c o v er y t as ks, w h er e a s h ort-

a g e of 3 D tr ai ni n g d at a h as l o n g b e e n a n iss u e. F urt h er-
m or e, w e s h o w t h at Diff usi o n- H P C eff e cti v el y i m pr o v es t h e
r e alis m of h u m a n g e n er ati o ns u n d er v ar yi n g c o n diti o ni n g
str at e gi es. 1

1. I nt r o d u cti o n

I n r e c e nt y e ars, l ar g e-s c al e t e xt- c o n diti o n e d i m a g e g e n er-
ati o n m o d els s u c h as G LI D E [ 3 5 ], I m a g e n [4 3 ] a n d St a-
bl e Diff usi o n [ 1 4 ] h a v e i m pr ess e d t h e r es e ar c h c o m m u nit y
wit h t h eir e x c e pti o n al g e n er ati v e a n d c o m p ositi o n al c a p a-
biliti es, o wi n g t o t h eir tr ai ni n g o n e xtr e m el y l ar g e i m a g e-
t e xt d at as ets [4 4 ] a n d us e of a d v a n c e d m o d el ar c hit e ct ur es
[1 1 , 2 1 ]. N ot o nl y d o t h es e g e n er ati v e m o d els dr asti c all y el-
e v at e t h e q u alit y a n d ef fi ci e n c y of c o nt e nt cr e ati o n, b ut t h e y
als o e x hi bit pr o misi n g p ot e nti al f or e n h a n ci n g ot h er vis u al
t as ks. As s h o w n i n H e et al. [1 8 ], l ar g e t e xt- c o n diti o n e d
g e n er ati v e m o d els s u c h as G LI D E [ 3 5 ] ar e a bl e t o g e n er-
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ate high-quality images targeted for a specific label space
(i.e. domain customization), thus making it an ideal choice
for synthetic data generation to aid in downstream image
recognition tasks such as single-view Human Mesh Recov-
ery (HMR) [29] where securing annotations can be not only
costly, but incompatible in the wild.

Despite the benefits of synthetic data for image recog-
nition tasks, these text-conditioned generative models have
thus far lacked the capability of advancing human pose un-
derstanding tasks. This is because these models do not ex-
plicitly model the underlying structure of human bodies and
thus frequently encounter difficulties in preserving realistic
human anatomy in their generated outputs. As Figure 1 (a)
shows, generating realistic human poses embedded in plau-
sible scenes is a known limitation [23] of generative diffu-
sion models such as Stable Diffusion [14].

In this work, we present Diffusion model with Human
Pose Correction (Diffusion-HPC), a method that addresses
the implausibility of human generations from large pre-
trained text-conditioned generative models. Our intuition
is that we can rectify the generated unrealistic humans (e.g.
with additional limbs in non-anatomical locations) by in-
tegrating stronger human pose priors within the generation
process. Thereby, we extend the capability of pre-trained
diffusion models, such as Stable Diffusion, to produce a
large variety of synthetic scenes for a target domain with
minimal user input. Further, unlike base diffusion mod-
els our approach produces pairs of images and ground truth
meshes as a result of including body pose priors in the gen-
eration process. These image-mesh pairs can then be em-
ployed to improve existing single-view Human Mesh Re-
covery methods on challenging data-scarce domains (See
Figure 1b, c). In summary, we make the following contri-
butions.
• Motivated by the implausible humans produced by diffu-

sion models, we propose a simple and effective method
Diffusion-HPC to rectify the implausibility of human
generations that often occur in Stable Diffusion [14] re-
sults. To the best of our knowledge, our work presents the
first training-free method that addresses the challenges
in generating realistic humans by injecting human body
structure priors within the generation process.

• We show that the synthetic images with corresponding
3D ground truth produced by our method are capable
of adapting Human Mesh Recovery models to challeng-
ing domains (e.g. competitive sports) where supervision
is limited and hard to obtain. Models finetuned with
Diffusion-HPC’s synthetic data achieve 2.6% PCK and
4.6 PA-MPJPE improvement on SMART [9] and Ski-
Pose 3D [41, 46], respectively.

• We quantitatively validate the improved quality of our
generated images over existing text-to-image as well as
state-of-the-art pose-to-image generative models.

2. Related Work

2.1. Using synthetic data to improve HMR

Previous works [18] have recognized the capability of state-
of-the-art text-conditioned generative models [35] for gen-
erating training data for downstream image recognition
tasks. However, the poor quality of the generated person
images effectively precludes the extension of this capacity
to tasks such as 3D human pose understanding (e.g. hu-
man mesh recovery). Due to the challenge in collecting 3D
ground truths for end-to-end training of human mesh recov-
ery models, many previous works have considered leverag-
ing synthetic data. Typically, these works create 2D ren-
derings of 3D posed human models from graphics engines
[12, 37, 48], with Black et al. [6] being the most compre-
hensive effort. However, this approach possesses multiple
disadvantages. First, the variety of the generated poses is
limited by the pose data source. Second, a large and di-
verse training set is needed to cover all possible poses of
interest, which makes storing and sharing such data costly
and inefficient. To address these, recent work Weng et al.
[51] proposes a data-efficient way by rendering SMPL bod-
ies with poses sampled from the estimated pose distribu-
tions from real data, but since the body textures are pre-
dicted and warped from real images, the renderings are not
photo-realistic. Analogously, Sengupta et al. [45] generates
synthetic data online to improve diverse body shape estima-
tion.

In contrast, using conditional generative models [14, 21]
such as ours to synthesize data has a few advantages. First,
large generative models can produce high-fidelity photo-
realistic images closer to real data since they are trained on
internet-scale real-world data (e.g. LAION-5B [44]). Sec-
ond, they allow easy control of the generation style via de-
tailed prompting, and stochasticity in the generation process
results in more diverse and potentially unlimited synthetic
data. However, although there have been some attempts
to explore the use of generative models for image classi-
fication and object detection [18, 57], their usage in human
mesh recovery has not yet been investigated due to the poor
quality of the generated person images. Diffusion-HPC is
the first approach that uses conditional generative models
to produce synthetic data that are useful for human mesh
recovery, broadening the range of downstream utilities of
SoTA generative models.

2.2. Conditional generation of posed humans

Recently, there has been a growing focus on conditional
generation of posed humans in the form of images/videos
[22, 49, 54, 56], body models [10, 16] or NeRF [8, 13, 52].
For synthesizing posed humans, most works focus either on
text-conditioned or pose-conditioned generation. In terms
of text-conditioned approaches state-of-the-art general im-



age generation models such as Stable Diffusion [14] have
shown impressive capability in producing high-resolution
and realistic images. But as a known limitation [23], they
frequently struggle to preserve the correct anatomy of hu-
man bodies. An alternate line of research focuses di-
rectly on text-conditioned human pose or motion genera-
tion [10, 16]. These generative models are trained on large
3D human motion database [33] with paired textual descrip-
tions. But since they output parameters of human body
models [32], they bypass the issue of preserving anatomi-
cal structure. However, since human motion databases do
not come with paired RGB data, these works are unable to
produce human textures and background.

On the other hand, previous works have explored gen-
erating images of full-body humans conditioning on body
pose [1, 7, 27, 34]. AlBahar et al. [1], Knoche et al.
[27], Men et al. [34] consider the task of “reposing”, where
the goal is to synthesize images of people in a novel pose,
based on a reference image of that person and the new pose.
More recently and relevant to our work, Brooks et al. [7]
proposed a pose-conditioned image synthesis model that
dispenses with the reference images by generating reason-
able backgrounds. In contrast to the above works, our pro-
posed Diffusion-HPC is a person image synthesis method
flexible enough to allow for both text and pose conditioned
generation and does not require additional training or ex-
plicit pose annotations from a target domain to produce di-
verse humans and scenes. Another closely related work is
ControlNet [56], where posed-conditioned images are ob-
tained from generative models, yet unlike our method Con-
trolNet requires finetuning on large amounts of real paired
data (i.e. 2D keypoints, images and captions).

2.3. Editing & composing large pre-trained models

Foundation models (e.g., Imagen [43], Stable Diffusion
[14]) that are trained on large amounts of broad data have
demonstrated impressive generative and few-shot learning
capabilities across a wide spectrum of tasks. Additionally,
the scale of information they have seen and learned, allows
these models to be adapted to further downstream tasks. For
these reasons, editing or composing large pre-trained mod-
els has been widely studied recently. Among these works
the most closely related to our approach are the training-free
methods that utilize pre-trained diffusion models to perform
global or local image editing [3, 4, 19, 36] (e.g. inpaint-
ing, style transfer, etc.). They are “training-free” in the
sense that editing is done by injecting knowledge into the
denoising process during inference and therefore no addi-
tional model finetuning is needed. Analogously, our method
Diffusion-HPC improves plausibility of human generations
by injecting human body priors in the form of posed SMPL
[32] body models.

3. Diffusion-HPC

3.1. Background

Latent diffusion models. Diffusion models are deep gen-
erative models that generate samples from a desired distri-
bution by learning to reverse a gradual noising process. The
sampling process starts from noise sampled from a standard
normal distribution, which are refined into a series of less-
noisy latents that eventually lead to the desired generation.
For more details, please refer to Dhariwal et al. [11] and Ho
et al. [21]. Latent Diffusion uses a perceptual compression
model, a variational autoencoder (VAE) that projects the
data distribution into a latent space, where the conditional
diffusion process operates. Previous works [3] have shown
that editing in the latent space is faster than pixel space edit-
ing [4] and helps to avoid pixel-level artifacts. Our method
uses two latent diffusion models under the hood, a text-to-
image model where the denoising is conditioned on the text
input, and a depth-to-image model where the depth map is
used as additional conditioning.

SMPL body model. We use the Skinned Multi-Person
Linear (SMPL) model [32] to represent the 3D mesh of the
human body. SMPL is a differentiable function M(θ, β)
that takes a pose parameter θ ∈ R69 and shape parameter
β ∈ R10, and returns the body mesh M ∈ R6890×3 with
6890 vertices. The 3D joint locations X ∈ Rk×3 = WM
are regressed from the vertices, using a pre-trained linear
regressor W , where k is the number of joints.

3.2. Data generation process

Diffusion-HPC consists of three main steps. As a first step,
we leverage a text-to-image model (i.e. Stable Diffusion
[14]) to produce an initial generation of a posed person.
Second, we predict the pose of the person and determine
the difficulty level of the pose in the initial generation us-
ing a pose prior. We observe that Stable Diffusion tends to
generate worse anatomy on more difficult poses. Thus, if
the initial generation contains a hard pose, we render the
depth map of the predicted body mesh taking into consid-
eration the occlusion from other objects in the image. The
depth map serves as the human structure prior. In the final
step, we use the context information (in the form of im-
age latents) from initial generation as a starting point, and
leverage a depth-to-image model (i.e. a fine-tuned version
of Stable Diffusion) to produce final generations by condi-
tioning on the depth map from previous step.

Figure 2 shows an overview of our method. Concretely,
given a text prompt t that describes the action of a person,
we first encode it to text embeddings zt, and then use a text-
to-image Stable Diffusion model (G) to generate an image
I = G(zt). The image is passed to encoder EGd

of the com-
pression module of Gd, a depth-to-image diffusion model,
to get the compressed image latents z ∈ R4×64×64, i.e.
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Figure 2. Overview of Diffusion-HPC. The generation process can be broken down into 3 steps. Step 1: Obtaining image latents z from
the initial generation I of a pre-trained text-to-image model (i.e. Stable Diffusion [14]) and injecting noise. Step 2: Estimating human
body mesh M(θ, β) from I. If the pose is challenging based on a pose prior (i.e. VPoser [38]) then render the mesh’s depth map dfg and
introduce occlusions via object masks obtained from a segmentation model. Step 3: Using the latents z, foreground depths, and the text
embeddings t as guide for the final generation I∗.

z = EGd
(I). Image latents z contain context information

about I such as the texture of the image and background
layout. We can use z as a starting point in the final gen-
eration process so the context from the inital generation is
roughly preserved.

Next, we use an off-the-shelf model to reconstruct the
3D mesh of the person in I. Specifically, we estimate the
human pose θ, shape β, and parameters of a weak per-
spective camera Π from the image using an off-the-shelf
HMR model f : I → (θ, β,Π). Since our method fo-
cuses on rectifying implausible human generations, we de-
termine whether the initial generation is likely to contain
implausible humans and only apply our rectification pro-
cess on images with hard poses. We observe that Stable
Diffusion tend to generate worse anatomy on more diffi-
cult poses. Hence, we use a pre-trained human pose prior
VPoser [38] as a proxy for determining if the person in im-
age I has a challenging pose. VPoser is a Variational Auto-
Encoder (VAE) that is trained on a massive database of re-
alistic human poses [33]. By design, poses that are farther
away from the canonical pose (i.e. challenging poses) have
larger variance in the embedding space. Therefore, we iden-
tify a difficult pose θ if its embedding eθ have larger norm,
i.e. ||eθ||2 > τ , where {µ, σ} = Ev(θ) and eθ ∼ N (µ, σ).
Ev is the encoder of VPoser. τ is determined empirically
and set to 30.

Now that we have the predicted human pose from I, we
move on to the final step of our method where we inject pose
information M(θ, β) into the generation process to produce
a more plausible image of a person with the predicted pose

θ. We achieve this by leveraging a depth-to-image version
of Stable Diffusion, and using the depth values of the pre-
dicted human body as conditioning information in the gen-
eration process. Specifically, we render the 3D mesh to ob-
tain the depth map dfg ∈ R64×64. Since there might be
other objects in the image that occlude part of the person,
we use Mask R-CNN [17] (pre-trained on COCO [31]) to
segment the non-human objects in the image and use the
segmentation masks to mask out the occluded body part in
the depth map dfg . Formally,

{θ, β,Π} = f(I) (1)
dfg = Rd(Π,M(θ, β)) (2)
d∗fg = dfg ⊙ ((1−m) ∩ (dfg > 0)) (3)

where Rd is a depth renderer that renders the depth map of
a mesh, ⊙ denotes the Hadamard product, and (dfg > 0) is
the silhouette of the rendered person.

Finally, to preserve the context information (e.g. texture
and background layout) of the initial generation, we use ini-
tial image latents as a starting point in the final generation
process. We add noise to z, and use a pre-trained denois-
ing model (i.e. depth-to-image Stable Diffusion) to perform
sequential denoising steps which produces the final image
latents z∗. The denoising process (achieved through a pre-
trained UNet [42]) is guided by both the depth map d∗fg and
text embeddings zt. Final generation is obtained by decod-



ing the z∗ with the compression module’s decoder DGd
.

znoised = noise(z) (4)

z∗ = denoise(znoised; d∗fg, zt) (5)

I∗ = DGd
(z∗) (6)

As shown in Figure 2, final generation I∗ contains similar
texture and background as the original image, but the human
body anatomy is rectified.

3.3. Finetuning Human Mesh Recovery on challeng-
ing domains using synthetic data

Training a single-view Human Mesh Recovery (HMR)
model end-to-end would require large amounts of images
with paired 3D ground truths. Collecting such training sets
requires burdensome motion capturing systems and is often
limited to indoor laboratories. As a result, previous works
such as [51] have focused on finetuning HMR model to a
particular challenging domain using weak supervision (im-
age paired with 2D keypoints). In this section, we introduce
how image-mesh pairs from Diffusion-HPC can be used to
finetuning HMR models in challenging domains.

Given a pre-trained HMR model that predicts pose θ,
shape β and camera matrix Π from an image I (i.e. f :
I → (θ, β,Π)), we aim to adapt the model to a new target-
domain by finetuning f on a small set of target images.

In a typical finetuning setup where only 2D keypoints
from the target are available as supervision, 2D reprojec-
tion loss can be minimized to encourage the consistency be-
tween predicted and ground truth keypoints. Formally, for
an image from the target training set, let the ground truth 2D
keypoints be j ∈ Rk×2 with k annotated keypoints per per-
son, we would want to minimize Lreal

2D = ||ĵ − j||2 where
ĵ = Π(WM(θ̂, β̂)) are the predicted 2D keypoints. Recall
that W is the SMPL joint regressor, and Π is the projection
matrix of a weak perspective camera.

Given this task setting, Diffusion-HPC can be used to
generate synthetic data that has image-mesh pairs (I∗ and
{θ, β,Π} in Equations 1 and 6). Then, on those synthetic
image-mesh pairs, we can supervise the model with ground
truth body parameters, which provide stronger form of su-
pervision as compared to 2D keypoints.

Lsyn
3D = ||β̂ − β||2 + ||θ̂ − θ||2 (7)

Overall, loss during finetuning is L = Lreal
2D + Lsyn

3D .
Guidance from real images. In the case of a clear tar-

get data domain for the HMR task, it can be useful to pro-
duce training data that have similar appearances to the tar-
get training set. Specifically, instead of using T2I diffusion
model to generate the initial I, we use real images from
the training set. This guidance helps reduce the domain gap
between the generated and real images because the appear-
ances and poses will be more similar to the expected ones.

Pose augmentation. Finally, we can further enhance the
diversity of the generated poses, by applying pose augmen-
tations to the predicted poses. Specifically, after Equation
1, we can augment θ before proceeding to Equation 2. For-
mally, we apply pose augmentation in the embedding space
of VPoser as in Weng et al. [51],

µ, σ =Ev(θ) (8)
zaugθ =zθ ⊙ (1 + sϵ), zθ ∼ N (µ, σ) (9)
θaug =Dv(z

aug
θ ) (10)

where Ev and Dv are the encoder and decoder of VPoser, s
is a constant scalar, and ϵ is from a multivariate uniform dis-
tribution of the same dimension as the VPoser latent space.

4. Experiments
We first show the effectiveness of Diffusion-HPC for im-
proving HMR performance in challenging domains in
Sec. 4.1. Then, in Sec. 4.2 we present comparisons on the
synthetic data generation quality of Diffusion-HPC.

4.1. Finetuning on challenging HMR settings

We demonstrate the potential of Diffusion-HPC through the
task of few-shot adaptation of human mesh recovery mod-
els. We consider the setting where a small set of real images
with 2D keypoints are available. This represents a typical
scenario where we want to deploy a pre-trained HMR model
on a new domain but there is limited ground truth annota-
tions on the target domain. Through our experiments, we
show that training with synthetic data from Diffusion-HPC
improves HMR on challenging target domains as compared
to previous adaptation methods.

We use the following sports datasets as they contain
much more challenging poses than common HMR bench-
marks. As a result, there is a large domain gap when apply-
ing pre-trained HMR models on those datasets, and finetun-
ing is necessarily to close the domain gap. Pre-processing
details are in the Supplementary Material.
• Ski-Pose [41, 46] includes 3D and 2D keypoints labels

from 5 professional ski athletes in motion. There is a sig-
nificant domain gap between ski poses and poses from
other human pose estimation datasets, therefore Ski-Pose
has been used as a benchmark in evaluating pose domain
adaptation [15].

• Sports Motion and Recognition Tasks (SMART) [9]
contains videos with per-frame 2D keypoints for various
competitive sports. We consider 6 publicly released cat-
egories except for “badminton”, which only contains one
clip. We sample enough clips so that the training set con-
tains roughly 100 images per category, and evaluate our
finetuned models on the remaining images.

Evaluation metrics. For Ski-Pose, we use Mean Per Joint
Position Error (MPJPE) and Procrustes-Aligned MPJPE



Input Image SPIN-pt PARE SPIN-ft DAPA Ours Ours (front and back view)BEDLAM-CLIFF

Figure 3. Qualitative HMR results on SMART and Ski-Pose datasets. Finetuning with data from Diffusion-HPC (rightmost) helps HMR
models learn novel poses from challenging domains.

(PA-MPJPE) as our evaluation metrics. PA-MPJPE mea-
sures MPJPE after performing Procrustes alignment of the
predicted and ground truth keypoints. SMART does not
have ground truth 3D keypoints, so we report Percentage
of Correct Keypoint (PCK) determined by distance between
predicted and ground truth keypoints in pixels.

Implementation details. We use the backbone of SPIN
[29] to estimate the human mesh, since the backbone is
shared by both SPIN and DAPA [51], which enables fair
comparison to these two. For each real image in the few-
shot training set, we create 3 synthetic images, where each
one has a slightly different pose due to pose augmentation.
We finetune and update the entire HMR model with batch
size of 64, learning rate of 1e-4. All hyperparameters are
the same as in SPIN. The models are trained until the loss
curves plateau and on average each finetuning experiment
takes about 6 hours on a single NVIDIA TITAN V GPU.

Results. We compare to recent HMR models BEV [47]
and PARE [28] that are pre-trained on MoCap datasets [24]
as well as in-the-wild pose estimation datasets [2, 25, 31].
We also compare to BEDLAM-CLIFF [6], a state-of-the-
art HMR model that is trained with a large synthetic dataset
BEDLAM with realistic humans. In addition, we compare
to finetuning methods SPIN-ft [29], DAPA [51], as well as
finetuning with synthetic data generated with ControlNet
[56] and Diffusion-HPC. The finetuning of these methods
and ours minimizes 2D keypoint reprojection error by us-
ing 2D keypoints from the target training set. In addition,
SPIN-ft uses in-the-loop model fitting to provide additional
model-based supervision. DAPA generates synthetic data
with paired 3D ground truths on the fly as additional super-
vision, while Ours uses data from Diffusion-HPC.

In Table 2 we report PCK on sports categories from

SMART. Although the off-the-shelf models (SPIN-pt, BEV,
PARE) were pre-trained on 2D datasets that include sports
poses [25], there is still a significant domain gap be-
tween the training sets and SMART. BEDLAM-CLIFF was
trained with a massive synthetic dataset BEDLAM, but the
data generation was not tailored for the specific target do-
mains, and therefore their training does not improve the
model performance on the target dataset. As shown in the
lower half of Table 2, finetuning on a small set of target
images is helpful in closing the domain gap. Among those
methods, we achieve better performance in general.

In Table 1, we report MPJPE/PA-MPJPE on Ski-Pose
testset. We vary the size of the real training set during
adaptation, and observe that with the same mount of real
data, models trained with our synthetic data attain best per-
formance. Further, with the help of synthetic data gener-
ated by Diffusion-HPC, we attain better performance than
SPIN-ft and DAPA using much smaller amount of real data.
We achieve best performance when using the entire training
set. Notably, our best performance (111.3 MPJPE, 81.5 PA-
MPJPE) is better than ProHMR [30] (122.7 MPJPE, 82.6
PA-MPJPE), which uses ground truth 2D keypoints from
the testset as additional information. Finally, as qualita-
tively demonstrated in Figure 3, our method produces more
accurate human mesh estimations on challenging poses, and
in general have better alignment with 2D images.

4.2. Image generation quality

Data generation details. We use a text-to-image Stable
Diffusion [14] model pre-trained on LAION-5B [44] and a
CLIP ViT-L/14 [39] as text encoder. To condition the gener-
ation on depth maps we employ the depth-to-image Stable
Diffusion model that was resumed from the text-to-image



Method Ft. Ft. with syn
PCK (↑) per Action Mean

Diving Pole Vault High Jump Uneven Bars Balance Beam Vault

SPIN [41] ✗ - 63.1 60.0 73.3 36.2 74.2 61.4 50.4
BEV [47] ✗ - 55.9 52.5 68.8 12.9 62.0 38.9 48.5
PARE [28] ✗ - 63.3 65.2 77.9 31.8 71.2 53.9 60.5
BEDLAM-CLIFF [6] ✗ - 30.4 57.3 67.4 31.1 55.7 48.3 48.4

SPIN-ft [41] ✓ ✗ 74.3 73.5 78.1 41.9 84.1 64.3 69.3
DAPA [51] ✓ ✓ 70.9 64.8 79.4 42.0 79.4 64.5 66.8
ControlNet [56] ✓ ✓ 70.6 65.3 74.2 43.4 83.6 62.3 66.6
Ours ✓ ✓ 79.2 77.7 78.1 44.1 85.1 66.9 71.9

Table 1. Quantitative results (PCK) on SMART. Ft indicates fine tuning on test data. Best numbers are in bold.

Method Ft. Ft. with syn MPJPE (↓) / PA-MPJPE (↓)

0% train 1% train 5% train 50% train 100% train

SPIN [29] ✗ - 225.1 / 120.2 - - - -
BEV [47] ✗ - 313.5 / 125.1 - - - -
PARE [28] ✗ - 234.9 / 113.6 - - - -
ProHMR [30] ✗ - 122.7 / 82.6∗ - - - -
BEDLAM-CLIFF [6] ✗ - 363.5 / 136.5 - - - -

SPIN-ft [41] ✓ ✗ - 206.9 / 115.6 161.3 / 103.6 127.8 / 91.7 133.7 / 92.3
DAPA [51] ✓ ✓ - 222.2 / 123.6 180.2 / 108.7 128.7 / 90.5 126.9 / 86.1
ControlNet [56] ✓ ✓ - 194.6 / 106.2 144.1 / 94.0 118.2 / 85.3 114.2 / 83.4
Ours ✓ ✓ - 182.3 / 105.9 143.4 / 90.7 116.5 / 83.5 111.3 / 81.5

Table 2. Quantitative comparisons on Ski-Pose. We report MPJPE/PA-MPJPE on the test set. (*: Note that ProHMR uses ground truth 2D
keypoints for test-time optimization and therefore has an unfair advantage for this experiment. All other models (including Ours) perform
direct inference on test set). The best number per configuration is in bold.

model, and finetuned for 200k steps. The denoising model
has an extra input channel to process the (relative) depth
prediction produced by MiDaS [40] which is used as added
conditioning. As our segmentation model we use Mask R-
CNN [17, 53] pre-trained on MS-COCO [31]. For the qual-
itative examples in Figure 4 and experiments in Section 4.2,
we use BEV [47] as the HMR model, due to its capacity
of recovering people of all age groups and better empiri-
cal performance at localizing implausible synthetic humans,
whereas two-stage HMR models that rely on a human de-
tector often treat these erroneous generations as false neg-
atives. With 50 inference steps, it takes about 6 seconds to
create an image starting from text, and in the setting when a
real image is used as guidance, the time is halved.

4.2.1 Comparison on text-conditioned generation

We assess the quality of the text-only conditioned images
generated by Diffusion-HPC by comparing them to off-the-
shelf Stable Diffusion. In order to span a wide taxonomy
of human activities we compose text prompts from the cate-
gory labels available in the MPII [2] dataset. In addition, to
assess the generation quality regarding extremely challeng-
ing human poses, we use the publicly released sports cat-
egories from SMART [9] (further introduced in Sec. 4.1)
as text prompts. For both datasets, we report the stan-
dard evaluation metric Fréchet Inception Distance (FID)

Model Dataset User Preference (↑) FID / H-FID (↓) KID / H-KID (↓)

Stable Diffusion MPII 0.45 ± 0.23 75.6 / 70.5 0.03 / 0.11
Diffusion-HPC MPII 0.55 ± 0.23 75.6 / 68.1 0.03 / 0.04

Stable Diffusion SMART 0.23 ± 0.08 66.3 / 91.4 0.04 / 0.07
Diffusion-HPC SMART 0.77 ± 0.09 67.7 / 89.5 0.03 / 0.06

Table 3. Text-conditioned comparisons on activities from MPII.

and Kernel Inception Distance (KID) [20]. Since the focus
of our method is on human generation, we report H-FID /
H-KID, which is FID / KID computed with only foreground
humans (segmented by Mask R-CNN). Note that FID/KID
are computed using image-level features, and therefore do
not focus on human generation quality in particular. Thus,
we deem H-FID/H-KID more suitable metrics for our work.

Furthermore, we perform a user study where 6 indepen-
dent blinded users were shown a randomly sampled set of
100 side-by-side images each generated by Stable Diffu-
sion and Diffusion-HPC. The users were given the task of
selecting the image with the most plausible human pose and
anatomy. If the images were comparable, the user could se-
lect a “no preference” option.

Results. Table 3 presents comparisons on text-
conditioned generations. While FID/KID values are
roughly the same, we highlight that humans generated by
Diffusion-HPC have lower H-FID/H-KID to humans from
real images. User study suggests that users prefer our gen-



50% Percentile VPoser Score 95% Percentile VPoser Score5% Percentile VPoser Score

Stable Diffusion Rendered Depth Map Ours Stable Diffusion Ours Stable Diffusion OursRendered Depth Map Rendered Depth Map

Figure 4. Comparison with Stable Diffusion [14] on text-conditioned generations. Red arrows point out implausible body parts in Stable
Diffusion generations. To show a spectrum of varying pose difficulty levels, we present generations from the 5%, 50%, 95% quantiles (i.e.
from easy to hard) in terms of VPoser score. Rendered depths are included to show correct pose guidance.

erations most of the time. Qualitative results in Figure 3
suggest that our generations, while preserving the textures
of the original images (hence similar FID/KID), effectively
corrects the human anatomy (hence lower H-FID/H-KID).

4.2.2 Comparison on pose-conditioned generation

Most previous pose-conditioned generative models focus on
the task of “reposing” [1, 27, 34], where the goal is to repose
the reference person using the target pose. These models are
trained on fashion catalog images with clean background,
therefore they are too simplistic to be effective baselines for
our purpose. The only fair baseline, to our knowledge, is
Brooks and Efros [7], a recent StyleGAN2 [26]-based gen-
erative model that takes 2D keypoints of a posed person and
generates images with compatible background. We bench-
mark their pre-trained model (trained on 18 million images
sourced from 10 existing human pose estimation and action
recognition datasets) on MPII for in-domain assessment.

Results. Table 4 shows quantitative comparisons of im-
age quality. Notably, even though Brooks and Efros [7]
was trained with paired data (keypoint-image pairs) and
therefore has an advantage over Diffusion-HPC where the
underlying models are trained/finetuned only with images,
Diffusion-HPC consistently achieves better performance.
Moreover, Brooks and Efros [7] has poor generalization ca-
pability to novel pose distributions as in SMART, whereas
our method powered by Stable Diffusion has a better zero-
shot capability. Additional details, qualitative comparisons
and limitations are in the Supplementary Material.

5. Conclusion
We proposed Diffusion-HPC, a text-conditioned and
training-free method that injects model-based human body
prior to improve human-centric generation of state-of-the-
art text-conditioned and pose-conditioned generative mod-
els. Further, Diffusion-HPC demonstrates excellent util-

Results on MPII

Method Trained with T R D FID/ KID/
paired data H-FID H-KID

Brooks et al. ✓ ✗ ✗ ✓ 109.0 / 75.5 0.10 / 0.07

Diffusion-HPC

✗ ✗ ✓ ✗ 95.6 / 59.3 0.07 / 0.05
✗ ✓ ✗ ✗ 54.6 / 41.3 0.03 / 0.03
✗ ✓ ✓ ✗ 44.6 / 41.5 0.02 / 0.03
✗ ✗ ✓ ✓ 95.3 / 58.1 0.07 / 0.04
✗ ✓ ✗ ✓ 72.8 / 136.2 0.03 / 0.11
✗ ✓ ✓ ✓ 42.6 / 38.6 0.02 / 0.02

Results on SMART

Brooks et al. ✓ ✗ ✗ ✗ 175.8 / 114.1 0.14 / 0.06

Diffusion-HPC

✗ ✗ ✓ ✗ 85.9 / 121.5 0.06 / 0.07
✗ ✓ ✗ ✗ 162.3 / 113.9 0.13 / 0.08
✗ ✓ ✓ ✗ 94.8 / 99.8 0.06 / 0.05
✗ ✗ ✓ ✓ 85.5 / 122.2 0.06 / 0.07
✗ ✓ ✗ ✓ 145.9 / 131.5 0.10 / 0.07
✗ ✓ ✓ ✓ 92.4 / 44.5 0.06 / 0.03

Table 4. Pose-conditioned generation quality. Note that
Brooks and Efros [7] was trained with paired data (images
with corresponding 2D keypoints), whereas Diffusion-HPC is
trained/finetuned only with images. Diffusion-HPC can take the
background of text (“T”) and/or a real image (“R”) as condition-
ing information.

ity in a challenging downstream task, single-view HMR.
For future work, we anticipate further investigation into the
obstacles associated with human generation in foundation
generative models, as well as exploring innovative ways of
using generative models to tackle the challenges in 3D hu-
man perception tasks.
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Diffusion-HPC: Synthetic Data Generation for Human Mesh Recovery in
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Supplementary Material

A. Code

Code and trained models can be found at https://
github.com/ZZWENG/Diffusion_HPC.

B. Additional Implementation Details

Quantitative evaluation in Table 1. We compute quanti-
tative metrics using roughly 10,000 images generated from
MPII [2] and SMART [9] prompts, respectively.

For MPII, we use “{image description} of {person} do-
ing {action}” as the text prompts, where “{person}” can be
single- or multi-person descriptions of person(s) of inter-
est, and “{action}” are the activity categories from MPII.
(We exclude categories “inactivity, quite/light” and miscel-
laneous” because they do not describe a specific activity.)
For example, resulting prompts could be “a nice photo of a
man doing water activities.” or “a high-resolution photo of
a group of people doing conditioning exercises”.

Text prompts for SMART are constructed using the tem-
plate “a photo of an athlete doing {action}” where action is
one of “high jump”, “vault”, “pole vault”, “diving”, “gym-
nastics on uneven bars”, and “gymnastics on a balance
beam”.

Data processing for downstream experiments. Fol-
lowing previous works [29, 51], we crop the images such
that the persons (localized by ground truth 2D keypoints)
are centered in the crop. In addition, the persons are scaled
such that the torso (i.e. mean distance between left/right
shoulder and hip) are roughly one third of the crop size
(224× 224).

C. Additional Comparisons on Pose-Conditioned
Generation

Effect of text and real guidance. Figure S5 demonstrates
qualitative comparisons between different versions of our
model and Brooks and Efros [7] As shown, text guidance
(T) is essential in capturing the context of the human action.
Guidance from real images (R) provides overall texture in-
formation such as background colors. While guidance from
real images alone is not sufficient in preserving the action
of the human (3rd row in Ours R), it adds to text guidance,
and further improves the realism of the image generations
(Ours T+R).

Effect of finetuning. To see whether a finetuned dif-
fusion model could further help improve generation quality,
we finetune Stable Diffusion on the target dataset (MPII and
SMART respectively) for 10 epochs. Generations with fine-
tuned diffusion models is noted with “D”. As shown in Fig-

ure S5, although finetuned diffusion model generates im-
ages with better background when there is no real guidance
(Ours T vs. T+D), the foreground often loses the texture
of humans, which is likely due to the “catastrophic forget-
ting” as sometimes observed in finetuning large pretrained
models. Qualitatively, with both text and real guidance,
the effect of finetuning is barely noticeable (Ours T+R vs.
T+R+D). Quantitatively, when using real guidance (with or
without text guidance), finetuning slightly improves FID,
and significantly improves H-FID and H-KID. Further, con-
sistent to what is observed in qualitative results, 41.3 H-FID
(with T) vs. 136.2 H-FID (with T+D) suggests that finetun-
ing worsens performance without real guidance. This sug-
gests that for text-conditioned generations, it is optimal to
utilize an off-the-shelf diffusion model without finetuning.

D. Additional Qualitative Results

Here we include additional qualitative results as well as
failure cases for the text-conditioned and pose-conditioned
generations (Section 4.2).

Text-Conditioned Generation

Figure S6 shows qualitative comparisons of Stable Diffu-
sion [14] and Diffusion-HPC on text-conditioned genera-
tions. The images were selected from those sampled for the
user study.

In Figure S7 we include typical failure cases of text-
conditioned generations. In left and middle columns, the
body structures are not sufficiently rectified. This is likely
because that resolution of depth maps (used for condition-
ing) is limited (64×64), so consequently small humans with
out-of-distribution poses are challenging to rectify. In the
right column, we show a failure scenario when the HMR
model (i.e. BEV [47]) fails to reconstruct the humans in
close-up shots. We could consider filtering out close-up
shots, as they are not the primary intended use cases for
Diffusion-HPC.

Pose-Conditioned Generation

Figure S9 shows qualitative comparisons of Brooks and
Efros [7] and Diffusion-HPC on pose-conditioned gen-
erations, and Figure S10 shows failures cases of pose-
conditione generations. As seen from “Ours T+R” and
“Ours T+R+D”, human-object interactions are sometimes
not preserved.

https://github.com/ZZWENG/Diffusion_HPC
https://github.com/ZZWENG/Diffusion_HPC


Reference 
Real Image Ours (T)Brooks and 

Efros Ours (R) Ours (T+R) Ours (T+D) Ours (R+D) Ours (T+R+D)

Figure S5. Qualitative comparisons to Brooks and Efros [7] (input 2D keypoints are overlaid on the bottom left). Our generations
conditioned on text (T), real images (R), and in-domain (D).

Stable Diffusion Diffusion HPC Diffusion HPC Diffusion HPCStable Diffusion Stable Diffusion

Figure S6. Comparison with Stable Diffusion [14] on text-conditioned generations. Row 1 and rows 2-3 are generated with MPII [2] and
SMART [9] prompts, respectively. Red arrows point out implausible body parts in Stable Diffusion generations.

Note that in Diffusion-HPC, human-object interactions
are considered but not modelled in an explicit way. Specif-
ically, when we construct the depth map, we use Mask R-
CNN [17] to segment out the occluded body part, which
helps with scenarios when, for instance, the person is rid-

ing the horse (row 1 of Figure S9). However, row 2 of fig-
ure S10 shows a failure case where the boat is not detected
by Mask R-CNN.

In addition, in Diffusion-HPC, latents from the initial
generations help preserve the objects and context in the fi-



Stable Diffusion Diffusion HPC Diffusion HPC Diffusion HPCStable Diffusion Stable Diffusion

Figure S7. Failure cases on text-conditioned generations.

Input image ControlNet Diffusion-HPC Input image ControlNet Diffusion-HPC Input image ControlNet Diffusion-HPC

Synthetic data created with ControlNet Synthetic data created with Diffusion-HPC

Figure S8. Comparison to images generated by ControlNet. Top: Pose-to-image ControlNet often results in misaligned limbs (e.g.
child legs in top left; front person’s legs in top right), and does not generalize to challenging domains such as sports poses in general.
Bottom: Example synthetic images generated by pose-conditioned ControlNet and Diffusion-HPC. We highlight Diffusion-HPC’s superior
generalization capability, even on extremely challenging domains such as sports. Such generalization capability is key for it to be effective
for downstream tasks, such as HMR.

nal generated scenes. For the pose-conditioned generations
here, latents of real images help capture the background ob-
jects such as horse and surfboard (row 1 and 3 of Figure S9).
However, when the background object is occluded or small
(row 2 in Figure S9 and row 1 in Figure S10), the latents
are not sufficient in preserving the object in the final gen-
erations. Future work could consider extending Diffusion-
HPC by explicitly modelling the human-object/scene inter-
action.

Comparison to ControlNet [56]. Adding control to pre-
trained generative models has received increasing attention.
While it is possible to use works such as ControlNet [56]
to generate pose-conditioned images, we note that Control-
Net needs additional finetuning, requiring greater comput-
ing and annotation resources. In particular, training pose-
to-image ControlNet requires paired data (i.e. 2D keypoints
and images) which also limits the training data distribution
to easy poses. 2D keypoints inherently provide less infor-
mation compared to 3D body pose, and solely relying on
them for 3D pose understanding tasks is insufficient. As a
comparison, we train HMR models on SMART and SkiPose
using the synthetic data generated with ControlNet, and on
both evaluation sets, PCK and PA-MPJPE are worse than
training with Diffusion-HPC (Table 1 and 2). Notably, for
SMART, training with ControlNet data is worse than SPIN-
ft which does not use synthetic data at all. Regardless of

the possibility of re-training ControlNet using 3D human
representations as conditioning, it is impractical when con-
sidering the substantial number of images with paired 3D
GTs demanded. For reference, ControlNet pose-to-image
model was trained on 200K keypoint-image pairs. Note
that the scarcity of such 3D data was the primary motiva-
tion behind our work. Thus, rather than perceiving Control-
Net as a direct alternative to our approach, it is more fair
to consider it as a promising avenue to enhance our work,
as the two methods can be synergistically combined - we
could use Diffusion-HPC to bootstrap large amounts of im-
age data with paired 3D pseudo ground truths and then use
ControlNet to finetune a diffusion model.

E. Limitations

As we rely on large pre-trained models [14, 44], any bi-
ases in these models or datasets that they were trained on
will be replicated onto our generated images. Due to the
resolution of depth maps (64× 64), fine details such as fin-
gers and facial expressions are challenging to synthesize.
Besides, since we only render person depth maps, human-
object/human-scene interactions may not be well-preserved
in the final generation (e.g. the person and yoga mat in col-
umn 3, row 2 of Figure 3). While these limitations do not
affect downstream tasks where we only care about the body
pose, there is large room to improve the photo-realism of



Reference Real 
Image Ours (T)Brooks and 

Efros Ours (R) Ours (T+R) Ours (T+D) Ours (R+D) Ours (T+R+D)

Figure S9. Additional qualitative comparisons to Brooks and Efros [7] on the MPII dataset. Input 2D keypoints to Brooks and Efros [7]
are overlayed on the bottom left in column 2. Top 3 rows are from MPII, and bottom 3 rows are from SMART. Our generations conditioned
on text (T), real images (R). “(D)” means the diffusion model is finetuned on the target dataset (MPII and SMART respectively).

Reference Real 
Image

Ours (T)Brooks and 
Efros

Ours (R) Ours (T+R) Ours (T+D) Ours (R+D) Ours (T+R+D)

Figure S10. Failure cases on pose-conditioned generations.

human-centric image synthesis, and for the synthetic data
to be useful for a wider variety of downstream tasks such as
expressive HMR [38] and recovering human-object/scene
interaction [5, 50, 55]. Lastly, as we use SMPL body rep-

resentation, our method does not consider people with limb
losses, but it can be adapted to do so.
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