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Abstract—Differential privacy (DP) has seen immense applica-
tions in learning on tabular, image, and sequential data where
instance-level privacy is concerned. In learning on graphs,
contrastingly, works on node-level privacy are highly sparse.
Challenges arise as existing DP protocols hardly apply to
the message-passing mechanism in Graph Neural Networks
(GNNs).

In this study, we propose a solution that specifically ad-
dresses the issue of rode-level privacy. Our protocol consists
of two main components: 1) a sampling routine called Heter-
Poisson, which employs a specialized node sampling strategy
and a series of tailored operations to generate a batch of
sub-graphs with desired properties, and 2) a randomization
routine that utilizes symmetric multivariate Laplace (SML)
noise instead of the commonly used Gaussian noise. Our
privacy accounting shows this particular combination provides
a non-trivial privacy guarantee. In addition, our protocol
enables GNN learning with good performance, as demonstrated
by experiments on five real-world datasets; compared with
existing baselines, our method shows significant advantages,
especially in the high privacy regime. Experimentally, we also
1) perform membership inference attacks against our protocol
and 2) apply privacy audit techniques to confirm our protocol’s
privacy integrity.

In the sequel, we present a study on a seemingly appealing
approach [33] (USENIX’23) that protects node-level privacy via
differentially private node/instance embeddings. Unfortunately,
such work has fundamental privacy flaws, which are identified
through a thorough case study. More importantly, we prove
an impossibility result of achieving both (strong) privacy and
(acceptable) utility through private instance embedding. The
implication is that such an approach has intrinsic utility
barriers when enforcing differential privacy.

Index Terms—Node-level Privacy; Differential Privacy; Graph
Neural Networks

1. Introduction

Modern machine learning/deep learning systems exhibit
privacy risks: over-fitting by neural networks results in mem-
orization of the training data [48] and leads to unacceptable
privacy risk [36]; it is known that only sharing model
updates still leads to privacy infringements as the adversary
can reconstruct the original training data [52]. Among all
learning tasks, there has been an increasing focus on learn-
ing from non-Euclidean data, particularly from graph data
utilizing the message-passing mechanism or Graph Neural

Tianhao Wang
University of Virginia

4714

Di Wang
KAUST

Networks (GNNs). Unfortunately, similar to the privacy
issues in learning tasks on tabular, sequential, or image data,
privacy breaches are also observed when learning GNNs on
graphs. Wu et al. [42] provided evidence that the presence
of an edge could be inferred with access to the trained GNN
model. There are also membership inference attacks against
GNNs under various threat models [41].

These privacy issues underscore the importance of ap-
plying a formal approach to protect data privacy. Among all
privacy-enhancing technologies, Differential Privacy (DP)
[10] has emerged as a widely adopted approach. Simply
speaking, DP introduces calibrated randomness into output
intended to be accessible by the public, as this operation
conceals the evidence of participation and encourages users’
trust [39]. Previously, DP has been effectively and exten-
sively applied to preserve instance-level privacy in learning
tasks for image data in convolutional neural networks [1],
sequential data in recurrent neural networks [23] and lan-
guage models [47]. Among various private learning proto-
cols, differentially private stochastic gradient descent (DP-
SGD, a.k.a., NoisySGD) [1], [37] is a prime example.

For graph data, the “instance” whose privacy needs to
be protected can be an edge or a node. The former is called
edge-level privacy, and the latter node-level privacy. In edge-
level privacy, DP prevents the adversary from confidently
inferring whether an edge between some nodes exists. In
node-level privacy, DP prevents the adversary from confi-
dently inferring whether a node has contributed to training a
GNN, i.e., membership inference attacks. For the edge-level
privacy, there has been some work where the existences of
some edge are hidden from being inferred [20], [42].

However, in contrast to all the above successful appli-
cations of DP, the protection of node-level privacy in GNNs
remains largely unanswered. In fact, the success of existing
popular applied privacy solutions does not transfer to node-
level privacy, and existing work tackling this problem fails to
give strong results. This suggests that preserving node-level
privacy in GNN is non-trivial and more challenging. To have
a first intuition on such difficulties, the message-passing
mechanism requires a node to iteratively aggregate informa-
tion from its neighbors, thus emphasizing interconnections
(dependencies) between nodes; however, existing privacy
protocols almost assume data instances are independent
during the learning process, i.e., settings are conflicting.

By referencing the DP-SGD protocol, let’s dive deeper
into some details. The sensitivity analysis, together with
the algorithm to ensure bounded sensitivity, is the crucial
element in the privacy analysis. Specifically, in the gradient
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perturbation method, one can enforce bounded sensitivity
even if the loss function has no Lipschitz property [1]. This
is done by artificially clipping the ¢5 norm of per-example’s
gradient. However, those techniques for enforcing bounded
sensitivity are not readily applicable to GNNs because of
the particular behavior in message-passing. Specifically, it
is not evident what should be the per-example counterpart
in GNNs in the first place. Moreover, there are also issues
with privacy accounting. It is well-known that sampling
on instances leads to privacy amplification, which benefits
privacy. However, the sampling on a graph often requires
a node to sample its neighbors, and we have difficulties in
calculating the sampling rate for a given node as nodes’
edges can be arbitrary.

The above negative results suggest fundamentally new
treatments are needed for preserving node-level privacy in
GNNs. However, as techniques that can be leveraged are
sparse, new challenges arise not only in algorithm design
but also in privacy accounting. Recent work demonstrates
real-world node privacy risks [13], indicating node-level
privacy protection is of equal urgency. This is our primary
motivation.

This work. Centered around preserving node-level privacy
in learning GNNs on graphs, we begin by formulating the
privacy problem. We also briefly discuss recent work on this
problem and show their limitations. Subsequently, to better
understand our design, we present a motivating experiment
showing how we trace one node’s impact. We find that the
more out-edges (pointing to other nodes) a node has, the
greater that node impacts the GNN model update. Intuitively,
it is because a node has more “channels” to deliver impact.
Based on such key observations, we form a neighborhood
sampling strategy as a countermeasure to offset such impact,
which is a part of our method, namely HeterPoisson.

In addition, HeterPoisson also enforces independent
node sampling behavior to form sub-graphs, and indepen-
dent trial enables clear and precise privacy analysis. In our
algorithmic solution, we take the sub-graph as the per-
example counterpart to compute the per-sub-graph gradi-
ent, followed by enforcing the per-sub-graph gradient with
bounded ¢, norm. Such gradient clipping operation lever-
ages the idea of DP-SGD, i.e., separate-then-bound. How-
ever, current state-of-the-art privacy accounting methods
[25] for DP-SGD (Gaussian mechanism with sub-sampling)
can’t be applied because the settings do not fit. Fortunately,
due to the design of HeterPoisson and using symmetric
multivariate Laplace (SML) random noise, we have a non-
trivial privacy guarantee.

In the privacy accounting section, we prove a privacy
guarantee due to HeterPoisson and SML instead of Gaus-
sian. As will be analyzed in detail, such a random noise
choice is tailored to HeterPoisson and leads to non-trivial
privacy bound. In contrast, Gaussian noise does not. In
principle, a whole family of random noise we introduce in
the privacy accounting section can be leveraged to ensure
DP as long as the noise suits the algorithmic operations.
This is possibly useful for other related problems and is of
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independent interest.

In the evaluation section, our experiments on five real-
world graph datasets also demonstrate that our solution
provides non-trivial utility; compared with several existing
baselines, our performance shows significant advantages,
especially in high privacy regimes. Ablation studies are
also provided to understand the effectiveness of our design
choices. In addition to the performance evaluations, to show
our solution’s privacy integrity, we include 1) privacy attack
experiments to show our solution’s resistance to attacks by
a strong privacy adversary and 2) privacy audit experiments
to show that our privacy accounting has no bugs.

In the final part of this work, we present an in-depth
study on a seemingly appealing approach [33] (USENIX’23)
that protects node-level privacy via differentially private
node/instance embeddings. However, we identify fundamen-
tal privacy flaws carried by such work through a case study.
More importantly, we show an impossibility result of achiev-
ing both (strong) privacy and (acceptable) utility through
private instance embedding. Such results have implications:
differentially private instance embedding has intrinsic utility
barriers. Accordingly, experiments to confirm our results are
also provided. Our study highlights pitfalls that should be
avoided in privacy applications. To give a concise summary
of our contribution:

e We provide an algorithmic solution together with its
privacy accounting for preserving node-level privacy
in learning GNNs on graphs.

We show our solution’s effectiveness on real-world
datasets, and we also experimentally show our
method’s privacy integrity and resilience by perform-
ing privacy audit and privacy attacks to show our
protocol.

We study and identify privacy flaws for private
instance embedding used by some previous work.
We also prove an impossibility result for such an
approach and provide experimental evaluations.

2. Background

2.1. Graph Neural Networks

Graph. A graph is a tuple G = (V,&,X), where V is the
node set, £ is the edge set, and X € RIVIXd ig the feature
matrix whose ¢-th row is a d-dimensional vector of node <.
In node classification tasks, we have additional information
Y, which stores the labels for each node with C' possible
classes. We use (i — j) € £ to denote the existence of an
edge from node i to j. For an undirected graph, (: — j) € £
implies (j — i) € £. We say (i — j) € £ is an out-edge of
i, and an in-edge of 5. If (i — j) € £, we use 1 € NB(j) to
denote ¢ is a neighbor of j. For node i, we use in-degree and
out-degree to denote the size of its in-edges and out-edges,
respectively.

Definition 1 (GNN). A graph neural network (GNN) follows
the message-passing mechanism: iteratively, it updates each
node’s embedding by aggregating information from neigh-
bors. The k-th update is formulated as follows.
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where hgk) is the obtained embedding for node u and

mf\l;)B(u) stands for the aggregated “message” from neigh-

bors. ¢ is the update function with learnable parameters,

often instantiated as a multilayer perceptron (MLP). AGG,

which aggregates information, is an arbitrary differentiable

function.

Usually, the final resultant node embedding is used as

the representation vector for a node. In GNNs, there are
many aggregation methods such as GCN [18], GIN [43],
SAGE [11], etc. We present three instantiations of AGG
used in our work in Appendix A.1. We also provide the
general training routine for a GNN model in Appendix A.l
for reference.
Scenarios. There are mainly three kinds of supervised learn-
ing task: 1) node classification [19]; 2) link prediction [34];
3) graph classification [46]. Depending on the graph, there
are 1) transductive setting, where training nodes and testing
nodes are on the same graph; 2) inductive setting, where
training nodes and testing nodes are on different graphs,
and the testing nodes are invisible during training.

2.2. Differential Privacy

Definition 2. (Differential Privacy [10]) Given a data uni-
verse X, two datasets X, X' C X are adjacent if they differ
by only one data sample. A randomized algorithm M is
(e, )-differentially private if for all adjacent datasets X, X'
and for all events S in the output space of M, we have
Pr(M(X) e S) <efPr(M(X') € S) + 6.

The notion of the adjacent dataset X, X’ is context-
dependent but is often ignored to be discussed. Technically,
if X’ can be obtained by replacing a data instance of X, then
it is called bounded DP [10]; if X’ can be obtained by addi-
tion/removal of a data sample of X, it is called unbounded
DP [9]. Notably, these two notions are equivalent up to a
factor of two [28]. Practically, to have a meaningful privacy
guarantee, it is often to set £ to be some small number, and
the 0 can be understood as the failure probability. DP has
two notable properties: 1) immune to post-processing; 2)
composition: running multiple DP algorithms sequentially
also satisfies DP, and the overall privacy parameter can be
bounded in terms of individual algorithm’s parameters.

Privacy accounting. Privacy accounting gives the total
privacy guarantee for the composition of several (adaptive)
private algorithms. We introduce Rényi DP (RDP), a relax-
ation of DP based on Rényi divergence. RDP often serves
as a basic analytical tool to analyze the composition of
differentially private mechanisms while giving tight results.
Definition 3 (Rényi DP [24]). The Rényi divgrgence is de-
fined as Do (M||N) = 25 InE, n 1]\\{((;")) with o > 1.
A randomized mechanism M : X — R is said to be (o, 7y)-
RDP, if

Da(M(X)[IM(X) <7
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holds for any adjacent dataset X, X'.

Theorem 1 (Composition by RDP, Theorem 20 [2]). For
a > 1 and 6 > 0, and for a mechanism M which is
(t,7)-RDP, the result for T-fold adaptive composition of
M satisfies (e, 6)-differential privacy and

-1 1 1
€:T7+loga _ logd + oga
a

a—1

Usually, one wants to convert an RDP guarantee to
the (¢,0)-DP formulation. And Theorem | allows to make
such conversion tightly. In practice, the final result is often
obtained by optimizing € over a.

2.3. Challenges & Existing Methods

Challenges. Compared to the popular privacy applications
in learning on other types of data, solutions for node-level
privacy in learning on graph data have hardly converged. In
the following, we discuss some key challenges.

1) New problem, few usable techniques. The effective-
ness of existing privacy protocols, including the well-known
DP-SGD protocol, does not transfer to GNN training be-
cause of the behavior of the message-passing mechanism. At
the algorithm level, to bound the sensitivity in DP learning
on image, sequential, or tabular data, it suffices to quantify
and limit the “impact” of per-example as data instances are
independent. However, in a graph, nodes deliver impact to
other nodes upon being aggregated by other nodes, and the
counterpart as the per-example is ill-defined. In addition to
the algorithmic challenge, we also face privacy accounting
difficulties. Although current privacy accounting has reached
tight results on the sub-sampled Gaussian mechanism [25],
[27] in DP-SGD, unfortunately, it still cannot be applied be-
cause it is unknown how to analyze either the sampling rate
for a node or the sensitivity. Settings do not fit. Challenges
exist both at the algorithm level and privacy accounting
level.

2) How to ensure inference privacy in the transductive
setting. As mentioned before, in the transductive setting, test
nodes’ aggregation on neighbors can involve training (sen-
sitive) nodes. Hence, the inference on testing nodes possibly
leaks sensitive information [42]. A trivial countermeasure is
to add calibrated noise during inference to ensure certain
privacy guarantees. However, this is problematic: 1) adding
noise affects the test accuracy; 2) for a fixed privacy budget,
only a limited number of inferences/queries are allowed.
Thus, this problem also remains unanswered.

Existing methods. There have been some notable attempts
to tackle node-level privacy challenges in GNNs. We sum-
marise them in the following.

Not generalizable. Olatunji et al. [29] proposed a solu-
tion based on the PATE approach [30]. However, such an
approach only ensures privacy in the prediction process and
needs many unlabeled public data for pre-training, making
it impractical generally. Daigavane et al. [7] proposed a
method (denoted as NDP) based on gradient perturbation.
However, limited by the method, the noise added is over-
whelming. Specifically, the reported results show that it
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requires € > 15 (or even € = 30 in some cases) to make
utility acceptable. Moreover, referring to the graph settings
mentioned in Section 2.1, NDP fails to consider privacy
issues during test/inference under transductive graph setting.

Incorrect privacy analysis. Due to the difficulties men-
tioned above, other works attempt a new type of approach,
which is to privately derive the node/instance embeddings
for each training node [33], [S0]. The high-level idea is that
once all embeddings for each node are derived privately, it
is believed that nodes are decoupled from each other. Then,
one can leverage existing privacy protocols (such as DP-
SGD) to perform downstream private training. However, as
will be proved in Section 6, there is a barrier in the utility-
privacy trade-off. Specifically, it is impossible for such an
approach to have both acceptable utility and strong privacy.
We include a detailed case study in Section 6.2 on the
analysis by [33], which has fundamental privacy analysis
flaws.

3. Privacy Problem Formulation

In this study, we adopt the unbounded DP notion follow-
ing previous work [1], [7], [33]. As pointed out in Section
2.3 (challenges), the interdependency between nodes due
to message-passing is what differentiates node-level privacy
problem from previous well-studied privacy problems. In the
following, we discuss this issue.

Data instances are independent in image datasets. It is
easy to find an interpretation/implication of DP for image
datasets in a classification task: whether Alex chooses to
contribute his photo or not, the final classifier will not be
affected much. Note that the action taken by Alex never
modifies other data instances in the dataset. This example
represents the independent-data-instance assumption, which
is widely used by previous work on privacy [6], [16], [22].

Nodes are correlated in graph data. However, it requires
special care when dealing with graph datasets as nodes
are connected. Depending on the scenarios, the action of
“with” or “without” the differing node may modify data
held by other nodes, and previous works have ignored this
discussion.

To better understand our analysis, we reform the data
into tabular form, i.e., each row contains the information:
(a user’s node vector,a user’s out-edges). In a real-world
application where Twitter (thus, out-edge information is who
he/she follows) intends to learn a GNN model on the Twitter
network to serve some recommendation purposes [45], in
terms of what DP guarantees, there can be two typical
scenarios shown in the following.

S1: In this scenario, DP ensures that whether a
new user registers on Twitter or an existing user
deletes/erases his/her account, the final output
model will not change much. Intuitively, this leads
to that: the private output makes it hard to infer
whether a person is a Twitter user or not. Con-
sequently, registering or deleting modifies the data
stored in other rows (altering the other rows’ out-
edges information), violating the independent-data-
instance assumption. Technically, by Definition 2 of
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DP, this setting is equivalent to that the data universe
X is all existing and incoming users.

S2: Another guarantee is that whether an existing
user chooses to participate in the model training or
not, the final output model will not change much.
Intuitively, this leads to that: the private output
makes it hard to infer whether a Twitter user ever
participated in the study. Consequently, even though
Alex’s row is used or never used, other users’ data
stays intact, as he has no right to force other users to
follow or unfollow him. Technically, by Definition
2 of DP, this setting is equivalent to that the data
universe X is all existing users.

Apparently, S1 and S2 represent different scenarios with
different types of privacy guarantees. However, S1 has some
practical issues: 1) it has been argued by Kifer et al. [16]
that it is not possible to have both privacy and utility if
there is no assumption about the interdependency between
data instances; moreover, a setting essentially analogous
to S1 is shown to provide poor utility-privacy trade-offs.
2) Based on the observation that adding/removing a row
modifies data in multiple other rows in S1, we may also
link this privacy guarantee to group privacy, i.e., trying to
maintain indistinguishability when a group of data instances
changes. Note that a user can be followed by all other users,
indicating the group size is |G| in the worst case, which
is too ambitious to satisfy. 3) Although with S1’s privacy
guarantee, knowing whether a person uses a prevalent social
network like Twitter is probably not so informative (possibly
not considered as leaking privacy) in some cases. If true,
why bother to ensure DP in S1?

In contrast, S2 does not violate the independent-data-
instance assumption, and more importantly, S2 models a
more practical real-world privacy application in general. Our
goal is to ensure DP in S2, and we define the node-level
privacy for S2 formally in the following.

Definition 4 (Node-level Differential Privacy, formal state-
ment for S2). A private algorithm L is said to be node-level
(€,0)-DP with € > 0 and § € (0,1) if for any whole graph
G and any pairs of adjacent graph G* C G,G' C G that
differ by a node, and for all events S C RY, we have:

Pr(L(G*) € §) < e Pr(L(G') € S) + 6.

Formal privacy model. For any graph G, we aim to
ensure differential privacy as defined in Definition 4. In
other words, we aim to protect the privacy of sensitive
nodes (training nodes that have labels), including all of their
node feature vector, edge information, and class information.
W.o.l.g., suppose the differing node is z and G*U{z} = G,
information including 1) z’s feature vector, 2) label, and
3) in-edge (i — z) € &, out-edge (z — i) € £, # z will
never be queried if £ operates on G*. And a DP algorithm £
must ensure the distributions of £(G*) and £(G’) are close.

Based on such, we can see that the privacy of the
node’s information we protect is just as strong as that in
S1. Following how we model the targeted real-world privacy
application, note that even though Alex’s information is used
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or never used, other users’ following information will not be
modified, as he has no right to force other users to follow or
unfollow him when he participates or does not participate.
Formally, this means that: in the whole graph G, V node i,
the information of 7’s in/out-degree stays unchanged upon
Alex’s choice as the whole graph G is fixed.

When social network users hesitate to participate in a
study £ that adopts GNN models, enforcing £ is differ-
entially private will significantly boost their trust and en-
courage participation. We focus on node classification GNN
task, following previous work [7], [33]. We consider both
inductive and transductive graph settings. We are targeting
directed graphs, as it is more general if considering the
connectivity (an undirected graph can be treated/processed
as directed).

4. Our Node-level Privacy Solution

In this section, we first present the experiments that
motivate the design of our solution. Then, we present our
algorithmic solution with its privacy accounting.

4.1. Experiments Motivating Our Design
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Figure 1: Empirical measurements on node ¢’s impact.
Parameters are instantiated as C = 10, n 100. The
experiment runs 100 times with different seeds.

Tracing the source: impact measurements. Unlike other
data forms, it is not straightforward to see how a node
impacts the GNN model update. Nevertheless, we can still
get some clues by analyzing the message-passing behav-
ior: node ¢’s information is also propagated to node j if
(i = j) € &. Each node i influences other nodes by its
out-edges, and this leads to our hypothesis that the greater
{(i — j) € E}| is, the more impact node i has on the GNN
model update. In what follows, we conduct experiments to
measure node 7’s impact and verify our hypothesis empiri-
cally:

1) Initialize a base graph G* with n nodes; each node’s
feature vector is d-dimension and is sampled from
the standard normal distribution; each node’s label
is uniformly sampled from {1,2,--- , C}; connect-
ing edges using the Erd6s-Rényi model [4] (simply
speaking, it connects edges between each pair of
nodes independently with some probability p).
Initialize a GNN model w and compute the GNN
model’s gradient g* = V f(G*;w).

Create a new node ¢ ¢ G* by initializing its feature
vector and class in the same way as before; forming

2)

3)
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X - n (where x is a parameter we vary) out-edges
from 7 to different random nodes in G*; denote the
resultant graph as G’; compute the GNN model’s
gradient ¢’ = V f(G';w).

Record A = ||g* —¢'||2. Note that g* and ¢’ are the
results corresponding to the pair of adjacent graphs.
Finally, A serves as the proxy for node i’s impact
on the model update.

4)

Experimental results. The experimental results are pro-
vided in Figure 1. We can see that, as expected, when
increases (more out-edge ¢ has), A becomes larger (node
¢ has more impact). This can be intuitively explained: the
more out-edge ¢ has, the more “channels” through which
the impact is delivered.

Lessons learned. Translating to technical terms, by defini-
tion, one node’s impact on the output in maximum is exactly
the (¢3-)sensitivity of the query function. As shown in [1],
[24], the calibrated DP noise is proportional to /- sensitivity,
and the final utility one can get is clearly inverse-related to
how much DP noise is added. Hence, to improve the utility,
we argue limiting one node’s impact or preventing excessive
impact on the output is a basic and natural countermeasure.
And this leads to our sampling strategy, as will be shown.
Our finding explains why previous works make a par-
ticular assumption. Knowing how one instance affects
the query function’s output leads to clues to control the
sensitivity. In our observations, one node’s impact is roughly
proportional to its out-edges. This coincides with previous
work on node-level privacy in GNNs that they assume
nodes’ degree is bounded by some quantity D, which is
assumed to be much smaller than the theoretical maximum
degree of the graphs for utility reasons [7], [33]. Using our
observation to explain such: bounded degree assumption
leads to bounded node’s impact. To ensure the bounded
degree assumption, previous work [7], [33] adopts graph
projection to erase some edges between nodes. However,
we argue that trimming the graph then becomes part of
their algorithms, and to avoid privacy leakage, this operation
should be treated with extra caution because it is sensitive
to one node’s presence.

Our design. In our work, contrastingly, there is no assump-
tion of bounded degree, which sidesteps the above issues.
Based on the above experiments, we form a new idea to
regulate one node’s impact: if one node has larger out-
degrees, we will lower the probability for that node to be
sampled, offsetting the node’s original impact.

Node-Level DP GNN
I->HerterPoisson
L»NeighborSampling

* ~
G”— HerterPoisson —* G*— HerterPoisson —> G*
G' — Line 1-13 — ;' —> Line 14-end — G’

Figure 2: Our algorithm structure and the workflow of
HeterPoisson applied to adjancent graph G* and G’. We also
highlight the critical stages in HeterPoisson.
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Algorithm 1 Node-Level DP GNN

Input: Whole graph G, input graph ¢ C G, initial model w®,
number of iteration 7', learning rate 7, noise s.t.d. o, base
sampling rate g, multiplier M, loss function f(;)

1: fort=1,2,---,7T do A

2 G + HeterPoisson(G, G, g, M) > Algorithm 2
3 for G; € GG do in parallel

4; gi < Vf(Giw'™h) > Per-sub-graph gradient
5: gi < gi - min{1, m} > Clip with Threshold 0.5
6: end for

7 g > g > Non-private output
8: gt — g+ LAP(0,01%) > Private output
9: wh — w't —ngt > Model update, post-processing
10: end for

Output: learned model w?

Algorithm 2 HeterPoisson(G, G, g,, M)

Input: Whole graph G, input graph G C G, base sampling rate
qp, multiplier M

.G+ 0 b Initialize sub-graph batch container
2: for each node ¢ in G do

3: > Forming each sub-graph G; independently

4: p < Uniform(0, 1)

5: if p < g, then

6: > Sampling neighbors of node ¢

7: N; + NeighborSampling (G, NB(i), M)> Alg. 3
8: Mark ¢ as central node and N; as peripheral nodes
9: Forming the induced sub-graph G; using 4 and N;
10: G.add(G;) > Add this sub-graph to the container
11: end if

12: end for

13: > Ensuring no peripheral node can be a central node
14: A < all central nodes sampled

15: for G; in G do

16: for j in peripheral nodes of G; do

17: if j is in A then

18: > modify this node to be NULL

19: modify the feature vector of j to be zero in G;
20: end if

21: end for

22: end for

Output: sub-graph batch G

Algorithm 3 NeighborSampling(G, I, M)

Input: Whole graph G, node set I, multiplier M
1: I, <0
2: for 7 in I do
3: p < Uniform(0, 1)

4: D¢; + 4’s out-degree in G
5: if p < M/D?, then

6: Is.add(7)

7: end if

8: end for

Qutput: Sampled index set I

4.2. Algorithmic Solution

Algorithm overview. We present the illustration for the
structure of our algorithm in Figure 2, showing how func-
tions call the others. We also highlight the critical stages

in HeterPoisson (Algorithm 2) in Figure 2. In Figure 3, we
show toy examples of critical stages happening in Heter-
Poisson as highlighting those helps better understand our
privacy analysis. For either of the adjacent input graphs
G*,G’, HeterPoisson first receives input graph G; then, after
many sub-graphs are sampled and formed, we get sub-graph
container G finally, after those sub-graphs are processed, we
get the final sub-graph container G.

Algorithm 1. The high-level steps of our solution are pre-
sented in Algorithm 1. In each iteration, Node-Level DP
GNN first calls function HeterPoisson to return a sub-graph
container G which contains many sub-graphs. This allows
us to leverage the ideas from DP-SGD, i.e., separate-then-
bound; we treat a single sub-graph as the per-example, and
we clip the per-sub-graph gradient with bounded /5-norm.
Finally, we add symmetric multivariate Laplace (SML) noise
LAP(0,5%19) [21] to the sum of clipped gradient vectors
to form the private gradient. We elaborate LAP(0,1%) in
Section 4.3. Roughly speaking, in our algorithm framework,
SML leads to both non-trivial privacy bound and non-trivial
utility because its tail behaves as desired. In contrast, the
well-known Gaussian cannot achieve such. This is explained
by our discussion in Section 4.3,

Algorithm 2. HeterPoisson is the core part of our solution.
HeterPoisson returns a container that contains many sub-
graphs. It first samples the central nodes, and based on
a central node, it calls the function NeighborSampling to
sample neighbors to form a sub-graph. Note that sampling
on central nodes are independent trails. After forming many
sub-graphs, it ensures no central node appears in the pe-
ripheral nodes in other sub-graphs. We enforce such an
operation for utility purposes. Specifically, if we do not have
such an operation, although our privacy accounting method
can still apply, we need to add more noise as the sensitivity
increases due to overlapping nodes among these sub-graphs,
which hurts utility. Discussion and experimental results for
this study are provided in Section 5.2.

Algorithm 3. Similar to the sampling behavior on central
nodes, NeighborSampling also enforces independent trials
when sampling on the neighbors of the central nodes. For
each neighbor, the sampling ratio is adjusted to be inverse-
proportional to this neighbor’s out-degree in the whole graph
G, such that the neighbor’s expected number of being sam-
pled as some peripheral nodes is DM x D!, = M. This idea
for controlling the impact of nodes C¢omes from our previous
motivating experiments in Section 4.1. On the other hand,
we can control M to balance the privacy and utility trade-
off. Note that we enforce independent trials, just like when
we sample the central nodes; this specific operation enables
a tractable privacy analysis in Section 4.3.

Complexity analysis. We only elaborate on the additional
computational complexities brought by HeterPoisson. No-
tably, in line 15 to 22 in Algorithm 2, the expected run-
ning time for the outer “for” loop is O(gy|V|), and the
expected running time for the inner “for” loop is essen-
tially the expected number of peripheral sampled, which
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Figure 3: Critical stages in HeterPoisson are highlighted out; we have G’ = G* U {z} where z is the differing node. (a)
represents the case when the differing node z is sampled as a central node; finally, sub-graph container G’ has only 1
more sub-graph than G*. (b) represents the case when z is not sampled, & out-pointing nodes of z is sampled (in the
above figure, k = 1), and all of those k nodes also sample z as neighbors; finally, sub-graph container G*, G’ differ in &
sub-graphs, i.e., there are only & sub-graphs in G* differing from another k sub-graphs in G’.

is Eiev (Do (jiyee D%,
node j. Hence the expected running time in line 15 to
22 in Algorithm 2 is O(gy|V|M), which is the additional
expected computational complexity brought by Algorithm 2
in each iteration. Note that this is a conservative analysis;
in practice, we can parallelize both the outer and inner
“for” loops, which makes the additional running time almost
negligible.

) = M where Dgt is out-degree of

Discussion on HeterPoisson. As suggested by our com-
plexity analysis, our method scales linearly/mildly with the
training graph’s size (V, number of nodes), making it prac-
tical for applications in large graphs. Our method does not
assume the specific method of GNN aggregation but only
follows the general abstracted aggregation in Definition 1.
This makes it generalizable to other GNN instances, given
alignments with Definition 1. Our method assumes the graph
is static, i.e., the graph’s nodes/edges are fixed during the
training; for other types of graphs, such as dynamic or
heterogeneous graphs, our method may not directly apply as
the privacy model (e.g., the formulation of adjacent graph
dataset pair) is quite different. Substantial additional work
may be required to ensure node-level privacy in such graphs.

4.3. Privacy Accounting

In this part, we prove the privacy guarantee of our
solution. As we mentioned, we use symmetric multivariate
Laplace (SML) random noise instead of Gaussian because
such noise better suits our solution and leads to a non-trivial
privacy guarantee. From first principles, any random noise
can be leveraged to ensure differential privacy as long as
it suits the algorithmic operations. We begin by defining a
special family of random noise distributions.

Definition S (Spherical Distribution). A d-dimension distri-
bution B(m, o*1¢) with mean m € R? and diagonal covari-
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ance matrix o21¢ ( each coordinate has s.t.d. o) is called
spherical if its probability density function (PDF) p(x)

satisfies Va,b € R?, p(a) = p(b) if ||a —m||s = ||b — m||.

Examples. Spherical distribution is a special case of ellipti-
cal distribution, and it emphasizes the phenomenon that the
density is rotational invariant, i.e., the contour of the density
function is £-norm balls. Isotropic Gaussian A(0, o%1%) is
spherical. The symmetric multivariate Laplace (SML) dis-
tribution LAP (0, 0%14) [21], whose density function given

) (58" ()

is also spherical (v = 25¢ and K, is the modified Bessel
function of the second kind). It is self-evident that the den-
sity is rotational invariant. We will leverage LAP(0, o21%)
as the random noise.

. 2
- (27m2)d/2

[1x13
202

2|13

o2

g(x)

Remark. Technically, the marginal distribution (d = 1)
of LAP(0,521¢) is Laplace, however, LAP(0, o219 itself
(d > 1) is not coordinate-wise independent although co-
variances are zeros. As a contrasting example, the vector of
coordinate-wise independent univariate Laplace is different
from LAP(0,021%), and it is not spherical, as shown in
Figure 4b.

Algorithm 4 Sample LAP(0,021%)

Input: Noise s.t.d. o, dimension d
1. Z ~N(0,0°1%) > Sample from multivariate Gaussian
2: W~ Exp(1) > Exponential distribution with mean 1
Output: VWZ

Sampling SML. We can sample a SML distribution
LAP(0,0%19) easily by simulation [21] as shown in Al-
gorithm 4. We illustrate in Figure 4: 1) in Figure 4a,
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Figure 4: Distribution illustration. In (a), we show the
histogram for 1-dimension case for 1) SML distribution,
2) directly sampled Laplace distribution (“Laplace”), and
3) Gaussian distribution. The vertical axis is the density.
In (b), we show the 2-dimension case scattering plot. We
can see that the contours of the SML and Gaussian are
circles; in contrast, for coordinate-wise independent Laplace
(“independent”), the contours show a square shape (¢1-norm
ball). All distributions have the same coordinate-wise s.t.d.
1, and their means/centers are shifted from each other for
better visualization; 108 samples are drawn for each.

the simulated version under the 1-dimension case perfectly
matches the directly sampled univariate Laplace (marginal
distribution of LAP); 2) in Figure 4b, although with the
same covariance matrix ol¢, SML is more “spread out”
(heavier-tail) than Gaussian.

Before introducing our main theorem, we first introduce
Lemma 1 and 2 that serve our purpose.

Lemma 1. Consider a function f X — R? that
has k {a-sensitivity on adjacent datasets X, X', i.e.,
maxx x/ || f(X) — f(X')||2 = k and a private mechanism
M : X — R? that adds spherical random noise B(0,01%)
to f(zx), ie, M(X) f(X) + B(0,021%), the Rényi
divergence between M(X) and M(X') satisfies:

Da(M(X)||M(X") < Da(B(k,o®)||B(0,5%)),

i.e., it suffices to consider the one-dimension case.

Proof is provided in Appendix B.1. The above lemma
tells us if the random noise we add is spherical and the
£y-sensitivity is bounded, it suffices to compute the Rényi
divergence for the one-dimension case because the density
of noise distribution is rotation-invariant.

Lemma 2 (RDP upper bound for a pair of mixture distribu-

tions). Let i, = Erpplpn] = D Pro(k)pur be a mixture

distribution constructed from individual distributions g

where the index random variable k follows distribution p.

Similarly, define £, = Ex,[8x] = >4 Pr,y(k)&y, then

ele=DDalkllE) < Ekwpe(afl)Da(ukHik)' (1)

Proof is provided in Appendix B.2. Lemma 2 allows

us to obtain an RDP upper bound for a pair of mixture

distributions if each pair’s RDP bounds are known. We then
have the following privacy accounting result.
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Theorem 2 (Main Privacy Result). Algorithm I satisfies
(c,¥)-RDP, where vy satisfies

- qeV2(e—1)k/o N 1

max = -

~ Do€[lGl-1] o — 1 ke 200 — 1 2
By,

(@)
where [n] = {0,1,2,--- ,n}, and k can be treated as a
quantity measuring sensitivity. The PMF of random variable
k from distribution p is:

qp M
Doy

(]— - qb)Bl(ka Dota
qv,

), for k € [Dy]

Pro(k: Dot) = { for k=0.5

where Bi is the PMF of a binomial distribution, i.e.,
Bi(k;n,p) = Z p*(1 — p)"~k. For the case D, = 0,
define Pr,(0) =1 — ¢, and Pr,(0.5) = gp.

Proof is provided in Appendix B.3. The main idea of
proving Theorem 2 is first to consider several cases as shown
in Figure 3 where we can equivalently transform the RDP
bound computation in one-dimension case as allowed by
Lemma 1, then we derive an RDP guarantee by Lemma 2.
Finally, if needed, applying Theorem 1 to the above result
leads to the (e, 4)-DP guarantee.

Why SML? In principle, many randomness may be po-
tentially leveraged to ensure some level of DP. Although
the Gaussian mechanism (ensuring DP by adding Gaussian
noise) is probably the most well-known privacy-preserving
approach, we argue that it does not fit our method Heter-
Poisson as Gaussian is not able to achieve non-trivial privacy
and non-trivial utility simultaneously. Technically, this is
because of its tail behaviors. We explained in the following.

To have a non-trivial privacy bound, we need to ensure
the ~ upper-bound in Equation (2) is reasonably small for
some fixed «.. Note that we have an expectation calculation
over many Bj terms in Equation (2). This means that each
term

ae\/i(ozfl)k/a
2a -1

1
+§)

Ak = Pl"p(k)Bk = Prp(k:)( (3)
must be small enough for each k € [D,;] and D,; can be as
large as |G|—1 (once D, is fixed, we omitted the notation of
Dy¢). A first intuition is that when By, is exponentially large,
Pr, (k) must be at least exponentially small. Moving Pr, (k)
to the exponent, as « is fixed and other terms are small, we
only need to investigate eCr = eV2(a—Dk/o+InPry(k) For
Dy > 0,k > 1, we have

Dot!
Dot
kDot — k)!

Dot
n
M

InPr,(k) <1

Dot!

(Dor — 0D P

1
=—Ink!l—kln—— +1n
@M

1
<—Ink!—kln——
@M

hence:
1

1)
ke —Ink! -kl
n Ilqu

Cp <

\/E(L )
o
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AsIn(k!) = kIn k—Ek+O(In k), the right-hand side of Equa-
tion (5) always decreases asymptotically. It is also easy to
see that the right-hand side of Equation (5) strictly decreases
w.rt. k if (o« — 1)/o is small enough. In practice, we often
optimize the final (g, 0)-DP result over « € (1, 10], and the
noise scale ¢ can also be small enough without making Ay,
large, for example, o < 10 will suffice. Therefore, we can
indeed have non-trivial privacy (small enough 7) and non-
trivial utility (small enough o) simultaneously.

Why not Gaussian? Things are very different when the
noise is Gaussian. For fixed o, A, overflows when k is a
large integer (e.g., k = |G| — 1) if the noise is Gaussian. In
such case,

A = Pr,(k)By, = ea=Dk?/(20%)+In Pry (k)

As we can see the k term is quadratic instead of linear in the
first term in the exponent. This will lead to trivial results, as
we must set the noise o exceedingly large to make each Ay
small. Large noise o means little utility. To provide some
numerical examples, suppose |G| = 10*+1,q, = 0.01, M =
1, = 2,0 = 1 for SML, then, to reach the same Ay value
if using Gaussian, we need o ~ 84. The learning may not
even converge with noise having such large s.t.d.. Roughly,
if using Gaussian, the noise s.t.d. o needs to scale up by
O(+/G]) factor to reach the same Ajg) as that of SML. This
means that if using Gaussian, o becomes even worse when
the graph has more nodes. This phenomenon is confirmed
by our experiment in Section 5.2.

Thus, in our algorithmic framework, we claim that the
algorithm (determining Pr,(k)) and the random noise (de-
termining By) should “cooperate” well to have both non-
trivial privacy (small enough ) and non-trivial utility (small
enough o). Due to using SML random noise LAP(0, 021%)
and the special sampling strategy in HeterPoisson, our so-
lution achieves this goal.

Discussion. We have seen a seemingly “amplification” ef-
fect in privacy, i.e., with the same coordinate-wise noise
s.t.d. o, in the exponent of Ay, the divergence due to noise
contributes k linear if the random noise is SML, instead
of quadratic in k if using Gaussian noise. This is because
the divergence computation includes tails, and SML’s tail is
heavier, hence leading to a privacy boost in the upper bound.
Meanwhile, we must emphasize that this privacy boost does
have a cost theoretically: although the coordinate-wise s.t.d.
is the same for SML and Gaussian, SML decay slower than
Gaussian, i.e., SML are more “spread out” as shown in
Figure 4b, thus potentially having more negative impact
on the utility. However, this is not a significant concern
as the probability of sampling some extreme noise value
(tail probability) is still exponentially small. In this sense,
SML amplifies privacy. As will also be evaluated in real-
world datasets, Gaussian only leads to trivial results, and
our choice works in contrast.

Extension. In principle, we can also claim that as long as
the noise is spherical and decays no faster than Laplace,
it can also be leveraged in our method to have a non-
trivial privacy guarantee because Aj will be small. This is
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of independent interest and can be useful to other privacy
applications. However, this introduces new complexities in
the divergence computation and requires additional evalu-
ation of its performance; hence, we choose SML in this
study.

4.4. Preserve Privacy at Inference

Another important functionality of HeterPoisson is to
ensure inference privacy at test time under the transductive
setting as discussed in Section 3. We have shown that adding
noise during inference is problematic, and to address this
issue, we devise a simple yet effective approach. Given all
of our previous work, it only requires modifying one line in
our algorithm: during test/inference, in line 7 in Algorithm
2, instead of passing the whole neighboring nodes of the
current test nodes as the function argument, we only pass
the neighboring nodes which are not training nodes, i.e., test
nodes can only sample nodes within the test nodes set, not
from the training nodes set. That is, sensitive information is
insulated from being accessed at test time, hence no more
privacy concerns.

| Facebook | Twitch | Amazon | PubMed | Reddit

ﬁ nodes 22K 9K 13K 19K 232K

edges 342K 315K 491K 88K 114M

Avg. # edges 15 33 35 5 492
Features ‘ 128 ‘ 128 ‘ 767 ‘ 500 ‘ 602
Classes 4 2 10 3 41

TABLE 1: Dataset statistics

5. Method Evaluation

Organization. We first show the performance of our method
by comparing it with various approaches; we also provide
ablations studies on our design choices. Finally, we 1) apply
current privacy audit approaches to test the privacy integrity
of our method and 2) perform membership inference at-
tacks by a strong adversary to test our protocol’s resilience.
Experimental setups are presented in Appendix A.2. Our
implementation is in an anonymous link'.

Datasets. We test our method on five datasets with various
properties: Facebook [32], Twitch [32], Reddit [11], Ama-
zon [35], and PubMed [44]. The first three are related to
social network applications where node/user privacy is con-
cerned; the other two datasets with different properties are
included for completeness. The summary for these datasets
is presented in Table 1. We test our approach under both
transductive and inductive settings.

5.1. Performance Comparison

In Table 2, we first observe that the naive DP-SGD fails
to achieve satisfying utility, although such an approach is
straightforward. To re-describe the naive DP-SGD approach,
it only takes the node feature vector as the input, and it
treats one feature vector just as it treats an image in the
well-studied DP-SGD applications on image data [1]. These
experimental results show that the effectiveness of DP-SGD

1. https://github.com/zihangxiang/PNPiGNNs.git
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€ ‘ Facebook | Twitch | Amazon | PubMed | Reddit ‘ Facebook | Twitch | Amazon | PubMed | Reddit ‘ Facebook | Twitch | Amazon | PubMed | Reddit
486137 | 59.0108 | 374109 | 393405 | 419116 - - - - - - - - - -

2 | 34.3409 | 559203 | 34.9509 | 41.0515 | 254405 = - - - - - - - — -
19.1401 | 137505 | 24.7404 | 38.8403 | 392103 | 32.T400 | 49109 | 4.6100 | 32.0405 | 35.3103 | 191506 | 2.3204 | 22.1409 | 399100 | 35.4404
735.09 654, 07 | 74.8:01 T7d.04 | 723109 735403 | 653105 738113 | 81454 654,09 | 74205 655.,, | 743110 79810 | 69.2.;
51.0136 | 602108 | 374200 | 393105 | 427215 |  — _ — — — — — — — —

41352404 | 59.0x0.4 | 30.9x06 | 34.850.4 | 25.5x00 - - - - - - - - = -
48.540.0 2.7404 | 30.5509 74405 | 509509 | 472404 | 32.2409 | 134409 | 39.2104 | 45. 1409 | 384403 | 15.1405 | 22.9402 | 40.5409 | 49.2402
7450 66006 | 79.6.0> 784.03 | 79097 74.8.03 | 65905 791,07 | 82.9.03 746,05 | 74706 664,06 | 79205 80.8. 05| 76.0.09

o | 321xs0 | 604zos | 3Tdz00 | 393505 | 43Azra | - — _ _ _ — — — — —
341412 | 56.T109 | 36.1109 | 33.3403 | 29104 | — - - - — - - - - -
56.9104 | 61.6102 | 27.9:06 | 38.31+03 | 62.2106 | 64.9404 | 418109 | 26.1109 | 47. 7204 | 549104 | 52.7103 | 56.840.3 | 32.0109 | 39.3104 | 624105
529497 | 60.4405 | 374409 | 39.3405 | 44.0414 — — — — — — — — — —

16132.6401 | 56.9109 | 34.6112 | 314404 | 34.8415 — - — — — - — — — —
703401 | 63.7402 | 41.2409 | 40.3409 | 67.9403 | 75.2409 | 50.5409 | 38.9400 | 52.010.9 | 59.9409 | 67.3401 | 644404 | 32.8403 | 39.6409 | 69.910.9

TABLE 2: Classification accuracy. In each cell, from top to bottom, the result is naive DP-SGD, GAP [33], NDP [7], and
our method. Best results are shaded in gray. As naive DP-SGD and GAP are not related to any GNN model, their results

are only presented in the “GCN” column.

does not transfer to GNN, and ignoring edge information
is sub-optimal. In the following comparison, we aim to
show that our solution also has a significant advantage over
existing baselines. Results are also presented in Table 2.

One notable work included for comparison is GAP [33].
As discussed in Section 6 and Section 6.2, GAP significantly
underestimated the DP noise needed in its aggregation stage.
Therefore, we correct the amount of DP noise in this exper-
iment. We can observe that our solution outperforms GAP
across each dataset and each privacy level tested. Another
notable work is NDP [7]. Recall that NDP fails to provide
inference privacy mentioned in Section 4.4, nevertheless, we
ignore such weakness of NDP in the experiment. Also recall
that in Section 2.3, we mentioned that NDP ensures DP by
adding excessive noise, and it is reported in NDP that 1) it
needs € > 15 (or € = 30 in some cases) to have acceptable
utility; 2) performance in high privacy regime (e.g., € = 2)
is trivial (close to random gussing). We can also observe
this fact from Table 2 that, when € = 2, the test accuracy of
NDP is very low, which is consistent with the conclusions
given by [7].

Note that Table 2 shows the results for transductive
settings, and the results under inductive setting are provided
in Appendix C (Table 4). All results show that our method’s
performance leads by a large margin compared with existing
baselines, especially in the high privacy regime. We also
report the results of classification precision in Table 3, which
is relevant to the discussion in Section 6.

5.2. Ablation Studies

In this part, we present the ablation studies on our design
choices and some other aspects that provide some guidance
in the parameter selections in node-level privacy-preserving
GNN applications.

What if we use Gaussian noise? To confirm the effec-
tiveness of choosing SML noise instead of Gaussian, we
show the performance comparison in this part. In Figure
5, we can see a wide performance gap between SML and
Gaussian across all tasks. Notably, when ¢ 2, using
Gaussian on dataset Reddit leads to a performance close to
random guessing. Although the gaps become narrower when
we operate at the lowest privacy level (¢ = 16), performance

4723

on Reddit is still not acceptable. We can also observe that
the gap is widest on Reddit; this is because Reddit has the
largest number of nodes, a situation where Gaussian noise is
predicted to perform even worse. This phenomenon confirms
our analysis in Section 4.3.

0
B Gaussian
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R 80 3 80
z o
g 60 8 60
g g
5 5
M S
g 40 g 4
w w
] ]
g 20 Q& 20
Facebook Twitch Amazon PubMed Reddit Facebook Twitch Amazon PubMed Reddit
(a)e=2 (b) e =16

Figure 5: Performance comparison between different ran-
domness.
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Figure 6: Performance comparison between when line 15 to
22 in Algorithm 2 is “Enforced” and “Not enforced”.
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Necessity of enforcing no peripheral node overlaps with
central nodes. We study the effect of line 15 to 22 in Algo-
rithm 2. In principle, without such operations, our privacy
accounting can still apply. This only requires modifying Ay,
in Equation (3), ie., the distribution of p (also with its
support) changes. It is easy to find the new distribution, as
elaborated in Appendix B.3. However, in total, this increases
the upper bound in Equation (2), resulting in larger noise
s.t.d. to ensure the same (e, §)-DP. Hence, it potentially hurts
utility.

We present the results for cases when Line 15 to 22
is enforce compared to not enforced in Figure 6. The re-
sults show that the enforced version performs better due
to smaller noise s.t.d., especially under the most private
case. This suggests that although the enforcing line 15 to
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22 will alter the sampled sub-graphs, it still benefits utility,
suggesting that in real-world applications, line 15 to 22 in
Algorithm 2 is necessary.
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Figure 7: Trade-offs in neighborhood sampling in transduc-
tive graph setting. We interpolate the accuracy value to make
it easier to see the trend. Closer to dark red means better
performance.

Trade-offs in neighborhood sampling. Increasing M leads
to aggregating more information from neighbors, which is
good for utility; however, increasing M will also increase
the sampling rate, hence less private. In other words, it
needs more DP noise to guarantee the same privacy level.
Therefore, a trade-off exists in selecting M. In addition to
M, we use N,z to denote the number of neighbors to
sample during testing, and it is another quantity worthy of
investigation.

Results corresponding to GCN model are presented in
Figure 7. We give results on privacy levels (¢ = 2,00).
As shown in Figure 7, in the most private case, there is
an obvious noise-averse phenomenon, i.e., although larger
M means central nodes aggregating more information from
neighborhoods, to guarantee the same privacy level, the
additional noise needed outweighs such merit. In contrast,
when no noise is added (¢ = o0), we can see that a larger
M is favored, which indeed shows that aggregating more
neighbors benefits utility. The above phenomenon indicates
that the DP noise has a significant impact on the utility.
This suggests that, in practice, some small M value is
favored during training. From these results, we can also
conclude that larger Ny tends to benefit utility. However,
the experimental results on dataset PubMed show that the
best N;.s: lies between 1-4 instead of some larger value.
Possibly, this is because the dataset Pubmed itself favors
sampling a smaller number of neighbors as its average edges
(only 5) are considerably less than that of the rest of the
datasets.

5.3. Privacy Audit & Resistance to Privacy Attacks

Privacy audit focusing on the validation of theoretical
privacy guarantees. In this part, we apply the privacy audit
method in [26], [27] to demonstrate that our protocol indeed
provides claimed DP guarantees. To test our method in
a real-world scenario with privacy threats, we also apply
the strong adversary model assumed by privacy auditing to
perform a membership inference attack, and this is to test the
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limit of our method and showcase our protocol’s resistance
to (even strong) privacy attacks. The algorithm for auditing
adapted from [26], is provided in Algorithm 5 of Appendix
A3.

We perform such evaluation on both our method (Figure
8a and 8b) and NDP [7] (Figure 8c and 8d). In Figure 8a,
we can see that under the most private scenario (¢ = 2),
the attack accuracy is close to random guessing. As we
have lower privacy requirements, naturally, we observe an
increase in attack accuracy. Similar attack performance is
observed when evaluated on NDP in Figure 8c, and results
suggest that our method’s defense against privacy attack is
roughly the same as that of NDP.

In Figure 8b, we show the audit results on our protocol.
We observe that the audited/empirical £ is close to the
theoretical value when ¢ = 2; however, as ¢ increases, a
wider gap is observed. The fact that no audited/empirical
is higher than the theoretical value suggests that our protocol
is private as claimed. We may also conclude that when we
are at a higher privacy regime, our protocol’s DP guarantee
becomes tighter. We can also see that the privacy accounting
of NDP has no bugs, as shown in Figure 8d.

6. Study on Private Node Embedding

The purpose of presenting this section is not only to
show that [33] fails to ensure claimed privacy protection
but also to show that the private node embedding approach
fundamentally cannot achieve good utility in high privacy
regimes. This implication is important as it is not limited
to only graph data. We first present the definition of private
node embedding as follows.

Definition 6 (Private Node Embedding [33]). For a graph
g* V,E,X,Y), the private node embeddings (with
dimension k) for each node are derived by a sequence of
private algorithms M = (M1, My, -, M|y|) such that
M;(G) € RF outputs the embedding for node i and M; is
(€4,6;)-DP for i €V, i.e.,

Pr(M;(G*) € S) < e Pr(M;(G') € S) + 6;

(6)
holds for any S C R* and any adjacent graph pair (G*,G').

6.1. Impossibility Result

Definition 7 (Class-C-aligned Classifier). Given any graph
G=W,¢&,X,Y), and private node embeddings algorithm
M. Let node i be uniformly randomly chosen from the
node set V, and then we derive its private embedding
u; = M;(G), i.e, u; is a random vector, and randomness
comes from both sampling i and the private node embedding
algorithm M. A classifier h is said to be Class-(-Aligned
if

Pr(Y[i] = () = Pr(h(ui) = C). )

Intuitively, Equation (7) says that the portion of nodes
whose class is ( is equal to

# nodes predicted to be class ¢
# all predictions '
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Figure 8: Results of private attack/audit on our protocol. In (a), we present the membership inference attacks on our protocol.
In (b), we present the privacy audit results with 95% confidence. Experiments are performed under a strong adversary model,
i.e., the adversary has access to all intermediate privatized gradient vectors and can insert gradient canaries.

It is easy to see that, for a good classifier predicting the class
of node ¢, Equation (7) should hold, or at least A should
satisfy Pr(Y[i] = ¢) ~ Pr(h(u;) = ¢). We assume such a
good classifier to show that even if we have such a good
one, a utility barrier still exists.

For simplicity and ease of discussion, we take Pr(Y[i] =
¢) = Pr(h(u;) = ¢). Based on Definition 7, the following
theorem shows that there exists a utility barrier for private
node embedding.

Theorem 3 (Impossibility Result). Consider a graph G
whose nodes have C classes. We have a sequence of private
node embeddings M = (My, My, -+, M\y|) where each
My, is (€,6)-DP for k € {1,2,---,|V|}. Then, for an
arbitrary classifier h which is Class-C-Aligned for some
¢ € {1,2,---,C}, we have the following bound on the
precision of h if h operates on u;, which is defined in
Definition 7

e +5(C—1)
C—1+4e °

Proof is provided in Appendix B.4. From Equation (8),
we can easily see that when in the high privacy regime,
i.e., ¢ — 0, the upper bound is close to % This is close
to random guessing as M, outputs a purely random vector
in the extreme case. Note that there is no assumption on
the classifier i other than it is Class-(-Aligned, so Equation
(8) holds for any classifier, including potentially well-trained
ones that perform optimally on non-private test data. The im-
possibility result shows that it is impossible to have private
M and high utility from the output of M; simultaneously.
For example, when we have C' = 10 classes in total and each
M, is (2,107°)-DP, the precision upper bound is almost
5oz ~ 0.45.

Pr(Y[i] = ¢[h(u;) = () < ®)
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Implications. The impossibility result reveals that releasing
private node embeddings for each node in a graph has poor
trade-offs between privacy and utility. This phenomenon co-
incides with one of the limitations of DP: differential privacy
is not a meaningful privacy notion if the analysis action is
taken on a specific individual [40]. Our impossibility results
are linked to such a claim. Unfortunately, private node em-
bedding falls into this case. It can be more intuitive by con-
sidering the following: Naturally, we want the embeddings
of two totally different nodes/instances to be distinguishable
to each other; however, in privacy node/instance embedding,
under DP’s definition, it enforces the distributions of such
two embeddings to be close/indistinguishable to each other,
conflicting with our expectation, hence not possible to have
both strong privacy and good utility.

We provide a case study in Section 6.2 that evaluates a
method using private node embedding [33]. The analysis
of such a method on privacy has flaws, resulting in a
significantly underestimated amount of DP noise, which
leads to incorrect privacy guarantees.

6.2. Case study

A fundamental flaw: Unbounded or bounded DP? Note
that the definition of private node embedding is only rea-
sonable under the bounded DP setting. Suppose there is a
pair of two adjacent graphs G* and G’ = G* U {node z}, if
the unbounded DP is adopted as its privacy definition, there
is a problem when writing down

Pr(M.(G') € S) < ¢ Pr(M.(G*) € S) + 6,

i.e., as there is no node z in G*. Therefore, this type of
information publishing in privacy node/instance embedding
is incompatible with Unbounded DP formulation.
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TABLE 3: Classification precision (averaged across classes). The organization of the presentation is identical to Table 2.
We add the precision upper bound, i.e., Equation (8), in the first row (in parenthesis) for ¢ = 2. For larger €, we omit the

upper bound as it becomes trivial.

Besides the above technical explanation, considering the
following from an adversary point of view can be much
more intuitive. Since the embedding is already claimed pri-
vate, the privacy adversary can access those private outputs.
Suppose we have |V| nodes in G*, the adversary can just
count the number (|V| V.S. |V| + 1) of embeddings to per-
fectly distinguish the graph from which those embeddings
are derived, thus perfectly infers whether z has participated
or not. Note that the adversary will always succeed no matter
how much noise is added to the embeddings. Unfortunately,
we notice the private node embedding use case with un-
bounded DP formulation [33].

Incorrect sensitivity analysis. We know that private node
embedding is only compatible with bounded DP formula-
tion, and the following discussion is carried out based on
this. In [33], a private node embedding for node ¢ needs
to be released. Simply speaking, DP noise is added to the

result
Z +
Hﬂfz | 2

s Tel

for each node ¢ (z; is the feature vector, and the normaliza-
tion operation is to enforce bounded sensitivity).

[33] analyzes that the ¢5 sensitivity of 2 is 1 by Lemma
2 of [33], and it corresponds to the case when one of ¢’s
neighbors is the differing node. However, this analysis is
problematic because the differing node can be ¢ itself, and
the differing node can differ in all of its neighbors, hence
the sensitivity is substantially underestimated, specifically
when the nodes have D degrees in maximum, the DP noise
is underestimated by a 2(D + 1) factor (by definition, the
{5 sensitivity is the 5 norm of the difference between the
sum of arbitrary (D + 1) normalized vectors and the sum of
another (D + 1) normalized vectors, such norm is 2(D + 1)
in maximum by triangle inequality). Therefore, to correct
the amount of DP noise, the noise s.t.d. in [33] should have
been multiplied by 2(D + 1), the flaw in Lemma 2 in [33]
propagates to Lemma 3 and the main theorem in [33]. By
this, one can see that there is little utility remaining as the
noise intensity always scales with the size of neighbors
of one node. Our impossibility results shown previously
capture this phenomenon.

6.3. Experiments on Precision

With the same experiment setup as in Section 5, we
add the precision results to confirm our precision upper
bound in Equation (8). Results under the transductive setting
are presented in Table 3. We can see that the performance
of GAP [33] is below the upper bound after the random
noise is corrected, confirming the utility barrier. In contrast,
for other methods, it can be seen that they perform better
than the upper bound naturally because other methods do
not use private instance embedding, hence not limited to
the utility barrier. Note that as we have less privacy (e
becomes greater), the precision upper bound becomes trivial
(approaching 1), which is the reason why we do not list the
bound for settings with lower privacy in Table 3

7. Related Work

Differential privacy in machine learning. Depending on
where the randomness is injected, there are roughly three
categories: 1) output pertubation, this method perturb the
trained model [5], [15] ; 2) object modification, this method
adds randomness to the loss function [17], [49] ; 3) gradient
perturbation, this method adds noise to the gradient during
training [1], [3] . Notably, the third one does not assume any
convexity of the loss function, which makes it more suitable
for general machine learning/deep learning applications.
Among successfully applied protocols, DP-SGD [1], [37]
is a prime example. Our work falls under the third category.

Differential privacy in graph statistic analysis. This type
of work, differing from learning tasks, focuses on privacy
issues in analyzing graph data statistics. For instance, a
line of work tackling the problems in releasing sub-graph
counting [14], [38] , some other works focus on degree
distributions [8], [12]. Interestingly, node-level privacy is
also considered significantly harder to obtain than edge-level
without incurring notable utility loss even in the central DP
model [31]. We also focus on node-level privacy, although
the tasks are different.

Differentially privacy in GNNs. Preserving edges/nodes’
privacy is also a natural request in GNNs. Node-level privacy
is much stronger than edge-level privacy, as the former
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implies the latter. There is notable work tackling edge-
level privacy protection. Wu et al. propose an edge-level
privacy protection method using Laplace Mechanism [42].
Kolluri et al. provide another edge-level privacy solution
[20], improving above [42]. In contrast, there is no paralleled
previous work tackling node-level privacy protection with
strong results. Like graph statistics analysis tasks, compared
with edge-level, ensuring node-level privacy is also more
challenging.

Privacy attacks to learning GNNs on graphs. This type
of work is on the adversary side while our work is on
the defender side. Depending on the applications, multiple
privacy attacks exist under various threat models. Zhang et
al. [51] provide an empirical study on the privacy issues
when releasing graph embeddings, demonstrating risks at
releasing. Wu et al. [42] provide evidence that the existence
of an edge can be inferred by querying on GNN models,
showing the privacy risks at test/inference. Recent work by
He et al. also studies the membership inference attack on
nodes [13], highlighting equal urgency of preserving node-
level privacy in learning GNN on graphs.

8. Conclusion

In this study, we present a novel and non-trivial method
to protect node-level privacy in learning GNNs on graphs.
To provide a better understanding of our design, we first
introduce a motivating experiment that leads to our designed
sampling routine, namely HeterPoisson. Additionally, we
utilize SML noise instead of the commonly employed Gaus-
sian noise to obfuscate the gradient. Our privacy accounting
demonstrates that this choice, rather than Gaussian noise,
guarantees non-trivial privacy. Our experimental results also
illustrate the non-trivial utility afforded by this choice.
Furthermore, we theoretically establish that the family of
spherical noise can be adopted to obfuscate the output of
a function with bounded ¢s-sensitivity, which can be of
independent interest. To further evaluate the effectiveness of
our privacy solution, we subject it to membership inference
attacks and privacy audit techniques. Through experimental
analysis, we demonstrate that our protocol is resistant to
privacy attacks and it has no bugs.

In addition to our privacy solution, we investigate a
method that adopts private node/instance embedding to ad-
dress the issue of node-level privacy. Specifically, we con-
duct a case study to reveal the fundamental privacy flaws in
a recent study that adopts this approach. More importantly,
we highlight the inherent utility barriers associated with the
private instance embedding approach, providing insights into
pitfalls that should be avoided in privacy applications.
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Appendix A.
Content for reference

A.1. Used GNN model

The following three GNN models are used in our eval-
uations.

GCN: the aggregation is a weighted summation over
representations of the last layer,

>

FJENB(u)U{u}

B = g0 b

1
NZIT
where d,, is the degree of node wu.

GIN: the update can be described as,

i =oM( >0 B+ ni)
JENB(u)

where )\ is a learnable parameter.
SAGE: take the mean aggregator as an example, the
update can be described as,

W = 6™ (mean{h (™ |j € NB(u) U {u}})

GNN training routine. For example, for the node-
classification tasks, the training of a GNN model w can
be described as the following.

1)  Forward propagation: i.e., update h¥ i € V until
we get the results h’€ i € V after K-th iteration;
feed hX i € V to a classification module (often a
fully connected layer followed by a softmax layer)
to get the predictions ¢;,¢ € V; compute the loss by
some loss metric on ¢; and the ground-truth label
Y i] for ¢ € V. The total loss for a graph G is often
the averaged loss of all nodes, and we denote it as
f(G;w) and f is the loss function.

Backward propagation: i.e., compute the gradi-
ent with respect to the learnable parameter g =
V(G w).

Model update: update w using g by gradient decent.

2)

3)
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A.2. Experiment Setups

Parameters. To set up the graph for experiments, the train-
ing and testing nodes are randomly split by (80%,20%)
from the original graph. We set the neighborhood sampling
multiplier M to be the one lead to best performance among
{1,2,3,4}. For privacy parameters, we set § = IVI% and
vary ¢ to be {2,4,8,16} for all datasets. We set g, = 4‘0T9‘6
for all datasets and T' = [(%] for Facebook, Twitch, Amazon
and PubMed, T = [%] for Reddit. We use N5 to denote
the number of neighbors to samples during testing, and
Niest = 13 unless otherwise re-clarified.

Network setup. For the neural network setup, we instantiate
the update function ¢ to be a multilayer perceptron (MLP)
with elu non-linear activation; the input dimension is deter-
mined by the dimension of the node’s feature vectors, and
we use the same hidden dimension setup hid_dim = 128
for all GNN models.

Software implementation: Our implementation builds on
top of PyTorch Geometric 2.2.0 and Pytorch 1.13. To effi-
ciently parallelize per-sub-graph gradient computation, we
leverage functorch’s vmap primitive.

A.3. Privacy Audit

The algorithm for privacy audit is presented in Algo-
rithm 5, which is adapted from [26]. Auditing is done on
observations O*, O’ following section 5.2 of [26]; simply
speaking, the goal is trying to distinguish whether the ca-
nary gradient is included or not. For the threshold setup,
we use various threshold values and choose the one with
the strongest audit/attack result. The membership inference
attack is also carried out based on O*, O’.

Algorithm 5 White-box Privacy Audit with Gradient Ca-
naries
Input: Identical to input of Algorithm 1

1: Initialize Observations O* < 0, O’ + 0
2: fort=1,2,---,T do

3: Run line 2 to 6 in Algorithm 1
4: > Insert the Dirac canary gradient as defined in [26]
5 > Set canary gradient g¢ = [k,0,0,---,0],k ~ p where

distribution p is defined in Theorem 2

6: W.p. g», choose some gradient g; and let g; < g; + ¢g°
g0

8  g'« g + LAP(0,0l%)

9: O[] « {g",9%). O[] « (9" — 9%, 9°)

10: wh — w't —ngt

11: end for

Output: Observations O*, O’

Appendix B.

Proofs
B.1. Proof of Lemma 1
Proof. M(X) = B(f(X),0%1%), and M(X') =

B(f(X"),0%I%). Since Rényi divergence is translation
invariant, it is equivalent to compute D, (B(f(X) —
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F(X"),0%1%)||B(0,021%)). Note that the noise is spherical,
and for each value that f(X) — f(X’) may take, we can
always apply a rotation by left multiplying a unitary matrix
U such that U(f(X) — f(X")) [c,0,---,0] for some
¢ < k, and then equivalently consider the one-dimension
case:

O'2 0'2
Da(B(c, ) |IB(0, %) = Da(B(1, 510, ).

This is because left multiplying a unitary matrix U is /-
length-preserving, i.e., it does not change the density value,
hence does not change the divergence. Then, we can obtain

B(L‘Z—j) from B(l,‘;—j) by adding noise B(O,‘C’—j — ‘Z—i),
similarly, we can obtain 5(0, ‘;—22) from B(0, Z—j) by adding

. 2 2
noise B(0, % — 7z ). Then, we have

0'2 0'2
Da(MX)IM(XT)) = Da(B(L, 3)IIBO, 7))

o2 o2
< Da(B(L Z)IIBO. 75))
= Da(Blk,o?)||5(0,0%))

where the inequality is due to data processing inequality of
Rényi divergence.
O

B.2. Proof of Lemma 2

Proof. First, for the function 7 : (0,00)? — (0,00) give by
r(u,v) = u®v!~®, we can see that r is convex for o > 1.
Hence, by Jensen’s inequality, we have

E[U)*E[V]'~® = r(E[(U, V)]) < E[r(U,V)] = E[U*V'?]

holds for a pair of random variables (U, V). Then we have
[ Bl @Bl

< [ Bumslin @6 lde = Buy | [ nl0) 600
©
the inequality holds because

Emop 108 ()] B p [€1 ()] 7% < B [ () “&x ()17

holds point-wise for x. Then, based on Equation (9) and by
the definition of Rényi divergence, we have

eleDPalipllér) = /EkNp[uk(x)]aIEk~p[£k(x)]l’adx
<Einp [/Mk(x)agk(x)lfadgg} :]Ekwpe@)‘*l)Du(Mngk)

O

B.3. Proof of Theorem 2

Proof. The T multiplication exists because T-fold adaptive
composition results in linear add-up in Rényi divergence.
It is sufficient to only upper-bound the divergence for one
iteration. We denote v (x) as the density function of uni-
variate Laplace distribution with mean %k and s.td. o, i.e.,
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1) Suppose we are in this case: differing node z is
sampled, such as the case in Figure 3a, the final sub-graph
container G’ has only 1 more sub-graph than G*, which
centers around z. Denote g'|g+ as the output shown at line
7 of Algorithm 1 if the graph container is G* due to input
graph G*, and similar, §'|¢/ due to input graph G’, we have

max [|7°|c+ — §'|c |2 = max |g.[]2 = 0.5

where . is the clipped gradient computed on sub-graph
centering around z. Conditioned on this case, denote the
distribution for G* and G’ at line 8 as ¢‘|g+o5 and
g'lcr.0.5. respectively. We have D, (g% 0519t cr05) <
Do(v§5(x)||vg(x)) by Lemma 1. This case happens with
probability g, as z is sampled with probability gp.

2) Suppose we are in another case: differing node z is
not sampled and k out-pointing nodes of z are sampled, and
all of those k nodes also sample z as neighbors, as depicted
in Figure 3b where we draw the scenario when k£ = 1. Note
that container G*, G’ differ in k& sub-graphs, then, we have

a* —gt|G/||2 =2xkx05=k.

max Hgt

Conditioned on this case and in a similar way, denote
the distribution for G* and G’ at line 8 as g¢'|g-x
and g'|¢’ k. respectively. We have D, (¢'|c- k|lgt|cr k) <
Do (v{(z)||v§(xz)) by Lemma 1. This case happen with
probability (1 — g,)Bi(k; Doy, %™ ), where Dy is out-
degree of z.

Now express the distribution due to G* and G’ at line
8 as (mixture distribution) g*|g+ , = > kmp Pr, (k)¢ |k
and g'|gr,p = >4, Prp(k)g"|cr k. respectively. We have

e(@=1)Da(g'le= pllg' a1 )
SEkNpe(afl)Da(g‘Im,kl\gt\c/,k)
gEkNPG(afl)Da(VZ(x)I\VS(w))
The first inequality is due to Lemma 2; the second is due
to our analysis for each case. When D, = 0, the above

reasoning also applies. D, (v7 (z)||v§ (x)) has a closed-form
solution, with a simple calculation, we have

ﬂa(yk (x)HVO (2))
V2(a—1)k/o 1
+ =

— L ln( @ eﬁ(a—l)k/o + a—1 e—ﬁak’/a
a—1 20 — 1 200 — 1
With a little simplification, we have
«
——e

ela=1)Da (v (@)|lvg () <
20— 1

which explain Equation (2).
Note that we ensure a guarantee for any node with any
D,:, hence taking maximum over all possible D,;. A final
remark is: to have valid privacy bound for a randomized
algorithm M (denote M* = M(G*) and M’ = M(G’) in

our case), due to symmetric of adjacency, we must ensure

v < max(Dy, (M*|| M), Do (M'|| MF)).

It already satisfies such because D, (vf(z)||v§(x))
Do (vg (2)|v7 ().
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GCN GIN SAGE

€ ‘ Facebook | Twitch | Amazon | PubMed | Reddit ‘ Facebook | Twitch | Amazon | PubMed | Reddit ‘ Facebook | Twitch | Amazon | PubMed | Reddit
486137 | 59.0108 | 374109 | 393405 | 419116 - - - - - - — — — —

2 34-3i0.9 55<9i0.3 34-9i0.9 41<Oi1.2 25-4i0 3 — — — — — — — — — —
191401 | 13.7405 | 24.7404 | 38.8403 | 392403 | 32.T409 | 4.9109 | 4.6109 | 32.0405 | 35.3403 | 19.1006 | 2.34004 | 22.1409 | 39.94009 | 304104
735000 654c07 | 74801 7Ty | 723500 735403 | 653508 738115 | 8140 654r0y | 742505 65501, | 743510 79.840s | 69241
51013 | 60.2 37.4 393205 | 427415 | — — — — - — - — - —

41 352504 | 59.040 | 30.9500 | 348404 | 255400 | — — - — - - - _ - —
485505 | 327204 | 305500 | 374505 | 50940 | 47.2404 | 32.2400 | 134100 | 392404 | 451500 | 384105 | 151005 | 229405 | 40.5400 | 49.2400
745110 66.0.06 | 79.6102 784103 | 79107 748.03 | 659105 790107 | 829103 746405 | 747106 664106 | 792105 80.8: 03 | 76.0.09
521440 | 60.4 374 39.3 434 - - - - - - - - - -

S | 341515 | 56.T50s | 36150e | 333508 | 20150s | — - - - - - - - - -
56.9104 | 61.6102 | 27.9:06 | 38.31+03 | 62.2106 | 64.9404 | 418109 | 26.1109 | 47. 7204 | 549104 | 52.7103 | 56.840.3 | 32.0109 | 39.3104 | 624105
52.9 60.4 374500 | 393105 | 44.04,. - - - - - - - - - -

16| 396501 | 56,9500 | 34651y | 314105 | 3By |~ - - - - - - - - -
703501 | 63.750.0 | 41.240,9 | 40.340.9 | 67-9505 | 75.2+09 | 50.5+09 | 38.9+09 | 520200 | 59.9409 | 67.340.1 | 644404 | 32.8+03 | 39.6+09 | 69.9+09

TABLE 4: Classification accuracy. The setup is identical to Table 2, and the graph setting is inductive.
What if not enforcing no overlapping between peripheral ~ based on Equation (10), we have the final result:
nodes and central nodes? The distribution of p changes s 4 5(C—1)
under this case. It is easy to find out the expression for Pr{Y[i] = 1]h(ui) = 1] < T iie
Pr,(k). We consider two separate cases: 1) the differing .
node is sampled as a central node, then Pr,(k + 0.5) =
qpBi(k; Do, q[’;]\f) for k € [Dgl; 2) otherwise Pr, (k) =
. . 2 QM Faycebook ) Twitch R Amazon PubMed Reddit
(1 — o) Bi(k; Doy, B77) for k € [Do]. F R NS (W (R TR
B.4. Proof of Th 3 SR A RN
4. Proof o eorem ool . d e : i |..
T El T el R S Eee e
. . . 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
Proof. we uniformly randomly pick node ¢ and w.l.o.g., M @ M M
f . . a) e =
suppose.the class of interest is 1. The goal is to upper-bound . Twitch . Amazon _ PubMed . Reddit
the precision w.r.t. label 1, i.e., Pr[Y[i] = 1|h(u;) = 1]. By (O | [y I | | e | [
Bayes’ theorem, we have: 7 SIS ,
3 . - - = 0 wa
e 4 S - 4"-. o 4 w4 2
o o Prlh(us) = Y] = 1] PrY[i] = 1] | e esss . -
Pr[Y[i] = 1|h(u;) = 1] = M M M
Pr[h(u;) = 1] (b) & = 00

Note that the classifier is Class-1-Aligned, i.e., Pr[Y[i] =
1] = Pr[h(u;) = 1]. Hence, we have:
PrY[i] = 1]A(u;) = 1] = Pr[h(u;) = 1Y [i] = 1] (10)

Based on Definition 6, we know Equation (6) holds for any
adjacent graph pair (G*,G’), and this also includes the case
that the current node ¢ of interest is the differing node. This
means that the class of node with ID ¢ in G* and G’ can
differ, i.e., in G* we have Y[i] = 1 and in G’ we can have
Y[i] = 2. Define S = {u;|h(u;) = 1}, we then have:

Pr[h(us) = 1|Y[i] = 1] < e Pr[h(u;) = 1|Y[i] = 2] + 4,

similarly, we also have:

Prih(u;) = 1[Y[i] = 1] < e Prlh(u;) = 1[Y[i] = 3] + 4,

Prfh(us) = 1Y [i] = 1] < ¢ Pr[h(u;) = 1[Y[i] = C] + 6,

note that the events Y[i| ={,Vl € 1,2,--- ,C are mutually
exclusive, then we have:
c
Prih(u;) = 1|Y[i]] = 1] = 1 =Y Pr[h(u;) = 1[Y[i] = 1],
=2

adding both the right-hand side and left-hand side of the
above C — 1 inequalities, rearrange, we get:
e +6(C —1)

Prih(uw;) = 1|Y[i] = 1] < C—1+4es

Figure 9: Trade-offs in neighborhood sampling in inductive
graph setting. The setup is identical to Figure 7
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40
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Figure 10: Performance comparison. The setup is identical
to Figure 6, and the graph setting is inductive.
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Appendix C.
More experimental results

Additional counterpart results on the inductive graph
setting are in this section. The accuracy is shown in Table 4,
and the investigation for the inductive graph is presented in
Figure 10. Ablation study on neighborhood sampling under
is provided in Figure 9.
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Appendix D.
Meta-Review

The following meta-review was prepared by the program
committee for the 2024 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

D.1. Summary

This research tackles privacy concerns in Graph Neural
Networks (GNNs). They propose a new algorithm, Heter-
Poisson, to safeguard node privacy during training. Heter-
Poisson utilizes neighborhood sampling and injects noise for
privacy protection, achieving a balance between privacy and
model performance.

D.2. Scientific Contributions

e Provides a Valuable Step Forward in an Established
Field

D.3. Reasons for Acceptance

1) The paper tackles a critical issue (privacy risks
in GNNs) and introduces a new approach (Heter-
Poisson) to mitigate these risks. This demonstrates
the potential for the paper to make a significant
contribution to the field.

2) The research employs various evaluation methods,
including ablation studies, privacy audits, and com-
parisons with baselines. Using symmetric multivari-
ate Laplace noise ensures a measurable level of
privacy protection.

3) The authors demonstrate the effectiveness of
HeterPoisson through experiments on real-world
datasets. The results show that the approach
achieves privacy goals while maintaining accept-
able performance, making it a practical solution.
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