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Abstract

Sequence memory is an essential attribute of natural and artificial intelligence that
enables agents to encode, store, and retrieve complex sequences of stimuli and
actions. Computational models of sequence memory have been proposed where
recurrent Hopfield-like neural networks are trained with temporally asymmetric
Hebbian rules. However, these networks suffer from limited sequence capacity
(maximal length of the stored sequence) due to interference between the memories.
Inspired by recent work on Dense Associative Memories, we expand the sequence
capacity of these models by introducing a nonlinear interaction term, enhancing
separation between the patterns. We derive novel scaling laws for sequence capacity
with respect to network size, significantly outperforming existing scaling laws for
models based on traditional Hopfield networks, verify these theoretical results with
numerical simulation, and demonstrate their usefulness in overlapping patterns.
Finally, we describe a biologically-plausible implementation, with connections to
motor neuroscience.

1 Introduction

The ability to recall sequences of memories is necessary for a large number of cognitive tasks with
temporal or causal structure, including navigation, reasoning, and motor control [1–9]. Computational
models have been proposed for how neural networks can encode sequence memory, ranging across a
wide range of biological plausibility [10, 1, 3, 11–20, 2, 21]. Many of these are based on the concept
of associative memory, where the Hopfield Network (HN) is the canonical model [22–24].

Unfortunately, a major limitation of the traditional Hopfield Network and related associative memory
models is its capacity: the number of memories it can store and reliably retrieve scales linearly
with the number of neurons in the network. This limitation is due to interference between different
memories during recall, also known as crosstalk, which decreases the signal-to-noise ratio and thus
the recall of incorrect local minima, which are undesired attractor states of the network commonly
referred to as spin glass states [25–28]. Recent modifications of the Hopfield Network, known
as Dense Associative Memories (DAMs) or Modern Hopfield Networks (MHNs), overcome this
limitation by introducing a strong nonlinearity when computing the overlap between the network
state and memories stored in the network [29, 30], leading to greater separation between partially
overlapping memories and thereby reducing crosstalk [31].
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Figure 1: SeqNet and Polynomial DenseNet (d = 2) are simulated with N = 300 neurons and
P = 100 patterns. One hundred curves are plotted as a function of time, each representing the
overlap of the network state at time t with one of the patterns, mµ = (1/N)

∑N
i=1 ξ

µ
i Si. Patterns

in the beginning and end of the sequence are shaded in yellow and red respectively). (A) SeqNet
quickly loses the correct sequence, indicated by the lack of alignment of the network state with the
correct pattern in the sequence (mµ ≪ 1). (B) The Polynomial DenseNet faithfully recalls the entire
sequence and maintains alignment with the correct pattern at any moment in time, mµ ≈ 1.

In order to adapt the HN to store sequences, one must utilize asymmetric weights to drive the network
from one memory to the next. Many models use temporally asymmetric Hebbian learning rules to
strengthen synaptic connections between neural activity at times t1 and t2, thereby learning temporal
association between patterns in a sequence [10, 1, 3, 11, 16, 17]. In this paper, we extend DAMs to
the setting of asymmetric weights to store and recall long sequences of memories. We find a close
match between theory and simulation, establish the ability of this model to store and recall sequences
of correlated patterns, and demonstrate the ability to robustly recall highly correlated patterns. Finally,
we describe applications of our network as a model of biological motor control.

2 DenseNets for Sequence Storage

We provide a high-level overview of the theory. Details, extensions, and comparisons with related
models provided in the full conference submission [32]. Assume that we want to store a sequence
of P patterns, {ξ1, . . . , ξµ}, where ξµj ∈ {±1} is the jth neuron of the µth pattern and the network
transitions from pattern ξµ to ξµ+1. Let N be the size of the network and S(t) ∈ {−1,+1}N be
the state of the network at time t. We want to design a network with dynamics such that when
initialized in pattern ξ1, it traverses the entire sequence. We define a network, SeqNet, which follows
a discrete-time synchronous update rule:

TSN (S)i := sgn

∑
j ̸=i

JijSj

 = sgn

[
P∑

µ=1

ξµ+1
i mµ

i

]
, mµ

i :=
1

(N − 1)

∑
j ̸=i

ξµj Sj , (1)

where S(t+ 1) = TSN (S) and Jij =
1
N

∑P
µ=1 ξ

µ+1
i ξµj is an asymmetric matrix connecting pattern

ξµ to ξµ+1. Note that we are excluding self-interaction terms i = j. We rewrite the dynamics
in terms of mµ

i , the overlap of the network state S with pattern ξµ. When the network is aligned
most closely with pattern ξµ, the overlap mµ

i is the largest contribution in the sum and pushes the
network to pattern ξµ+1. Overlap between patterns reduces the signal-to-noise ratio and thus limits
the capacity of the network, resulting in the SeqNet’s capacity to scale linearly relative to network
size. To overcome the capacity limitations of the SeqNet, we define the DenseNet update rule:

TDN (S)i := sgn

[
P∑

µ=1

ξµ+1
i f (mµ

i )

]
(2)

where f is a nonlinear, monotonically increasing interaction function.

To derive analytical results for the capacity, we must choose a distribution to generate the patterns.
As in studies of the capacity of the classic HN [33–36, 25, 27, 26, 28], we choose this to be the
Rademacher distribution, where ξµj ∈ {−1,+1}with equal probability for all neurons j in all patterns
µ, and calculate the capacity for different update rules. We consider both the robustness of a single
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Figure 2: The transition and sequence capacities are tested for DenseNets with polynomial and
exponential nonlinearities. 100 Sequences of P Rademacher-distributed patterns are generated,
the update rule is applied, and the amount of errors is calculated. Smaller sequences are tested
until there are no errors. Error bars are calculated by repeating this entire process for 20 different
initializations. As network size increases, cross-talk variance decreases and the theory become more
accurate, resulting in a tight match between theory (solid lines) and simulation (points with error
bars). Transition capacity, log10(PT ), is plotted on the left. Sequence capacity, log10(PS), is plotted
on the right. The theory curves are given by Equations 4 and 5.

transition, and the robustness of propagation through the full sequence. Letting P = P (N) such that
limN→∞ P (N) =∞, these capacities are defined by the conditions

lim
N→∞

P
[
TDN (ξµ) = ξµ+1

]
≥ 1− c, lim

N→∞
P

[
P⋂

µ=1

{TDN (ξµ) = ξµ+1}

]
≥ 1− c, (3)

for a fixed constant c ≥ 0. Note that the full sequence capacity is defined by demanding that all
transitions are correct. For perfect recall, we want the threshold c = 0. We define the single-transition
and full-sequence capacities, respectively, by the asymptotic threshold such that the left and right
limit conditions hold for values of P (N) that are asymptotically less than that threshold, and fail for
values of P (N) that are greater than the threshold.

2.1 Polynomial DenseNet

Consider the DenseNet with polynomial interaction function, f(x) = xd, which we will call the
Polynomial DenseNet. In Appendix A.1, we argue that this network’s single-transition capacity
scales as PT while its full-sequence capacity scales as PS :

PT ∼
Nd

2(2d− 1)!! log(N)
, PS ∼

Nd

2(d+ 1)(2d− 1)!! log(N)
. (4)

Note that the single-transition capacity scaling coincides with that of the symmetric MHN [29].

2.2 Exponential DenseNet

Consider the DenseNet with exponential interaction function, f(x) = e(N−1)(x−1), which we call
the Exponential DenseNet. In Appendix A.2, we argue that this network’s single-transition capacity
scales as PT while its full-sequence capacity scales as PS :

PT ∼
βN−1

2 logN
, PS ∼

βN−1

2 log(β)N
; β =

exp(2)

cosh(2)
≃ 1.964 . . . (5)

For smaller N , the cross-talk has non-negligible kurtosis in finite size networks leading to deviation
from Gaussian approximation.

Note that these scaling laws were derived under the assumption of i.i.d. Rademacher random patterns.
While theoretically convenient, this is unrealistic for real-world data. We test these models in a more
realistic setting by storing correlated sequences of patterns. To do so, we concatenate the entire
Moving MNIST dataset into a single sequence and simulate its recall with DenseNet with varying
nonlinearities [37]. The results are shown in Figure 3.
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Figure 3: Simulation of correlated patterns using
a 200000 image sequence from MovingMNIST.

Since biological neural networks must store se-
quence memories [5, 2, 6–8], one naturally asks
if these results can be generalized to biologically-
plausible neural networks. A straightforward bi-
ological interpretation of the DenseNet is prob-
lematic, as a network with polynomial interaction
function of degree d is equivalent to having a neu-
ral network with many-body synapses between
d+ 1 neurons. This is biologically unrealistic as
synaptic connections usually occur between two
neurons [38].

We take inspiration from earlier work by Krotov
and Hopfield [39] who reformulated a symmetric
MHN using two-body synapses by partitioning the
network into a bipartite graph with visible and hid-
den neurons [39]. Visible neurons corresponding
to the neurons in our network dynamics, Sj , are connected via weight matrix to hidden neurons
corresponding to overlap with individual memories stored within the network. Since we asymmetric
connections, we must instead define two sets of synaptic weights: Wjµ connects visible neuron vj to
hidden neuron hµ, Mµj connects hidden neuron hµ to visible neuron vj . This results in the same
dynamics as in Equation (2), with the nonlinearity absorbed into the hidden neurons’ dynamics.

Figure 4: Biologically-plausible implementation
of DenseNet as a bipartite network.

Finally, we note that this network is reminiscent
of recent computational models for motor action
selection and control via the cortico-basal ganglia-
thalamo-cortical loop, in which the basal ganglia
inhibits thalamic neurons that are bidirectionally
connected to a recurrent cortical network [40, 5].
This relates to our model as follows: the motor cor-
tex (visible neurons) executes an action, each tha-
lamic unit (hidden neurons) encodes a motor motif,
and the basal ganglia silences thalamic neurons
(external network modulating context). Thalamo-
cortical loops have also been found to be important
to song generation in zebra finches [41]. Thus, the
biological implementation of the DenseNet can
provide insight into how biological agents reliably
store and generate complex sequences.

4 Discussion and Future Directions

We introduced the DenseNet for the reliable storage and recall of long sequences of patterns, derived
the scaling of its single-transition and full-sequence capacity, and verified these results in numerical
simulation. We found that depending on the choice of nonlinear interaction function, the DenseNet
could scale polynomially or exponentially. For small Exponential DenseNets, we see that a large
amount kurtosis in the cross-talk distribution, leading to significant deviation between simulation and
theoretical results derived in the thermodynamic limit. We also tested the these models’ ability to
recall sequences of correlated patterns, by comparing the recall of a sequence of Moving MNIST
images using DenseNets with different nonlinearities. As expected, the networks’ reconstruction
capabilities increased with degree d and best results were achieved with the exponential nonlinearity.

In this work, we limited ourselves to theoretical analysis of discrete-time networks storing binary
patterns. An important direction for future research would be to go beyond the Gaussian theory in
order to develop accurate predictions of the Exponential DenseNet capacity. There are also many
potential avenues for extending these models and methods, including to continuous-time networks,
continuous-valued patterns, computing capacity for correlated patterns, testing different weight
functions, and examining different network topologies.
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A DenseNet Capacity

In this Appendix, we analyze the capacity of the DenseNet. As introduced in Section 2 of the main
text, there are two notions of robustness to consider: the robustness of a single transition and the
robustness of the full sequence, which we determine based on the conditions

lim
N,P→∞

P
[
TDN (ξµ) = ξµ+1

]
≥ 1− c (A.1)

and

lim
N,P→∞

P

[
P⋂

µ=1

{TDN (ξµ) = ξµ+1}

]
≥ 1− c, (A.2)

respectively, for a fixed constant c ≥ 0.

Following Petritis [33]’s approach to the HN, to make analytical progress, we can use a union bound
to control the single-step error probability in terms of the probability of a single bitflip:

P
[
TDN (ξµ) = ξµ+1

]
= 1− P

[
N⋃
i=1

{TDN (ξµ)i ̸= ξµ+1
i }

]
(A.3)

≥ 1−
N∑
i=1

P
[
TDN (ξµ)i ̸= ξµ+1

i

]
(A.4)

= 1−NP[TDN (ξ1)1 ̸= ξ12 ]. (A.5)

where we use the fact that all elements of all patterns are i.i.d. by assumption. We use a similar
approach to control the sequence error probability in terms of the probability of a single bitflip:

P

[
P⋂

µ=1

{TDN (ξµ) = ξµ+1}

]

= 1− P

[
P⋃

µ=1

N⋃
i=1

{TDN (ξµ)i ̸= ξµ+1
i }

]
(A.6)

≥ 1−
P∑

µ=1

N∑
i=1

P
[
TDN (ξµ)i ̸= ξµ+1

i

]
(A.7)

= 1−NPP[TDN (ξ1)1 ̸= ξ12 ]. (A.8)

Thus, if

lim
N,P→∞

NP[TDN (ξ1)1 ̸= ξ21 ] ≤ c =⇒ lim
N,P→∞

P[TDN (ξµ) = ξµ+1] ≥ 1− c, (A.9)

while the stronger condition guarantees

lim
N,P→∞

NPP[TDN (ξ1)1 ̸= ξ21 ] ≤ c =⇒ lim
N,P→∞

P[∪Pµ=1{TDN (ξµ) = ξµ+1}] ≥ 1− c. (A.10)

As introduced in the main text, for perfect recall, we want to take the threshold c = 0. If the condition
(A.9) holds for all P = P (N) such that limN→∞ P (N)/PT (N) ≤ 1 and fails for all P (N) such
that limN→∞ P (N)/PT (N) > 1, we say that PT = PT (N) is the single-transition capacity of
the network. Similarly, if (A.10) holds for all P = P (N) such that limN→∞ P (N)/PS(N) ≤ 1
and fails for all P (N) such that limN→∞ P (N)/PS(N) > 1, we say that PS = PS(N) is the full
sequence capacity of the network. The capacities estimated through this argument are lower bounds
on the true capacities, as they are obtained from lower bounds on the true recall probability. However,
we expect for these bounds to in fact be tight in the thermodynamic limit [33, 34].

By the definition of the DenseNet update rule with interaction function f given in Equation (2), we
have

TDN (ξ1)1 = sgn

 P∑
µ=1

ξµ+1
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 (A.11)
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and therefore the single-bitflip probability is

P[TDN (ξ1)1 ̸= ξ21 ] = P

sgn
 P∑
µ=1

ξµ+1
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 ̸= ξ21

 (A.12)

= P

ξ21 P∑
µ=1

ξµ+1
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 < 0

 (A.13)

= P

f(1) + ξ21

P∑
µ=2

ξµ+1
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 < 0

 (A.14)

For both the polynomial (f(x) = xd) and exponential (f(x) = e(N−1)(x−1)) interaction functions,
f(1) = 1, and so

P[TDN (ξ1)1 ̸= ξ21 ] = P

 P∑
µ=2

ξ21ξ
µ+1
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 < −1

 . (A.15)

We refer to the random variable

C =
P∑

µ=2

ξ21ξ
µ+1
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 (A.16)

on the left-hand-side of this inequality as the crosstalk, because it represents the effect of interference
between the first pattern and all other patterns [25, 36].

We now observe that, as we have excluded self-interactions (i.e., the sum over neurons inside the
interaction function does not include j = 1), we can use the periodic boundary conditions to shift
indices as ξµ1 ← ξµ+1

1 for all µ, yielding

C
d
=

P∑
µ=2

ξ11ξ
µ
1 f

 1

N − 1

N∑
j=2

ξµj ξ
1
j

 (A.17)

Thus, the single-bitflip probability for this DenseNet is identical to that for the corresponding MHN
with symmetric interactions. Then, we can use the fact that ξµj ξ

1
j

d
= ξµj for all µ = 2, . . . , P to obtain

C
d
=

P∑
µ=2

ξµ1 f

 1

N − 1

N∑
j=2

ξµj

 < −1. (A.18)

Now, define the P − 1 random variables

χµ = ξµ1 f

 1

N − 1

N∑
j=2

ξµj

 (A.19)

for µ = 2, . . . , P , such that the crosstalk is their sum,

C =
P∑

µ=2

χµ. (A.20)

As the patterns ξµj are i.i.d., χµ are i.i.d. random variables of mean

E[χµ] = E[ξµ1 ]E

f
 1

N − 1

N∑
j=2

ξµj

 = 0 (A.21)
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and variance

var(χµ) = E

f
 1

N − 1

N∑
j=2

ξµj

2
 , (A.22)

which is bounded from above for any sensible interaction function. We observe also that the
distribution of each χµ is symmetric because of the symmetry of the distribution of ξµ1 . We will
therefore simply write χ for any given χµ.

Then, the classical central limit theorem implies that the crosstalk tends in distribution to a Gaussian
of mean zero and variance (P − 1) var(χ) as P → ∞, at lease for any fixed N . However, we are
interested in the joint limit in which N,P → ∞ together. We will proceed by approximating the
distribution of C as Gaussian, and will not attempt to rigorously control its behavior in the joint limit.

Approximating the distribution of the crosstalk for N,P ≫ 1 by a Gaussian, we then have

P[TDN (ξ1)1 ̸= ξ21 ] ≈ H

(
1√

(P − 1) var(χ)

)
(A.23)

where H(x) = erfc(x/
√
2)/2 is the Gaussian tail distribution function. We want to have

P[TDN (ξ1)1 ̸= ξ21 ] → 0, so we must have (P − 1) var(χ) → 0. Then, we can use the asymp-
totic expansion [25]

H(
√
z) =

1√
2πz

exp
(
−z

2

)[
1 +O

(
1

z

)]
as z →∞ (A.24)

to obtain

P[TDN (ξ1)1 ̸= ξ21 ] ≈
√

(P − 1) var(χ)

2π
exp

(
− 1

2(P − 1) var(χ)

)
. (A.25)

For each model, we can evaluate var(χ) and then determine the resulting predicted capacity.

Our first check on the accuracy of the Gaussian approximation will be comparison of the resulting
predictions for capacity with numerical experiment. As another diagnostic, we will consider the
excess kurtosis κ = κ4(C)/κ2(C) for κn(C) the n-th cumulant of C. If the distribution is indeed
Gaussian, the excess kurtosis vanishes, while large values of the excess kurtosis indicate deviations
from Gaussianity [42]. By the additivity of cumulants, we have

κn(C) = (P − 1)κn(χ). (A.26)

By symmetry, all odd cumulants of χ—and therefore all odd cumulants of C—are identically zero.
As noted above, we have

var(χ) = κ2(χ) = E

f
 1

N − 1

N∑
j=2

ξµj

2
 . (A.27)

If C is indeed Gaussian, then all cumulants above the second should vanish. As the third cumulant
vanishes by symmetry, the leading possible correction to Gaussianity is the fourth cumulant, which
as χ has zero mean is given by

κ4(χ) = E[(χ)4]− 3E[(χ)2] (A.28)

= E

f
 1

N − 1

N∑
j=2

ξµj

4
− 3E

f
 1

N − 1

N∑
j=2

ξµj

2

2

. (A.29)

Rather than considering the fourth cumulant directly, we will consider the excess kurtosis

κ =
κ4(C)

κ2(C)2
=

1

P − 1

κ4(χ)

κ2(χ)2
, (A.30)

which is a more useful metric because it is normalized.
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A.1 Polynomial DenseNet Capacity

We first consider the Polynomial DenseNet, with interaction function f(x) = xd for d ∈ N>0. To
compute the capacity, our goal is then to evaluate

var(χ) = E


 1

N − 1

N∑
j=2

ξ1j

2d
 (A.31)

at large N . From the central limit theorem, we expect

E


 1

N − 1

N∑
j=2

ξ1j

2d
 ∼ (2d− 1)!!

(N − 1)d
. (A.32)

We can make this quantitatively precise through the following straightforward argument. Let

Ξ =
1√

N − 1

N∑
j=2

ξ2j . (A.33)

We then have immediately that the moment generating function of Ξ is

M(t) = E[etΞ] = cosh

(
t√

N − 1

)N−1

, (A.34)

hence the cumulant generating function is

K(t) = logM(t) = (N − 1) log cosh

(
t√

N − 1

)
. (A.35)

The function x 7→ log cosh(x) is an even function of x, and is analytic near the origin, with the first
few orders of its MacLaurin series being

log cosh(x) =
x2

2
− x4

12
+O(x6). (A.36)

Then, the odd cumulants of Ξ vanish—as we expect from symmetry—while the even cumulants obey

κ2k =
C2k

(N − 1)k−1
(A.37)

for combinatorial factors C2k that do not scale with N . We have, in particular, C2 = 1 and C4 = −2.
By the moments-cumulants formula, we have

E[Ξ2k] = B2k(0, κ2, 0, κ4, · · · , κ2k) (A.38)

for B2k the 2k-th complete exponential Bell polynomial. From this, it follows that

E[Ξ2k] = (2k − 1)!! +O(N−1), (A.39)

as all cumulants other than κ2 = 1 are O(N−1). Therefore, neglecting subleading terms, we have

var(χ) = E


 1

N − 1

N∑
j=2

ξ1j

2d
 =

(2d− 1)!!

Nd

[
1 +O

(
1

N

)]
. (A.40)

Following the general arguments above, we then approximate

P[TDN (ξ1)1 ̸= ξ21 ] ∼
√

P (2d− 1)!!

2πNd
exp

(
− Nd

2P (2d− 1)!!

)
. (A.41)
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To determine the single-transition capacity following the argument in Section 2, we must determine
how large we can take P = P (N) such that NP[TDN (ξ1)1 ̸= ξ21 ]→ 0. Following the requirement
that P var(χ)→ 0, we make the Ansatz

P ∼ Nd

α(2d− 1)!! logN
(A.42)

for some α. We then have

NP[TDN (ξ1)1 ̸= ξ21 ] ∼
√

1

2πα logN
N1−α/2. (A.43)

This tends to zero if α ≥ 2, meaning that the predicted capacity in this case is

PT ∼
Nd

2(2d− 1)!! logN
. (A.44)

We now want to determine the sequence capacity, which requires the stronger condition
NPP[TDN (ξ1)1 ̸= ξ21 ]→ 0. Again making the Ansatz

P ∼ Nd

α(2d− 1)!! logN
(A.45)

for some α, we then have

NPP[TDN (ξ1)1 ̸= ξ21 ] ∼
1√

2π(2d− 1)!! (α logN)3/2
Nd+1−α/2, (A.46)

which tends to zero if α ≥ 2d+ 2. Then, the predicted sequence capacity is

PS ∼
Nd

2(d+ 1)(2d− 1)!! logN
. (A.47)

Using the Gaussian approximation for moments of χ given above, we can easily work out that

κ4(χ) = E[(χ)4]− 3E[(χ)2] (A.48)

= E

f
 1

N − 1

N∑
j=2

ξµj

4
− 3E

f
 1

N − 1

N∑
j=2

ξµj

2

2

(A.49)

=
1

N2d
{(4d− 1)!!− 3[(2d− 1)!!]2}

[
1 +O

(
1

N

)]
. (A.50)

Then, the excess kurtosis of the Polynomial DenseNet’s crosstalk is

κ =
1

P − 1

[
(4d− 1)!!

[(2d− 1)!!]2
− 3

] [
1 +O

(
1

N

)]
. (A.51)

Thus, for the Polynomial DenseNet, we expect the excess kurtosis to be small for any fixed d so
long as P and N are both fairly large, without any particular requirement on their relationship. In
particular, under the Gaussian approximation we predicted above that the transition and sequence
capacities should both scale as

P ∼ Nd

αd logN
, (A.52)

where αd depends on d but not on N . This gives an excess kurtosis of

κ =
αd logN

Nd

[
(4d− 1)!!

[(2d− 1)!!]2
− 3

] [
1 +O

(
1

N

)]
(A.53)

which for any fixed d rapidly tends to zero with increasing N . This suggests that the Gaussian
approximation should be reasonably accurate even at modest N , but of course does not constitute a
proof of its accuracy because we have not considered higher cumulants. However, this matches the
results of numerical simulations shown in Figure 2.
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A.2 Exponential DenseNet capacity

We now turn our attention to the Exponential DenseNet, with separation function f(x) =
e(N−1)(x−1). In this case, we have

var(χ) = exp[−2(N − 1)]E

exp
2

N∑
j=2

ξ2j

 (A.54)

= exp[−2(N − 1)]
N∏
j=2

E
[
exp

(
2ξ2j
)]

(A.55)

= exp[−2(N − 1)] cosh(2)N−1 (A.56)

=
1

βN−1
, (A.57)

where we have defined the constant

β =
exp(2)

cosh(2)
≃ 1.96403. (A.58)

Then, we have the Gaussian approximation

P[TDN (ξ1)1 ̸= ξ21 ] ∼

√
P

2πβN−1
exp

(
−βN−1

2P

)
. (A.59)

As in the polynomial case, we first determine the single-transition capacity by demanding that
NP[TDN (ξ1)1 ̸= ξ21 ]→ 0. We plug in the Ansatz

P ∼ βN−1

α logN
(A.60)

for some α, which yields

NP[TDN (ξ1)1 ̸= ξ21 ] ∼
√

1

2πα logN
N1−α/2. (A.61)

This tends to zero if α ≥ 2, which gives a predicted capacity of

PT ∼
βN−1

2 logN
. (A.62)

Considering the sequence capacity, which again requires that NPP[TDN (ξ1)1 ̸= ξ21 ]→ 0, we plug
in the Ansatz

P ∼ βN−1

αN
, (A.63)

which yields

NPP[TDN (ξ1)1 ̸= ξ21 ] ∼
1

αβ

√
1

2παN
exp

[(
log β − α

2

)
N
]
. (A.64)

This tends to zero for α ≥ 2 log β, meaning that the predicted capacity is in this case

PS ∼
βN−1

2 log(β)N
. (A.65)

Therefore, while the ratio of the predicted single-transition to sequence capacities is finite for the
Polynomial DenseNet—it is simply PS/PT ∼ d + 1—for the Exponential DenseNet it tends to
zero as PS/PT ∼ logN/[log(β)N ].

Now considering the fourth cumulant, we can easily compute

κ4(χ) =

(
cosh(4)

exp(4)

)N−1

− 3

(
cosh(2)2

exp(4)

)N−1

, (A.66)
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which yields an excess kurtosis of

κ =
1

P − 1

[(
cosh(4)

cosh(2)2

)N−1

− 3

]
. (A.67)

For this to be small, P must be exponentially large in N , which contrasts with the situation for
the Polynomial DenseNet, in which the excess kurtosis is small for any reasonably large P . If we
consider taking

P ∼ βN−1

α logN
, (A.68)

for a constant α, as the Gaussian theory predicts for the Exponential DenseNet transition capacity,
we have

κ ∼ α logN

βN−1

[(
cosh(4)

cosh(2)2

)N−1

− 3

]
(A.69)

∼ α logN

(
cosh(4)

exp(2) cosh(2)

)N−1

(A.70)

≃ α log(N)(0.9823)N−1. (A.71)

This tends to zero as N increases, but only very slowly. In particular, log(N)(0.9823)N−1 increases
with N up to around N ≃ 19, where it attains a maximum value around 2, before decreasing towards
zero. The situation is even worse for the sequence capacity, for which the Gaussian theory predicts

P ∼ βN−1

αN
, (A.72)

yielding

κ ∼ αN

βN−1

[(
cosh(4)

cosh(2)2

)N−1

− 3

]
(A.73)

∼ αN

(
cosh(4)

exp(2) cosh(2)

)N−1

(A.74)

≃ αN(0.9823)N−1. (A.75)

N(0.9823)N−1 increases with N up to around N ≃ 56, where it attains a value of approximately 21.

Taken together, these results suggest that we might expect substantial finite-size corrections to the
Gaussian theory’s prediction for the capacity. In particular, as the excess kurtosis of the crosstalk is
positive, the tails of the crosstalk distribution should be heavier-than-Gaussian, suggesting that the
Gaussian theory should overestimate the true capacity. This holds provided that the lower bound on
the memorization probability resulting from the union bound is reasonably tight.
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