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Abstract
The proliferation of online social media platforms has led
to an increase in various types of content, including online
hate. This trend poses substantial risks by amplifying harm-
ful ideologies, inciting violence, and perpetuating discrimina-
tion. In response to this growing concern, Machine Learning
(ML) has emerged as powerful tools for the automatic analy-
sis of online hate. Researchers from diverse fields, including
the Social Sciences and Information Science, are increasingly
turning to ML for solutions. However, researchers are facing
fundamental challenges in accessing essential resources, such
as datasets, ML models, and analysis tools. In this paper, we
present Integrative Cyberinfrastructure for Online Abuse Re-
search (ICOAR), a system that automates the process of col-
lecting, analyzing, and visualizing online abuse data. ICOAR
pipeline begins with automated data collection from various
social media platforms, followed by integration of state-of-
the-art ML models to streamline the detection, categoriza-
tion, and analysis of online abuse. ICOAR also features cus-
tomizable tools for data visualizations, such as network and
temporal analysis, catering to a range of research needs and
expertise levels. Although the ICOAR platform is developed
to advance research capability in the area of data-driven on-
line abuse analysis, its architectural design can support a wide
range of research domains beyond online abuse.

Introduction
Social media platforms have become popular arenas for in-
dividuals to share their opinions with vast audiences. How-
ever, this the rise in social media interactions has led to an
increase in online hate and harassment, creating significant
challenges for cybersecurity and online safety. These hateful
interactions often target individuals or groups based on race,
ethnicity, religion, gender, sexual orientation, or disability.
This kind of online abuse can have devastating effects on
victims’ mental health. For instance, research has shown that
victims of cyber stalking and harassment experience harmful
consequences for their mental health, including depression,
anxiety, suicidal ideation, and panic attacks [21].

In response to this growing concern, machine learning
(ML) have emerged as pivotal tools in the detection and
analysis of online abuse [15]. The potential of these tech-
nologies lies in their ability to process and analyze large
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volumes of data from various online platforms, thus offer-
ing a more nuanced understanding and effective response
to the issue. However, integrating AI/ML into online abuse
research presents several challenges. The current disperse
ML tools and models for online abuse research are scattered
over the Internet, posing challenges for research integration
and collaboration for social science and computer science
researchers.

In response to these challenges, we introduce Integrative
Cyberinfrastructure for Online Abuse Research (ICOAR).
This platform is designed to streamline the collection, anal-
ysis, and visualization of online abuse data across multiple
social media platforms. It employs multiple state-of-the-art
machine learning models for detecting and categorizing abu-
sive content including multimedia data and visualize them to
find patterns in the data. ICOAR streamline is scalable, cus-
tomizable, extendable, portable, and user-friendly, allowing
researchers from different backgrounds to efficiently collect,
identify, analyze and understand trends in their data.

The main contributions of this work can be summarized
as follows:

• Accessible Data Collection: ICOAR makes data collec-
tion accessible across multiple social media platforms.

• Machine Learning Models: It incorporates state-of-the-
art machine learning models to detect and analyze var-
ious types of online abuse. Moreover, ICOAR support
multimedia analysis, including detecting abusive content
in images, such as cyberbullying and hateful memes.

• Customizable: ICOAR allow researchers to integrate
other state-of-the-art models that fit their specific needs
from external repositories dynamically into the plat-
form’s analysis pipeline. This process does not require
coding or technical expertise making it accessible and us-
able for individuals from diverse backgrounds.

• Data Visualization: ICOAR provides data visualization
tools to offer more comprehensive understanding of the
trends, patterns, and insights in the data.

We mainly used Streamlit as the main web framework for
our platform. To enhance the user experience, we integrated
React components, which provided a dynamic and respon-
sive frontend interface. The ICOAR platform is deployed as
a Docker image, making it accessible online and ensuring a
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Figure 1: Overview of ICOAR Software Infrastructure

scalable, easily maintainable architecture that supports up-
dates and accessibility across different devices.

ICOAR Platform
Overview
Figure 1 depicts an overview of the our ICOAR platform1,
which offers a streamlined approach to analyzing online
abuse through a sequence of integrated steps. It begins with
data collection system that gathers relevant social media
content based on predefined keywords and criteria (❶). This
is followed by preprocessing to refine the collected data (❷).
The core analysis phase is divided into (❸) text analysis to
analyze textual content of online abuse, and (❹) multimodal
analysis to extend the analysis to images further broadening
the scope of the platform. In addition, to accommodate users
interested in research areas beyond online abuse, our plat-
form allows dynamic integration of customized algorithms
for targeted analysis (❺). After these core processes, the
platform enables users to further analyze and visualize the
data through advanced analytical models for deeper insights
(❻).

Data Collection Module
Data Collection: At its current state, ICOAR mostly han-
dles input from various social media platforms by leverag-
ing automated data collection methods tailored to each plat-
form’s accessibilities and limitations, including Facebook,
Reddit, TikTok, Twitter (X), and YouTube. Due to its ver-
satile and scalable architecture, ICOAR can easily accom-
modate additional platforms in the future. Also, it supports
collection from dataset repositories, such as Kaggle [2] and
HuggingFace [1]. ICOAR utilizes a range of collection
methods such as free and paid APIs, and research APIs.
Also, we provide manuals for the users detailing the pro-
cesses of obtaining the APIs from different platforms.

ICOAR allows users to enter specific keywords related to
their research needs. This keyword-based search is comple-
mented by additional filtering options that enhance the pre-
cision of data collection. For example, users can specify date
ranges, select specific hashtags, and determine the quantity
of data they wish to collect, as shown in Figure 2.

Text Pre-processing: The ICOAR platform adopts a com-
prehensive preprocessing pipeline to transform the input text

1The implementation and source code of ICOAR will be pub-
licly outsourced to encourage community contributions.

to a normalized, understandable form before feeding it into
our analysis modules. This is a standard procedure in ML,
where the dimensional of the dataset is reduced, making
the prediction of the classifier more accurate. Importantly,
researchers have the flexibility to adjust the preprocessing
steps to their specific research needs, ensuring that the data
is optimized for their unique requirements. To adhere to
GDPR [17] and other privacy regulations such as Califor-
nia Consumer Privacy Act (CCPA)[12], the data collected
through ICOAR does not include any personally identifiable
information. In line with these privacy standards, the plat-
form employs a series of text cleaning options, which are
being recognized as common practice in Natural Language
Processing (NLP) for data cleaning and preparation [25], re-
fined through the following steps, are which flexible and up
to the user’s needs:

• Remove non-English phrases: filters out phrases that
are not written in English.

• Remove URLs, Hashtags, Mentions, Emojis: removes
unnecessary elements like website links, trending topics,
username mentions, and emoticons.

• Remove special characters: removes symbols and char-
acters beyond standard letters and numbers.

• Lowercase and Lemmatize: reduces words inflections
to their base form (e.g., ”Running” becomes ”run”).

• Remove stop words: removes frequently used words
that may not hold significant meaning (e.g., ”the”, ”a”,
”is”).

• Remove punctuation: removes punctuation marks like
commas, periods, and exclamation points.

• Remove profanity: removes offensive language from the
text.

Figure 2: Detailed Query Construction to Collect Data



Figure 3: Content Detection Module

Content Detection Module
This module in ICOAR leverages advanced ML algorithms
to systematically identify and categorize different forms of
harmful online content. Beyond textual data analysis, it is
equipped with multimodal analysis capabilities for detect-
ing abuse in images, such as detect cyberbullying images,
identifying hateful memes, and spotting deepfakes. More-
over, this module offers a unique feature of customized algo-
rithms, which is crucial for researchers requiring specialized
analysis beyond the scope of pre-selected models.

Text Analysis: Textual content on the Internet is vast and
varied, encapsulating slangs, and cultural contexts. Effec-
tive moderation requires not just the identification of explicit
abuse but also the nuanced understanding of context, intent,
and potential harm. This complexity mandates a dedicated
approach, combining advanced ML models and natural lan-
guage processing (NLP) techniques, to discern and catego-
rize various forms of abuse accurately.

In response, ICOAR platform incorporates modules for
text analysis designed to provide users with a comprehen-
sive suite of models for robust text classification to use on
collected data. Within this module, there are recommended
models already been implemented, chosen to address dis-
tinct aspects of text classification, as illustrated in Figure 3.
The platform houses a diverse range of models, each with a
specialized focus, listed below:

1. COVID-19 Offensive Tweets Detection: In prior re-
search [13], we collected a comprehensive dataset from
Twitter, focusing on the emergence of COVID-related of-
fensive speech, and we fine-tuned a BERT classifier to
identify offensive tweets within this dataset, revealing
how real-world events influenced the volume and nature
of online hate speech.

2. Sentiment Analysis: In alignment with the methodolo-
gies described in [5], we incorporated their sentiment
analysis model into our platform. This enhances our plat-
form’s ability to analyze online discourse, identify trends
in public opinion, and enrich our analyses with nuanced
insights into the dynamics of online interactions.

3. Toxic Content Detection: We employed a RoBERTa-
based model [6], which involved fine-tuning on a dataset
specifically labeled for toxicity at the sentence level. The

fine-tuning process is further enhanced by additional pre-
training on a large dataset of toxic comments, thereby
significantly improving the model’s ability to accurately
identify and flag content deemed toxic or harmful.

4. Hate Speech Detection: We integrated hate speech de-
tection model from Dimosthenis et al. [4]. Their model,
developed through large-scale evaluation and analysis,
employs language models fine-tuned on diverse hate
speech detection datasets. Notably, the model excels in
generalizing hate speech detection, making it a valuable
asset for identifying and categorizing hateful content on
social media platforms effectively.

5. Cyberbully Detection: We integrated a state-of-the-art
cyberbullying detection model [20], employing the ar-
chitecture and pre-training strengths of DistilBERT [18],
a lighter version of BERT [7] optimized for speed and
efficiency. This model locates and identifies cyberbul-
lying within textual content and classify cyberbullying
instances that target age, religion, gender, ethnicity, and
various other forms of cyber harassment.

6. Named Entity Recognition (NER): we utilized a
cutting-edge NER model, leveraging the insights from
the research by Sajjad et al. [10]. Through identifying
named entities, the model aids in uncovering patterns of
targeted abuse, offering insights into both the aggressors
and victims within the collected data.

Custom Algorithms Integration: While the ICOAR plat-
form was initially developed to address the challenges asso-
ciated with online abuse, its architectural design has been
crafted to support a broad spectrum of research domains be-
yond online abuse. A pivotal feature enabling this versatility
is the platform’s ability to dynamically integrate any model
available on Hugging Face [1] through direct interaction.
Hugging Face, known for hosting a comprehensive repos-
itory of pre-trained machine learning models, provides an
extensive range of options for developers and researchers to
utilize in their projects.

This feature allows the users to specify their research cri-
teria directly within ICOAR interface. For instance, a user
can specify ‘speech recognition’ as their criterion to find
models related to transcribing speeches. This action initi-
ates a search through Hugging Face’s extensive repository,
returning a list of models that match the specified criteria.
Researchers can then review these models, evaluating their
relevance based on descriptions, performance metrics, and
user ratings, before selecting the most suitable one for their
project. This is made possible through the integration of the
Hugging Face API within the ICOAR platform. By leverag-
ing this connection, the platform can dynamically query the
Hugging Face model hub, ensuring that users have access to
a broad and up-to-date selection of models tailored to their
diverse research needs.

Since Hugging Face is an open-source platform, it is cru-
cial to ensure that the models displayed within the ICOAR
platform are not just abundant but also represent the state-
of-the-art in their respective domains. To achieve this, the
fetched list is sorted by the number of downloads in de-
scending order. This prioritization helps in surfacing mod-



Figure 4: Image Classification

els that have been widely adopted and validated by the ma-
chine learning community, thereby increasing the likelihood
of successful integration and analysis.

Multimedia Analysis: ICOAR platform adopts a mul-
tifaceted approach to multimedia analysis, leveraging ad-
vanced ML and DL techniques specifically designed to pro-
cess complex multimedia content. List of the pre-selected
models are shown in Figure 4.

1. Image Cyberbullying Detection: ICOAR incorporates
advanced image recognition algorithms to detect and
classify cyberbullying images effectively. In our ap-
proach to image classification, we integrate the VGG
model [19] with several customized adjustments tailored
to our needs. We use publicly available cyberbully image
dataset [23] to fine tune the model. Users have an option
to upload a zip file containing images or a single image
for classification. Subsequently, the results, accompanied
by image previews, will be displayed on the user inter-
face, as depicted in the Figure 4.

2. Meme Classification: The ICOAR platform has inte-
grated a multimodal computer vision model specifically
designed to detect hateful memes. We used the architec-
ture shared in the paper [11]. In this architecture the au-
thors use Multimodal Bitransformer (MMBT). MMBT
fuses information from text and image encoders. BERT is
used as text encoder and ResNet as image encoder. This
model has been trained on the Facebook Hateful Meme
Challenge dataset [11].

3. Deepfake Detection: ICOAR has incorporated deepfake
image detection capabilities into its platform to address
the escalating risks associated with manipulated multi-
media. Utilizing machine learning algorithms, this func-
tionality enables users to proactively identify and miti-
gate the dissemination of deepfake images on the Inter-
net.

Data Visualization
The ICOAR platform provides data visualization tools to
help users interpret their analysis results. Each tool is de-
signed to show specific insights and trends in the data. As
depicted on Figure 5, these tools include temporal analysis
for tracking changes over time, topic modeling for group-
ing discussions into key themes, user network visualization

(a) Sentiment Results (b) Temporal Analysis

(c) Topic Modeling Distribution (d) Frequency Analysis

Figure 5: Data Visualization Features

for mapping relationships between individuals and commu-
nities, and frequency analysis to identify the most common
terms. Together, these tools offer a comprehensive view of
the data to better understand the behaviour and mitigate on-
line abuse.

Advanced Features
LLM-assisted Annotation
The ICOAR platform extends its capabilities beyond tradi-
tional machine learning approaches, embracing the power
of Large Language Models (LLMs). These models bring an
unparalleled depth to the analysis of online abuse by lever-
aging the vast amounts of information encoded within their
parameters. Here we introduce two specific features within
this advanced segment:

Text Annotation: To facilitate users in labeling their data
effectively, we deployed text annotation. Users first provide
sample inferences and construct a specific prompt to guide
GPT. We offer users a ”Chain of Thought” prompt template
that they can adapt for their own data. This was made pos-
sible using the GPT API, streamlining the data labeling pro-
cess [3].

Image Annotation: Similarly, for image annotation, we
implemented a comparable approach to enable users to ef-
fortlessly tag and categorize images. By leveraging the ca-
pabilities of the GPT API, users can provide descriptive
prompts and sample images, which guide the model in gen-
erating accurate labels[16].

ICOAR Python Library
ICOAR provides an easy-to-use Python library for re-
searchers to conveniently define and customize their online



from ICOAR import DataCollection

# Select social media platform to collect data from. 
Data = DataCollection.source(["X", "Reddit"])

# Search for occurrences of specified keywords in the posts.
Keyword = DataCollection.Search_Keyword(["example1", "example2"])

Figure 6: Example of Using ICOAR Library

abuse analysis projects. For example, to use ICOAR, users
can simply import specific modules in Python, as illustrated
in Figure 6. which allows for seamless integration into their
research workflows. This approach streamlines the process
of setting up and conducting online abuse analysis, making
it accessible for technical users.

Sample projects
The ICOAR platform is set to support a wide range of re-
search projects that combine different fields to push forward
the study of online abuse. In this section, we highlight a few
sample projects to demonstrate the feasibility and effective-
ness of the our platform in facilitating real-world research.

• Analysis of COVID-19 Offensive Tweets and Their Tar-
gets: By using ICOAR’s data collection and text analy-
sis modules, researchers can collect offensive tweets re-
lated to COVID-19 and identify their nature and targets.
With temporal analysis, ICOAR helps to track how real-
world events influence the spread and to understand the
dynamics of how such content spreads and evolves over
time [14].

• Hate Speech: By using ICOAR’s advanced LLM-assisted
features to detect and mitigate online hate by leveraging
the advanced reasoning capabilities of these models, cou-
pled with zero-shot learning for prompt-based detection.
This approach allows for the dynamic updating of detec-
tion prompts to address evolving forms of hate speech
effectively, showcasing significant improvements in de-
tecting online hate compared to existing tools [22, 8].

• Detecting Cyberbullying in Real-world Images: Using
ICOAR’s multimedia analysis module, researchers can
identify and classify cyberbullying in images through
unique visual factors such as body pose, facial emotion,
objects, and social context, enables a more nuanced un-
derstanding of cyberbullying incidents [24].

• Detection of COVID-19-related Hateful Memes: re-
searchers can use ICOAR’s pre-trained model in mul-
timodal analysis to identify COVID-19-related hateful
memes. It explores the generalizability of these models to
new types of hateful memes showing a significant pref-
erence for visual information over textual [9].

Conclusion
In this paper, we introduced the Integrative Cyberinfrastruc-
ture for Online Abuse Research (ICOAR), a platform de-
signed to address the challenges of detecting, analyzing, and
visualizing online abuse across social media platforms. Our
platform not only simplifies the integration of diverse ML
models for text and multimedia analysis related to online

absue but also facilitates the integration of custom models to
meet specific user needs. In the future trajectory of ICOAR,
we plan to utilize various capabilities of large language mod-
els for more complex tasks. Since ICOAR will be outsourced
to the community, this approach will allow the community
to contribute to the project and ensure it remains up-to-date
with the latest methods.
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