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Abstract

We develop optimal algorithms for learning
undirected Gaussian trees and directed Gaus-
sian polytrees from data. We consider both
problems of distribution learning (i.e. in KL
distance) and structure learning (i.e. exact
recovery). The first approach is based on the
Chow-Liu algorithm, and learns an optimal
tree-structured distribution efficiently. The
second approach is a modification of the PC
algorithm for polytrees that uses partial cor-
relation as a conditional independence tester
for constraint-based structure learning. We
derive explicit finite-sample guarantees for
both approaches, and show that both ap-
proaches are optimal by deriving matching
lower bounds. Additionally, we conduct nu-
merical experiments to compare the perfor-
mance of various algorithms, providing further
insights and empirical evidence.

1 INTRODUCTION

Graphical models are a classical statistical tool for effi-
ciently modeling data with rich, combinatorial struc-
ture. Directed acyclic graphs (DAGs) are widely used
to capture causal relationships among complex systems.
Probabilistic graphical models defined on DAGs, known
as Bayesian networks (Pearl et al., 2000), have found
broad applications in various disciplines, from biology
(Markowetz and Spang, 2007; Zhang et al., 2013; Altay
and Emmert-Streib, 2010), social science (Gupta and
Kim, 2008), knowledge representation (Van Harmelen
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et al., 2008), data mining (Heckerman, 1997), recom-
mendation systems (Hsu et al., 2012), legal decision
making (Thagard, 2004), and more. When this struc-
ture is known in advance, it is straightforward to exploit
this structure for inference tasks, among other things
(Wainwright and Jordan, 2008). When this structure is
unknown, it is must first be learned from data, which
is the difficult problem of structure learning in graphi-
cal models. First, observational data only reveal the
Markov equivalence class, captured by a completed par-
tially directed acyclic graph (CPDAG Andersson et al.,
1997). Classical approaches to learning a CPDAG from
data include the PC algorithm (Spirtes and Glymour,
1991; Kalisch and Bühlman, 2007) and GES (Chick-
ering, 2002; Nandy et al., 2018). Moreover, it is also
known that the general problem of learning DAGs from
observational data is an NP-complete problem (Chick-
ering, 1996; Chickering et al., 2004; Chen et al., 2019),
although a few polynomial-time algorithms have been
proposed in special cases (Ghoshal and Honorio, 2017b;
Chen et al., 2019; Park, 2020; Gao et al., 2020).

An important unresolved problem in this direction
is to characterize the sample complexity of structure
learning, or the minimum number of samples required
to learn the graph from data. The past decade has
produced a detailed theory for undirected graphical
models (i.e. Markov random fields (Wainwright, 2019;
Wang et al., 2010; Santhanam and Wainwright, 2012)).
By comparison, much less is known about DAGs. In
this paper, we study in detail the simplest unresolved
DAG model, namely, directed Gaussian trees. Per-
haps surprisingly, despite its simplicity, and unlike in
the undirected case, the optimal sample complexity
of learning directed Gaussian trees has remained an
open problem. Suppose we are given sample access
to a Gaussian distribution P = N (0, Σ), where the
goal is to learn a DAG G that represents P . While we
defer formal definitions to Section 2, we can broadly
summarize three different problems:
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1. (Non-realizable setting) When P is an arbitrary
Gaussian (i.e. not representable by any tree),
how many samples are required to learn a tree-
structured distribution Q that is optimally close
to P?

2. (Realizable setting) When P itself is tree-
structured, how samples are required to learn a
tree-structured distribution Q that is optimally
close to P?

3. (Faithful setting) When P is faithful to some tree
T , how samples are required to learn T itself (i.e.
the tree structure) up to Markov equivalence?

It is well-known that each of these problems is solvable—
in principle—under different assumptions. For example,
the celebrated Chow-Liu algorithm solves the first two
problems, however, whether or not this can be improved
with a more efficient algorithm is unknown. The same
goes for the third setting: The famous PC and GES
algorithms can find a faithful DAG (even without the
tree assumption), however, their optimality remains
unresolved. One of our main contributions is to study
all three problems in a single unified setting, allowing
for apples-to-apples comparisons of the assumptions
required, and the resulting (optimal) sample complexity
for each. See Section 6 for more along these lines.

Although faithfulness can be a strong assumption in
practice, we emphasize that to the best of our knowl-
edge, no optimality results under this assumption are
known. Thus, our analysis presents a possible first
foray in this direction. Previous work has shown that
faithfulness is notoriously challenging to analyze (e.g.
Uhler et al., 2013; Gao et al., 2023).

1.1 Our Contributions

We are given n i.i.d. samples X = (X(1), . . . , X(n)) ∈
R

n×d from an unknown Gaussian P . We consider two
distinct but canonical problems: Distribution learning
and structure learning. The difference between these
two problems lies in the error metric: In distribution
learning, we seek to learn P in KL-divergence, with
no respect for underlying structure (i.e. there may be
no structure at all), whereas in structure learning, we
assume a priori the existence of a tree T and seek to
learn T exactly, with no respect for the distribution
P . Structure learning is known to require restrictive
assumptions, and thus part of our effort is to illustrate
how different assumptions lead to different conclusions
and sample complexities. With this in mind, our results
consider three progressively stronger assumptions on
P : Non-realizable, realizable, and faithful.

Below, we outline our main contributions at a high-
level, while deferring precise statements and problem

formulations to Section 3 and Section 4.

Non-realizable Setting Without making additional
assumptions on P , we show that∗

n = Θ̃
(d2

ε2

)
(1.1)

samples are necessary and sufficient to learn (with
probability at least 2/3) a tree-structured distribution
that is ε-close to the closest tree-structured distribution
for P .

Realizable Setting When P itself is Markov to a
tree T (i.e. it is tree-structured), then

n = Θ̃
(d

ε

)
(1.2)

samples are necessary and sufficient to learn (with
probability at least 2/3) a tree-structured distribution
that is ε-close to P itself.

Faithful Polytrees Switching our goal from learning
the closest tree-structured distribution to structure
learning, we additionally assume that P is faithful to
some polytree T . We show that the optimal sample
complexity of learning T , the CPDAG of T , is

n = Θ

(
log d

c2

)
, (1.3)

where c is a faithfulness parameter defined in (4.2).

Clearly, and unsurprisingly, realizable distribution
learning is easier than the non-realizable case. A more
interesting question is how to compare these to struc-
ture learning. In Section 6, we conclude with a dis-
cussion and comparison of these two cases, with some
intriguing directions for future work.

1.2 Other Related Work

Learning Bayesian Networks Bayesian network
structure learning has been extensively studied, and the
reader may consult one of several overviews for more
details and background (Spirtes et al., 2000; Pearl et al.,
2000; Koller and Friedman, 2009; Murphy, 2012; Peters
et al., 2017; Maathuis et al., 2018; Squires and Uhler,
2022). Classical approaches assume faithfulness, a con-
dition that permits learning of the Markov equivalence
class, such as constraint-based methods (Spirtes and
Glymour, 1991; Friedman et al., 2013) and score-based
approaches (Chickering, 2002; Nandy et al., 2018). A
different strand of research has explored a range of
alternative distributional assumptions that allow for ef-
fective learning such as non-gaussianity (Shimizu et al.,

∗

Θ̃ is used to ignore potential log factors.
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2006; Shimizu, 2014; Wang and Drton, 2020), non-
linearity (Hoyer et al., 2008; Zhang and Hyvärinen,
2009) or equal error variances (Peters and Bühlmann,
2014; Ghoshal and Honorio, 2017b, 2018; Chen et al.,
2019; Gao et al., 2020).

When it comes to the tree-structured models, the clas-
sical Chow-Liu algorithm (Chow and Liu, 1968; Chow
and Wagner, 1973) can recover the skeleton of a non-
degenerate polytree in the equivalence class. Further-
more, One of the first papers to consider the problem of
learning polytrees was Rebane and Pearl (1987), after
which Dasgupta (1999) showed that learning polytrees
is NP-hard in general. Srebro (2003) has shown that
the related problem of finding the maximum likelihood
graphical model with bounded treewidth is also NP-
hard. Recently Tan et al. (2010, 2011) investigated
the difficulty of learning trees and forests, while Liu
et al. (2011) adopted a nonparametric approach using
kernel density estimates. The Chow-Liu algorithm has
also been applied for learning latent locally tree-like
graphs (Anandkumar and Valluvan, 2013).

Sample Complexity of Structure Learning

Early work to consider the sample complexity problem
for Bayesian networks includes Friedman and Yakhini
(1996); Zuk et al. (2012). More recently, for distribu-
tion learning over finite alphabets, Daskalakis and Pan
(2020, 2021) showed that d-variable tree-structured
Ising models can be learned computationally-efficiently
to within total variation distance ε from an optimal
O(d log d/ε2) samples. Around the same time, Bhat-
tacharyya et al. (2023) derived explicit sample com-

plexity bounds for the Chow-Liu algorithm of Õ(dε−1)
for trees on d vertices, and d2ε−2 samples for a gen-
eral distribution P . Choo et al. (2023) further extend
Bhattacharyya et al. (2023) into d-polytree when the
underlying graph skeleton is known.

The literature on structure learning is comparatively
deeper; however, it has traditionally forgone concerns
about optimality and lower bounds. As this is our
main focus, we focus here on prior work on optimal
algorithms. Ghoshal and Honorio (2017a) first estab-
lished lower bounds for a range of DAG models, after
which Gao et al. (2022) showed that a variant of the
algorithm from Chen et al. (2019) achieves optimal
sample complexity of n ≍ q log(d/q) for equal vari-
ance DAGs (Peters and Bühlmann, 2014; Loh and
Bühlmann, 2014), where q is the maximum number of
parents and d is the number of nodes. To the best of
our knowledge, optimality results and lower bounds in
the faithful setting are missing, one exception is the
sub-problem of neighbourhood selection (Gao et al.,
2023), and one of our main contributions is to partially
fill this gap. We mention prior work that considers con-

sistency and upper bounds under faithfulness (Kalisch
and Bühlman, 2007; Nandy et al., 2018; Rothenhäusler
et al., 2018), relaxation and improvement on classical
methods (Chickering, 2020; Marx et al., 2021; Lam
et al., 2022), and recent progress on learning polytrees
(Gao and Aragam, 2021; Azadkia et al., 2021; Tramon-
tano et al., 2022; Jakobsen et al., 2022).

Furthermore, developing a (conditional) independence
tester with respect to mutual information with o(1/ε2)
sample complexity was posed as an open problem in
Canonne et al. (2018). Canonne et al. (2018) showed
that both Ising model goodness-of-fit testing and inde-
pendence testing can be solved from poly(d, 1/ε) sam-
ples in polynomial time. More details related to the
distribution property testing can be found in Rubin-
feld (2012); Canonne (2020); Goldreich (2017); Bhat-
tacharyya and Yoshida (2022).

2 PRELIMINARIES AND TOOLS

Preliminary Notions We employ standard asymp-
totic notation O(·), Ω(·), Θ(·); and as usual, ·̃ indicates

up to log factors. For example, if f = Θ̃(g) then
f = O(g(log g)c1) and f = Ω(g/(log g)c2) for some con-
stants c1 and c2. We say f ≲ g and f ≳ g if f f Cg
and f g cg for some positive constants C and c.

Graphical Definitions For a directed acyclic graph
(DAG) G = (V, E), for each node k ∈ V , pa(k) =
{j : (j, k) ∈ E} denotes its parent nodes, descendants
de(k) denotes the nodes that can be reached by k and
nd(k) = V \ de(k) denotes the nondescendants. The
skeleton of G, sk(G), is the undirected graph formed
by removing directions of all the edges in G. For any
j, ℓ, k ∈ V , a triple (j, ℓ, k) is called unshielded if both
j, k are adjacent to ℓ but not adjacent to each other,
graphically j − ℓ − k; and is called a v-structure if
additionally j, k are parents of ℓ, i.e. j → ℓ← k. The
in-degree of G is maxk |pa(k)|. A tree is an undirected
graph in which any two nodes are connected by exactly
one path. A directed tree is a directed graph in which,
for some root node u, and any other node v, there is
exactly one directed path from u to v. A polytree is a
directed graph whose skeleton to be a tree. Denote the
set of directed trees (resp. polytrees) over d nodes to

be T (resp. T̃ ). Note that a directed tree is a polytree
with in-degree equal to one except the root node who
has no parent and T ¦ T̃ .

Gaussian Bayesian Networks Given a random
vector X = (X1, . . . , Xd) drawn from a distribution P ,
a DAG G is a Bayesian network for X (or precisely,
its joint distribution P ) if the following factorization
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holds:

P (X) =

d∏

k=1

P (Xk |Xpa(k)) . (2.1)

Here, we use X = V = [d] interchangeably with some
abuse of notation. From now on, we assume that
P = N (0, Σ) throughout. Since P is Gaussian, we
can always express X as the following linear structural
equation model (SEM):

Xk = ´¦
k X + ¸k , ¸k ∼ N (0, Ã2

k), (2.2)

where ´k ∈ R
d is supported on pa(k) and the {¸k}d

k=1

are mutually independent. A Gaussian distribution
is said to be T -structured for some directed tree T ∈
T (or simply tree-structured when the specific T is
not important in the context) if it satisfies (2.1) with
respect to some tree T . For a distribution P and a
directed tree T , let

PT := arg min
T -structured distribution Q

DKL(P ∥ Q),

where DKL(· ∥ ·) denotes the KL-divergence. In this pa-
per, we consider both general Gaussians (non-realizable
case) as well as tree-structured distributions (realizable
and faithful cases), i.e. (2.2) holds for some directed
(poly)tree T .

Faithfulness and Markov Equivalence Class For
the purpose of structure learning, a common assump-
tion is faithfulness, under which the DAG is identified
up to its Markov equivalence class (MEC). We assume
the reader is familiar with standard graphical concepts
such as d-separation; see (Koller and Friedman, 2009)
for more background.

Definition 2.1 (Faithfulness). We say a distribution
P is faithful to a DAG G if for any j, k ∈ V and
S ¦ V \ {j, k},

Xj §§ Xk |XS ⇒ j and k are d-separated by S .

Equivalently, for any two nodes j and k not d-separated
by set S, faithfulness requires Xj ̸§§ Xk |XS . The
MEC of a DAG G is the set of DAGs that encode the
same set of conditional independencies as G, which is
usually represented by a CPDAG, denoted by G. A
standard approach to learning a CPDAG under faith-
fulness is the PC algorithm (Spirtes and Glymour,
1991), which relies on conditional independence testing
to recover the skeleton and orient the edges. While
faithfulness can be a strong assumption (Uhler et al.,
2013), it is known that weaker assumptions suffice. For
example:

Definition 2.2 (Restricted faithfulness). We say a
distribution P is restricted faithful to a DAG G if

1. For any (j, k) ∈ E, S ¦ V \{j, k}, Xj ̸§§ Xk |XS;

2. For any unshielded triple j − ℓ− k, if this is a v-
structure, then Xj ̸§§ Xk |S for any S ¦ V \{j, k}
with ℓ ∈ S; if not, then Xj ̸§§ Xk |XS for any
S ¦ V \ {j, k, ℓ}.

Under general faithfulness, all conditional independence
relationships imply d-separations in a DAG. In other
words, all instances of d-connections lead to conditional
dependence. On the contrary, restricted faithfulness
requires only a subset of d-connections to imply con-
ditional dependence. Conventionally, the first part of
Definition 2.2 is also named adjacency-faithfulness and
the second part is named orientation-faithfulness. With
our focus on the setup where the underlying DAG is a
polytree, restricted faithfulness can be further relaxed
as we will discuss in Section 4.

3 LEARNING TREE-STRUCTURED

GAUSSIANS

We begin by studying the sample complexity for learn-
ing tree-structured Gaussian distributions. For any
ε > 0, we would like to devise an algorithm taking sam-
ples drawn from a Gaussian P that returns a directed
tree T̂ ∈ T and a distribution P

T̂
that is Markov to T̂

such that

DKL(P ∥ P
T̂

) f min
T ∈T

DKL(P ∥ PT ) + ε ,

We seek to achieve this goal with a minimal number
of samples. Notably, for any T ∈ T , DKL(P ∥ PT ) can
be expressed as

−
d∑

i=1

I(Xi; Xpa(i))−H(X) +

d∑

i=1

H(Xi), (3.1)

where H is the entropy function and I is the mutual
information.

3.1 Distribution Learning Upper Bounds

The classical Chow-Liu algorithm (Chow and Liu, 1968)
builds the maximum weight spanning tree where the
weight of the “potential” edge between nodes j and k
is the estimated mutual information Î(Xj , Xk) from
data. Although its return is an undirected graph, we
modify the output to be any directed tree whose skele-
ton matches the undirected graph with light abuse of
notation. This is because any T ∈ T with the same
skeleton will share the same PT , which is the target of
distribution learning analyzed in the sequel.

Our first result gives an upper bound on the sam-
ple complexity for distribution learning in the non-
realizable setting:
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Algorithm 1: Modified Chow-Liu algorithm

1 Input: n i.i.d. samples (X
(i)
1 , . . . , X

(i)
d )

1. For each j = 1, . . . , d:

(a) Ã̂2
j ← 1

n

∑n
i=1(X

(i)
j )2

2. For each pair (j, k), 1 f j < k f d:

(a) Ä̂jk ← 1
n

∑n
i=1 X

(i)
j X

(i)
k

3. For each pair (j, k), 1 f j < k f d:

(a) Î(Xj ; Xk)← − 1
2 log

(
1− Ä̂2

jk

Ã̂2
j

Ã̂2
k

)
which is

same as 1
2 log(1 +

̂́2
jkÃ̂2

j

Ã̂k|j

) defined in Section

B.2

4. G← the weighted complete undirected graph on
[d] whose edge weight for (j, k) is Î(Xj ; Xk)

5. Ŝ ← the maximum weighted spanning tree of G

6. T̂ ← any directed tree with skeleton to be Ŝ

Output: A directed tree T̂

Theorem 3.1. Let P be a Gaussian distribution.
Given n i.i.d. samples from P , for any ε, ¶ > 0, if

n ≳ d2

ε2 log d
¶ , then T̂ returned by Algorithm 1 satisfies

DKL(P ∥ P
T̂

) f min
T ∈T

DKL(P ∥ PT ) + ε,

with probability at least 1− ¶.

When P is Markov to a tree (i.e. it is tree-structured),
then the sample complexity improves:

Theorem 3.2. Let T ∗ be a directed tree and PT ∗ be a
T ∗-structured Gaussian. Given n i.i.d. samples from
PT ∗ , for any ε, ¶ > 0, if n ≳ d

ε log d
¶ , then T̂ returned

by Algorithm 1 satisfies

DKL(PT ∗ ∥ P
T̂

) f ε,

with probability at least 1− ¶.

Remark: We can also obtain a sample-efficient al-
gorithm for bounded-degree Gaussian polytrees, using
the guarantees of the estimator Î, assuming that the
skeleton is known. We defer the description of this
result to Appendix B.5.

3.2 Distribution Learning Lower Bounds

The main idea of our proof is to reduce a distri-
bution testing problem to our problem. Intuitively,
the distribution testing problem is defined as follows.
Suppose R(1) and R(2) are two distributions whose

DKL(R(1) ∥ R(2)) is small. We are given n i.i.d. sam-
ples drawn from a distribution P where P is a m-variate
distribution and each coordinate is distributed as ei-
ther R(1) or R(2) uniformly and independently. Our
task is to determine which of R(1) or R(2) the samples
are drawn from correctly for at least m/2 coordinates.
The formal definition will be presented in Problem B.7.
When DKL(R(1) ∥ R(2)) is sufficiently small, one should
expect that n needs to be large enough to solve this
problem with probability 2/3. Hence, we construct the
(R(1), R(2)) pairs for the non-realizable and realizable
case accordingly.

Theorem 3.3. Suppose P is an unknown Gaussian
distribution. Given n i.i.d. samples drawn from P . For
any small ε > 0, if n = o(d2/ε2), no algorithm returns

a directed tree T̂ such that

DKL(P ∥ P
T̂

) f min
T ∈T

DKL(P ∥ PT ) + ε

with probability at least 2/3.

Theorem 3.4. Suppose P is an unknown Gaussian
distribution such that there exists a directed tree T ∗

that P is T ∗-structured, i.e. P = PT ∗ . Given n i.i.d.
samples drawn from P . For any small ε > 0, if n =
o(d/ε), no algorithm returns a directed tree T̂ such that

DKL(P ∥ P
T̂

) f ε

with probability at least 2/3.

4 OPTIMAL FAITHFUL TREE

LEARNING

In the preceding section, we learned a tree-structured
distribution under the KL distance, without concern
for the learned tree structure. This viewpoint primarily
pertains to distribution learning. This section adopts an
different approach, emphasizing the aspect of structure
learning. Specifically, we assume the underlying graph
structure is indeed a tree, more generally, a polytree.
We introduce an estimator based on the classic PC
algorithm (Spirtes and Glymour, 1991) and analyze
its sample complexity under faithfulness. Crucially,
we provide a matching lower bound to conclude the
minimax optimality of the algorithm, which offers in-
sights into the difficulty of structure learning under
faithfulness.

4.1 Tree-Faithfulness

As alluded to in Section 2, the tree structure allows us
to relax the usual notion of faithfulness:

Definition 4.1 (Tree-faithfulness). We say distribu-
tion P is tree-faithful to a polytree T if
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1. For any two nodes connected Xj − Xk, we have
Xk ̸§§ Xj |Xℓ for all ℓ ∈ V ∪ {∅} \ {k, j};

2. For any v-structure Xk → Xℓ ← Xj, we have
Xk ̸§§ Xj |Xℓ.

Tree-faithfulness comprises two components, each cor-
responding to adjacency-faithfulness and orientation-
faithfulness respectively in restricted faithfulness
(cf. Definition 2.2). In comparison to adjacency-
faithfulness, tree-faithfulness solely requires conditional
dependence for neighbouring nodes with conditioning
sets of size at most one. Likewise, compared to orien-
tation faithfulness, tree-faithfulness only needs condi-
tional dependence for v-structures given the the collider.
Let Ä(Xj , Xk |Xℓ) be the conditional correlation coeffi-
cient between Xk and Xj given Xℓ. As usual, in order
to establish uniform, finite-sample results, we need the
following concept of c-strong tree-faithfulness:

Definition 4.2 (c-strong tree-faithfulness). We say
that P is c-strong tree-faithful to a polytree T if

1. For any two nodes connected Xj − Xk, we have
Ä(Xk, Xj |Xℓ) g c for ℓ ∈ V ∪ {∅} \ {k, j};

2. For any v-structure Xk → Xℓ ← Xj, we have
Ä(Xk, Xj |Xℓ) g c.

Under strong tree-faithfulness, we can now establish
how the sample complexity depends on both the di-
mension d and the signal strength c.

4.2 Structure Learning Upper Bounds

We develop the PC-Tree algorithm for learning poly-
trees as a modification to the classic PC algorithm,
outlined in Algorithm 2, effectively identifying the
polytree’s skeleton. An important by-product is the
separation set resulted from the CI testing, which is
used to obtain the CPDAG by applying an ORIENT step
(Algorithm 3) as in the original PC algorithm.

In contrast to the original PC algorithm, PC-Tree dis-
tinguishes itself in two key aspects. Firstly, when as-
sessing the presence of an edge between any two nodes,
instead of exploring all potential conditioning sets,
PC-Tree simplifies the process by exclusively testing
marginal independence and conditional independence
given only one other node. Furthermore, a notable de-
parture from the original PC algorithm is that PC-Tree

combines marginal independence tests and conditional
independence tests, as opposed to ignoring the latter
once marginal independence is established. PC-Tree

will rely on sample (conditional) correlation coefficient
for all the (conditional) independence tests when run-
ning the algorithm, see more details in Appendix C.1.

Algorithm 2: PC-Tree algorithm

1 Input: n i.i.d. samples (X
(i)
1 , . . . , X

(i)
d )

1. Let Ê = ∅.

2. For each pair (j, k), 0 f j < k f d:

(a) For all ℓ ∈ [d] ∪ {∅} \ {j, k}:
i. Test H0 : Xj §§ Xk |Xℓ vs.

H1 : Xj ̸§§ Xk |Xℓ, store the results.

(b) If all tests reject, then Ê ← Ê ∪ {j − k}.
(c) Else (if some test accepts), let S(j, k) = {ℓ ∈

[d] ∪ {∅} \ {j, k} : Xj §§ Xk |Xℓ}.

Output: T̂ = ([d], Ê), separation set S.

Now we are ready to provide the sample complexity
of PC-Tree in the following theorem, whose proof is
postponed to Appendix C.2 and C.3.

Theorem 4.3. For any T ∈ T̃ , assuming P is c-strong
tree-faithful to T , applying Algorithm 2 with sample
correlation for CI testing, if the sample size

n ≳
1

c2

(
log d + log(1/¶)

)
,

then Pr(T̂ = sk(T )) g 1− ¶, and Pr(Orient(T̂ , S) =
T ) g 1− ¶

We may compare this upper bound (log d)/c2 with some
of existing results on structure learning. Compared to
learning equal variance general DAGs (Gao et al., 2022)
with optimal rates being q log(d/q), tree structure sim-
plifies the problem by removing the factor of in-degree
q. As against recovering undirected graph in MRF
(Misra et al., 2020), whose optimal sample complexity
is (s log d)/»2, we are able to improve the rate by the
maximum degree s. Moreover, considering directed
trees T ∈ T ¢ T̃ , Lemma A.1 shows c to be a constant
under mild assumption on the parametrization of (2.2),
which assures possible concern of dependence on c.

4.3 Structure Learning Lower Bounds

Having provided the sample complexity upper bound,
we continue to derive a matching lower bound:

Theorem 4.4. Assuming c-strong tree-faithfulness,
and c2 f 1/5, d g 4, if the sample size is bounded as

n f 1− 2¶

8
× log d

c2
,

then for any estimator T̂ for T ,

inf
T̂

sup
T ∈T̃

P is c-strong
tree-faithful to T

Pr(T̂ ̸= T ) g ¶ − log 2

log d
.
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The lower bound in Theorem 4.4 implies the optimal
sample complexity is Θ(log d/c2), where the depen-
dence on 1/c2 term characterizes the hardness from
“how (Tree-)faithful” the distribution is; and log d term
comes from the cardinality of all polytrees, which is
much smaller compared to number of all DAGs.

To prove this lower bound, we employee Fano’s inequal-
ity (Yu, 1997) and consider a subclass of T to exploit
the property that any node in directed tree has at
most one parent. This subclass of directed trees has
large enough cardinality by Cayley’s formula of undi-
rected trees. With the parametrization of edge weights
appropriately calibrated, we show the KL divergence
between the distributions consistent with any two in-
stances from the subclass is well controlled, which leads
to the final lower bound. The detailed proof can be
found in Appendix C.4.

Remark 4.5. The optimality results in this section also
extend to directed tree, polyforest and Markov chain.
Since the lower bound is constructed using directed
trees, the optimality applies. For polyforest, which is
essentially polytree but allows for disconnected compo-
nent, PC-Tree algorithm is able to identify the correct
skeleton. On the other hand, polytree is a subclass of
polyforest, thus the lower bound in Theorem 4.4 applies.
For Markov chain, the algorithm is modified to dismiss
marginal independence test, and the lower bound con-
struction considers all Markov chains with the same
way of parametrization as in Theorem 4.4. All these
graphical models share the optimal sample complexity
Θ(log d/c2).

5 EXPERIMENTS

We conduct experiments to verify our findings in struc-
ture learning. For brevity, we report here only the
most difficult setting with d = 100 nodes; full details
on the experiments and additional setups, e.g. when
noise ¸k is not Gaussian, can be found in Appendix D.
We simulated random directed trees and synthetic data
via (2.2). We compare the performance of PC-Tree,
Chow-Liu to PC and GES as classical baselines when
only faithfulness assumed. Though Chow-Liu algo-
rithm aims for distribution learning, it also estimates
the skeleton as a byproduct. Therefore, to make fair
comparison, we evaluate them by the accuracy of skele-
ton of the outputs (of PC-Tree, PC and GES). The
results on average Structural Hamming Distance (SHD)
and the Precise Recovery Rate (PRR) are reported in
Figure 1, where PRR measures the relative frequency
of exact recovery. From the figure, we can see PC-Tree
algorithm does perform the best, especially the signifi-
cantly better result on PRR over the baselines, which
is the main metric we are concerned with and have es-

tablished optimality for. The competitive performance
of Chow-Liu is also noticeable, for which we have not
analyzed under the goal of structure learning, and we
conjecture a similar sample complexity is shared with
PC-Tree.

6 COMPARISON AND DISCUSSION

The literature on distribution learning and structure
learning have largely evolved separate from one another.
An interesting aspect of our results is that they treat
both problems in a unified setting, allowing for an
explicit comparison of these problems.

First, it is clear that the non-realizable setting should
not be compared to structure learning, since in the
former setting there is no structure to speak of. In
the realizable setting, however, it is reasonable to ask
for a comparison. Comparing (1.2) and (1.3), it is
easy to see that there is a phase transition when ε ≍
dc2. Focusing on directed trees for an apple-to-apple
comparison, if the SEM parameters, e.g. ´k, Ã2

k in (2.2)
are bounded, then strong tree-faithfulness holds with
c ≍ 1, see Lemma A.1. In this case, the optimal sample
complexity is log d for structure learning and (d log d)/ε
for distribution learning, which has an additional factor
of d/ε. Thus, as long as ε = o(d), which is typical,
structure learning is easier than distribution learning.

Another interesting scenario arises when εj dc2: Here,
distribution learning is harder, however, we might hope
to learn the structure of T “for free” by first learning the
distribution to within KL accuracy ε. This is because,
as ε goes to zero, P̂ converges to P , which implies we
can use P̂ directly to estimate partial correlations for
structure learning. Then the question boils down to
whether there exists a good estimator of the structure
that exploits P̂ when εj dc2. Lemma A.2 shows that
as long as the estimator is agnostic to P̂ (in the sense

that it treats P̂ as a black-box input), then we must
have at least εj c2. Thus, there is a regime c2 j εj
dc2 where distribution learning does not automatically
imply structure learning, at least in general. It remains
as an interesting open question how small ε must be
for P̂ to be efficiently used for structure learning, or
whether or not there exist specific estimators P̂ that
can be used for structure learning when c2 j εj dc2.

Extending these results beyond the Gaussians we con-
sider here (as well as finite alphabets as in previous
work) is a promising direction for future research. Espe-
cially interesting would be bounds in a non-parametric
setting.
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Figure 1: Performance comparison for PC-Tree, Chow-Liu, PC and GES algorithm evaluated on SHD and PRR.
The red, blue, green, purple lines are for PC-Tree, Chow-Liu, PC and GES respectively.
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A COMPARING STRUCTURE LEARNING AND DISTRIBUTION

LEARNING

Lemma A.1. Suppose T ∈ T and P is parameterized using {´k, Ã2
k}d

k=1 as (2.2) according to T . If there exists
a constant M > 1 such that for any k ∈ [d],

|´kj | ∈ [M−1, M ], ∀´kj ̸= 0

Ã2
k ∈ [M−1, M ] ,

then P is c-strong Tree-faithful to T for some c ≍ 1.

Xj

· · ·

X
(2)
ℓ

Xk

· · ·

X
(4)
ℓ

· · ·

X
(3)
ℓ

Figure 2: Four cases of ℓ to verify for c-strong Tree-faithfulness, indicated by the superscript of Xℓ. The first case
is when ℓ = ∅. The second, third and fourth are when ℓ is the ancestor of j, descendant of j and descendant of k.

Proof of Lemma A.1. Since a directed tree T does not have any v-structures, we only need to verify adjacency
faithfulness in Definition 4.2. For any two nodes connected as j → k, we want to check whether Ä(Xj , Xk |Xℓ) is
lower bounded by some constant for ℓ ∈ V ∪ {∅} \ {j, k}. There are four cases of ℓ to consider, see Figure 2:

• ℓ = ∅: To simplify the notation, we write

Xk = ´k ×Xj + ¸k

with ´k ∈ R and |´k| ∈ [M−1, M ], var(¸k) = Ã2
k. We also write V 2

j := var(Xj) g Ã2
j . Hence,
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Ä(Xj , Xk) =
´kV 2

j√
V 2

j

√
´2

kV 2
j + Ã2

k

=
1√

1 + Ã2
k/´2

kV 2
j

g 1√
1 + Ã2

k/´2
kÃ2

j

≳ 1 .

• ℓ ∈ an(j): Write V 2
j | ℓ = var(Xj |Xℓ) g Ã2

j , hence

Ä(Xj , Xk |Xℓ) =
´kV 2

j | ℓ√
V 2

j | ℓ

√
´2

kV 2
j | ℓ + Ã2

k

g 1√
1 + Ã2

k/´2
kÃ2

j

≳ 1 .

• ℓ ∈ de(j): Suppose the directed path from j to ℓ is j → h1 → h2 → . . .→ hq → ℓ, q can be 0, then we can
write

Xℓ = b1Xj + u1 ,

with

b1 = ´ℓ

q∏

i=1

´hi
, u1 = ¸ℓ + ´ℓ

q∑

i=1

¸hi

q∏

t=i+1

´ht
,

and

¿2
1 := var(u1) = Ã2

ℓ + ´2
ℓ

q∑

i=1

Ã2
hi

q∏

t=i+1

´2
ht
g ´2

ℓ Ã2
h1

q∏

t=2

´2
ht

.

So we have b2
1/¿2

1 f ´2
h1

/Ã2
h1
≍ 1. The covariance among Xj , Xk, Xℓ is

cov(Xj , Xk, Xℓ) =




V 2
j ´kV 2

j b1V 2
j

∗ ´2
kV 2

j + Ã2
k b1´kV 2

j

∗ ∗ b2
1V 2

j + ¿2
1


 .

Then the conditional covariance is

cov(Xj , Xk |Xℓ) ∝
(

¿2
1 ´k¿2

1

∗ ´2
k¿2

1 + Ã2
kb2

1 + Ã2
k¿2

1/V 2
j

)
.

Therefore,

Ä(Xj , Xk |Xℓ) =
1√

1 +
Ã2

k

´2
k

× b2
1

¿2
1

+
Ã2

k

V 2
j

´2
k

≳ 1 .

• ℓ ∈ de(k): Similarly, we can write

Xℓ = b2Xk + u2, var(u2) = ¿2
2 ,

with b2
2/¿2

2 ≲ 1. The covariance among Xj , Xk, Xℓ is

cov(Xj , Xk, Xℓ) =




V 2
j ´kV 2

j b2´kV 2
j

∗ V 2
k b2V 2

k

∗ ∗ b2
2V 2

k + ¿2
2


 .

Then the conditional covariance is

cov(Xj , Xk |Xℓ) ∝
(

b2
2Ã2

kV 2
j + ¿2

2V 2
j ´kV 2

j ¿2
2

∗ ¿2
2V 2

k

)
.

Therefore,

Ä(Xj , Xk |Xℓ) =
1√

(1 +
Ã2

k

´2
k

V 2
j

)(1 +
b2

2

¿2
2
Ã2

k)

≳ 1 .
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In all four cases, Ä(Xj , Xk |Xℓ) ≳ 1, thus c-strong Tree-faithfulness is satisfied with some c ≍ 1.

Lemma A.2. Let A denote some distribution learning algorithm such that given a tree-structured distribution P ,
A takes data from P and outputs P̂ with DKL(P∥P̂ ) f ε. If ε ≳ c2, then for any estimator T̂ (P̂ ) for T using

solely P̂ ,

inf
T̂ (P̂ )

sup
T ∈T

P is c-strong
Tree-faithful to T

sup
A

Pr(T̂ (P̂ ) ̸= T ) = 1 .

Proof. We construct T, T ′ ∈ T with different skeletons, and P, P ′ Markov and strongly faithful to T, T ′ respectively
such that DKL(P∥P ′) ≍ c2. In this way, consider the ground truth to be T and P , and supppose A outputs

P̂ = P ′. Then we have DKL(P∥P̂ ) f ε with ε ≍ c2. While P and P̂ = P ′ correspond to different structures, thus

any estimator using solely P̂ cannot uniformly find the true structure.

It remains to show the construction: Consider T and T ′ as follows:

X2 X3X1

X4 X5 · · · Xd

(a) Tree T

X2 X3 X1

X4 X5 · · · Xd

(b) Tree T
′

Figure 3: Construction for Lemma A.2.

We parameterize P, P ′ as the lower bound construction in Appendix C.4:

Xk = ´Xpa(k) + ¸k ,

where ´ =
√

2c, ¸k ∼ N (0, 1) and Lemma C.5 makes sure they are c-strong tree faithful. Now we only need to
compute the KL divergence:

DKL(P∥P ′) = E
P

log

∏
k P (Xk | pa(k))∏
j P ′(Xj | pa(j))

= E
P

log
P (X3 |X2)P (P2 |X1)P (X1)

P (X1 |X3)P (X3 |X2)P (X2)

= E
P

1

2

(
X2

2 + (X1 − ´X3)2 −X2
1 − (X3 − ´X2)2

)

=
1

2

(
− ´4 + ´6 + 2(´2 + ´4 − ´3)

)

f 2´2 = 4c2 ,

which completes the proof.

B PROOFS OF Section 3

B.1 Preliminaries

We first state some useful lemmas. They are well-known results for the concentration bound on variances and
covariances. For completeness, we provide the proof below.

Lemma B.1 (Guarantees of variance recovery). Suppose X is the random variable of N (0, Ã2) for some Ã > 0.
Let X(1), . . . , X(n) be the i.i.d. samples of X and Ã̂2 be 1

n

∑n
i=1(X(i))2. Then, for any t ∈ (0, 1), we have

|Ã̂2 − Ã2| < tÃ2

with probability 1−O(e−Ω(nt2)).
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Proof. We first show that the probability of Ã̂2 > (1 + t)Ã2 is bounded by e−Ω(nt2) and the other inequality
Ã̂2 < (1− t)Ã2 follows similarly.

Note that

Ã̂2 > (1 + t)Ã2 ô e¼ 1
n

∑
n

i=1
(X(i))2

> e¼(1+t)Ã2

for any ¼ > 0.

By Markov inequality, the probability of Ã̂2 > (1 + t)Ã2 is bounded by

E(e¼ 1
n

∑
n

i=1
(X(i))2

)/e¼(1+t)Ã2

= E(e¼ 1
n

X2

)n

︸ ︷︷ ︸
by i.i.d. assumption

/e¼(1+t)Ã2

. (B.1)

Hence, we need to bound the term E(e¼ 1
n

X2

).

E(e¼ 1
n

X2

) =

∫ ∞

−∞

1√
2ÃÃ2

e¼ 1
n

x2

e− 1
2σ2 x2

dx =
1√

1− 2Ã2¼
n

as long as
1

2Ã2
− ¼

n
> 0

Moreover, using the inequality 1√
1−x
f e

1
2 x+x2

for x < 1
2 , we have

E(e¼ 1
n

X2

) f e
σ2λ

n
+ 4σ4λ2

n2 as long as
2Ã2¼

n
<

1

2
(B.2)

Plugging (B.2) into (B.1), the probability of Ã̂2 > (1 + t)Ã2 is bounded by

(e
σ2λ

n
+ 4σ4λ2

n2 )n/e¼(1+t)Ã2

= e− 4σ4λ2

n
+¼tÃ2

= e− 4σ4

n
(¼− nt

8σ2 )2+ nt2

16

and, by taking ¼ = nt
8Ã2 , it becomes e− nt2

16 .

Lemma B.2 (Guarantees of correlation coefficient recovery). Suppose (X, Y ) is the random variable of N (0, Σ)

for some positive definite Σ =

[
Ã2

x Äxy

Äxy Ã2
y

]
. Let (X(1), Y (1)), . . . , (X(n), Y (n)) be the i.i.d. samples of (X, Y ) and

Ä̂xy be 1
n

∑n
i=1 X(i)Y (i). Then, for any t ∈ (0, 1), we have

|Ä̂xy − Äxy| < tÃxÃy

with probability 1−O(e−Ω(nt2)).

Proof. We first show that the probability of Ä̂xy > Äxy + tÃxÃy is bounded by e−Ω(nt2) and the other inequality
Ä̂xy < Ä− tÃxÃy follows similarly.

Note that

Ä̂xy > Äxy + tÃxÃy ô e¼ 1
n

∑
n

i=1
X(i)Y (i)

> e¼(Äxy+tÃxÃy) for any ¼ > 0.

By Markov inequality, the probability of Ä̂xy > Äxy + tÃxÃy is bounded by

E(e¼ 1
n

∑
n

i=1
X(i)Y (i)

)/e¼(Äxy+tÃxÃy) = E(e¼ 1
n

XY )n

︸ ︷︷ ︸
by i.i.d. assumption

/e¼(Äxy+tÃxÃy). (B.3)

Hence, we need to bound the term E(e¼ 1
n

XY ).

E(e¼ 1
n

XY ) =

∫ ∞

−∞

∫ ∞

−∞

1√
(2Ã)2(Ã2

xÃ2
y − Ä2

xy)
e¼ 1

n
xye

− 1

2(σ2
xσ2

y−ρ2
xy)

(Ã2
yx2−2Äxyxy+Ã2

xy2)
dxdy

=
1√

1− 2Äxy¼
n − ¼2∆

n2

as long as Ã2
xÃ2

y > (Äxy +
¼∆

n
)2 where ∆ = Ã2

xÃ2
y − Ä2

xy
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Moreover, using the inequality 1√
1−x
f e

1
2 x+x2

for x < 1
2 , we have

E(e¼ 1
n

XY ) f e
1
2 (

2ρxyλ

n
+ λ2∆

n2 )+(
2ρxyλ

n
+ λ2∆

n2 )2

as long as
2Äxy¼

n
+

¼2∆

n2
<

1

2

f e
ρxyλ

n
+

λ2σ2
xσ2

y

2n2 +(
2σxσyλ

n
+

λ2σ2
xσ2

y

n2 )2

using Äxy f ÃxÃy and ∆ f Ã2
xÃ2

y

f e
ρxyλ

n
+

19λ2σ2
xσ2

y

2n2 as long as
¼ÃxÃy

n
< 1 (B.4)

Plugging (B.4) into (B.3), the probability of Ä̂xy > Äxy + tÃxÃy is bounded by

(e
ρxyλ

n
+

19λ2σ2
xσ2

y

2n2 )n/e¼(Äxy+tÃxÃy) = e− 19σ2
xσ2

y
2n

¼2+tÃxÃy¼ = e
− 19σ2

xσ2
y

2n
(¼− tn

19σxσy
)2+ t2n

38

and, by taking ¼ = tn
19ÃxÃy

, it becomes e− t2n
38 .

Corollary B.3. Suppose (X1, . . . , Xd) is the random variable of N (0, Σ) for some positive definite Σ where

Äij := Σij and Ã2
i := Σii for i, j = 1, . . . , d. Let (X

(1)
1 , . . . , X

(1)
d ), . . . , (X

(n)
1 , . . . , X

(n)
d ) be the i.i.d. samples of

(X1, . . . , Xd) and

Ä̂jk =
1

n

n∑

i=1

X
(i)
j X

(i)
k and Ã̂2

j =
1

n

n∑

i=1

(X
(i)
j )2.

Then, when n = Θ( 1
t2 log d

¶ ), we have, for all j, k = 1, . . . , d,

|Ä̂jk − Äjk| f tÃjÃk and |Ã̂2
j − Ã2

j | f tÃ2
j

with probability 1− ¶.

B.2 Conditional Mutual Information Tester

In this subsection, we define the conditional mutual information tester used in our main algorithm.

Suppose (X, Y, Z) is the random variable of N (0, Σ) for some positive definite Σ =




Ã2
x Äxy Äxz

Äxy Ã2
y Äyz

Äxz Äxy Ã2
z


. WLOG,

we can express (X, Y, Z) as

Y = ´xyX + ¸y

Z = µxzX + µyzY + ¸z

for some random variables ¸y, ¸z where

´xy =
Äxy

Ã2
x

and

[
µxz

µyz

]
=

[
Ã2

x Äxy

Äxy Ã2
y

]−1 [
Äxz

Äyz

]
.

Let Ã2
y|x be E(¸2

y) and Ã2
z|x,y be E(¸2

z). Recall that the mutual information I(X; Y ) and the conditional mutual

information I(Y ; Z | X) are defined (equivalently) as

I(X; Y ) :=
1

2
log(1 +

´2
xyÃ2

x

Ã2
y|x

) and I(Y ; Z | X) :=
1

2
log(1 +

µ2
yzÃ2

y|x
Ã2

z|x,y

)

Let (X(1), Y (1), Z(1)), . . . , (X(n), Y (n), Z(n)) be the i.i.d. samples of (X, Y, Z). Then we define the empirical

mutual information Î(X; Y ) and the empirical mutual information Î(Y ; Z | X) to be

Î(X; Y ) :=
1

2
log(1 +

̂́2
xyÃ̂2

x

Ã̂2
y|x

) and Î(Y ; Z | X) :=
1

2
log(1 +

µ̂2
yzÃ̂2

y|x
Ã̂2

z|x,y

) (B.5)
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where the ·̂ mark indicates the empirical version of the quantity. Namely,





Ã̂2
x := 1

n

∑n
i=1(X(i))2, Ã̂2

y := 1
n

∑n
i=1(Y (i))2, Ã̂2

z := 1
n

∑n
i=1(Z(i))2,

Ä̂xy := 1
n

∑n
i=1 X(i)Y (i), Ä̂xz := 1

n

∑n
i=1 X(i)Z(i), Ä̂yz := 1

n

∑n
i=1 Y (i)Z(i),

̂́
xy :=

Ä̂xy

Ã̂2
x

,

[
µ̂xz

µ̂yz

]
:=

[
Ã̂2

x Ä̂xy

Ä̂xy Ã̂2
y

]−1 [
Ä̂xz

Ä̂yz

]
,

Ã̂2
y|x := Ã̂2

y − ̂́2
xyÃ̂2

x and Ã̂2
z|x,y := Ã̂2

z − µ̂2
xzÃ̂2

x − µ̂2
yzÃ̂2

y|x.

(B.6)

Note that the above quantities depend on the samples but we will not emphasize it if the set of samples is clear
in the context. Also, it is known that, by the chain rule of mutual information,

I(X; Y )− I(X; Z) = I(X; Y | Z)− I(X; Z | Y ) (B.7)

Î(X; Y )− Î(X; Z) = Î(X; Y | Z)− Î(X; Z | Y ). (B.8)

From now on, when we have a d-dimensional random variable (X1, . . . , Xd), we abuse the notations defined in
(B.6) by replacing x, y, z with i, j, k for i, j, k = 1, . . . , d.

Lemma B.4. Suppose (X1, . . . , Xd) is the random variable of N (0, Σ) for some positive definite Σ where Äij := Σij

and Ã2
i := Σii for i, j = 1, . . . , d. Let (X

(1)
1 , . . . , X

(1)
d ), . . . , (X

(n)
1 , . . . , X

(n)
d ) be the i.i.d. samples of (X1, . . . , Xd)

and µ̂ij , Ã̂i|j , Ã̂i|j,k be the quantities defined in (B.6) for i, j, k = 1, . . . , d. Then, when n = Θ( 1
t2 log d

¶ ), we have,
for all i, j, k = 1, . . . , d,

|µ̂ij − µij | < t
Ãj|i,k
Ãi|k

, |Ã̂2
i|j − Ã2

i|j | < tÃ2
i|j and |Ã̂2

i|j,k − Ã2
i|j,k| < tÃ2

i|j,k

with probability 1− ¶.

Proof. By using Corollary B.3 and the definition in (B.6), it can be done by a straightforward calculation.

Theorem B.5 (Conditional Mutual Information Tester). Suppose (X1, . . . , Xd) is the random variable of N (0, Σ)

for some positive definite Σ. Let (X
(1)
1 , . . . , X

(1)
d ), . . . , (X

(n)
1 , . . . , X

(n)
d ) be the i.i.d. samples of (X1, . . . , Xd) For

any sufficiently small ε, ¶ > 0, if

n = Θ(
1

ε
log

d

¶
),

the following results hold for all i, j, k = 1, . . . , d with probability 1− ¶:

1. If I(Xi; Xj | Xk) = 0, then Î(Xi; Xj | Xk) f ε
100 .

2. If I(Xi; Xj | Xk) g ε, then Î(Xi; Xj | Xk) > 1
20 I(Xi; Xj | Xk)− ε

40 .

Combining these two cases, we have

Î(Xi; Xj | Xk) >
1

20
I(Xi; Xj | Xk)− ε

40
.

Proof. By Lemma B.4, with Θ( 1
ε log d

¶ ), we have the following properties for all i, j, k = 1, . . . , d with probability
1− ¶:

|µ̂ij − µij | <
√

ε

100

Ãj|i,k
Ãi|k

, |Ã̂2
i|j − Ã2

i|j | <
√

ε

100
Ã2

i|j and |Ã̂2
i|j,k − Ã2

i|j,k| <
√

ε

100
Ã2

i|j,k (B.9)

We express

Î(Xi; Xj | Xk) =
1

2
log

(
1 + µ̂2

ij

Ã̂2
i|k

Ã̂2
j|i,k

)
=

1

2
log

(
1 + µ̂2

ij

Ã2
i|k

Ã2
j|i,k
·

Ã̂2
i|k

Ã2
i|k
·

Ã2
j|i,k

Ã̂2
j|i,k

)
(B.10)
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We bound each term µ̂2
ij

Ã2
i|k

Ã2
j|i,k

,
Ã̂2

i|k

Ã2
i|k

and
Ã2

j|i,k

Ã̂2
j|i,k

for the cases of I(Xi; Xj | Xk) = 0 and I(Xi; Xj | Xk) g ε.

We first prove if I(Xi; Xj | Xk) = 0 then Î(Xi; Xj | Xk) f ε
100 . Since I(Xi; Xj | Xk) = 0, it means that Xi and

Xj are independent conditioned on Xk and hence µij = 0. We have µ̂2
ij

Ã2
i|k

Ã2
j|i,k

f ε
100 . For the term

Ã̂2
i|k

Ã2
i|k

, we have

Ã̂2
i|k

Ã2
i|k

f 1 +
√

ε
100 by (B.9). For the term

Ã2
j|i,k

Ã̂2
j|i,k

, we have
Ã2

j|i,k

Ã̂2
j|i,k

f 1

1−
√

ε

100

by (B.9). Plugging these three inequalities

into (B.10), we have

Î(Xi; Xj | Xk) =
1

2
log

(
1 + µ̂2

ij

Ã2
i|k

Ã2
j|i,k
·

Ã̂2
i|k

Ã2
i|k
·

Ã2
j|i,k

Ã̂2
j|i,k

)
f 1

2
log

(
1 +

ε

100
· 1 +

√
ε

100

1−
√

ε
100

)
f ε

100

for any sufficiently small ε > 0.

We now prove if I(Xi; Xj | Xk) g ε, then Î(Xi; Xj | Xk) > 1
20 I(Xi; Xj | Xk) − ε

40 . Since I(Xi; Xj | Xk) g ε,

it means that I(Xi; Xj | Xk) = 1
2 log(1 + µ2

ij

Ã2
i|k

Ã2
j|i,k

) g ε and hence µ2
ij

Ã2
i|k

Ã2
j|i,k

g e2ε − 1 g 2ε. We have µ̂2
ij

Ã2
i|k

Ã2
j|i,k

g

µ2
ij

Ã2
i|k

Ã2
j|i,k

−
√

ε
100 g 0. For the term

Ã̂2
i|k

Ã2
i|k

, we have
Ã̂2

i|k

Ã2
i|k

g 1−
√

ε
100 by (B.9). For the term

Ã2
j|i,k

Ã̂2
j|i,k

, we have
Ã2

j|i,k

Ã̂2
j|i,k

g 1

1+
√

ε

100

by (B.9). Plugging these three inequalities into (B.10), we have

Î(Xi; Xj | Xk) =
1

2
log

(
1 + µ̂2

ij

Ã2
i|k

Ã2
j|i,k
·

Ã̂2
i|k

Ã2
i|k
·

Ã2
j|i,k

Ã̂2
j|i,k

)
g 1

2
log

(
1 +

(
µ2

ij

Ã2
i|k

Ã2
j|i,k
−
√

ε

100

)2

· 1−
√

ε
100

1 +
√

ε
100

)
.

Note that, for any a, b, we have (a− b)2 g 1
2 a2 − b2 which implies the term

(
µ2

ij

Ã2
i|k

Ã2
j|i,k

−
√

ε
100

)2

is larger than

1
2 µ2

ij

Ã2
i|k

Ã2
j|i,k

− ε
100 . Namely, we have

Î(Xi; Xj | Xk) g 1

2
log

(
1 +

(
1

2
µ2

ij

Ã2
i|k

Ã2
j|i,k
− ε

100

)
· 1−

√
ε

100

1 +
√

ε
100

)

g 1

2
log

(
1 +

1

3
µ2

ij

Ã2
i|k

Ã2
j|i,k
− ε

100

)

g 1

2
log

(
1 +

1

3
µ2

ij

Ã2
i|k

Ã2
j|i,k

)
− ε

40

for any sufficiently small ε > 0. Note that, for any a > 0, log(1 + 1
3 a) g 1

10 log(1 + a). Namely, we have

Î(Xi; Xj | Xk) g 1

2
log

(
1 +

1

3
µ2

ij

Ã2
i|k

Ã2
j|i,k

)
− ε

40
g 1

20
log

(
1 + µ2

ij

Ã2
i|k

Ã2
j|i,k

)
− ε

40
=

1

20
I(Xi; Xj | Xk)− ε

40
.

B.3 Distribution Learning Upper Bounds

In this subsection, we give the formal proof of the upper bounds on the sample complexity for distribution
learning in the non-realizable setting Theorem 3.1 and realizable setting Theorem 3.2:

B.3.1 Non-realizable Case

Theorem 3.1. Let P be a Gaussian distribution. Given n i.i.d. samples from P , for any ε, ¶ > 0, if n ≳ d2

ε2 log d
¶ ,

then T̂ returned by Algorithm 1 satisfies

DKL(P ∥ P
T̂

) f min
T ∈T

DKL(P ∥ PT ) + ε,

with probability at least 1− ¶.
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Proof. Let T ∗ be arg minT ∈T DKL(P ∥ PT ). By (3.1), we express DKL(P ∥ P
T̂

)−DKL(P ∥ PT ∗) as

DKL(P ∥ P
T̂

)−DKL(P ∥ PT ∗) = −
∑

(W,Z)∈T̂

I(W ; Z) +
∑

(X,Y )∈T ∗

I(X; Y )

Since T̂ is the output of Algorithm 1, we have
∑

(X,Y )∈T ∗

Î(X; Y )−
∑

(W,Z)∈T̂

Î(W ; Z) f 0.

Hence, we have

DKL(P ∥ P
T̂

)−DKL(P ∥ PT ∗)

f
∑

(W,Z)∈T̂

Î(W ; Z)−
∑

(W,Z)∈T̂

I(W ; Z) +
∑

(X,Y )∈T ∗

I(X; Y )−
∑

(X,Y )∈T ∗

Î(X; Y )

By the definition in (B.5) and Corollary B.3, we can show that each |Î(X, Y )− I(X, Y )| < ε
d for all (X, Y ) using

O( d2

ε2 log d
¶ ) samples. Therefore, we have

DKL(P ∥ P
T̂

)−DKL(P ∥ PT ∗) < ε.

B.3.2 Realizable Case

Fact B.6 ((Bhattacharyya et al., 2023)). Let T1 and T2 be two spanning trees on d vertices such that their
symmetric difference consists of the edges E = {e1, e2, . . . , el} ∈ T1 \ T2 and F = {f1, f2, . . . , fl} ∈ T2 \ T1. Then
E and F can be paired up, say ïei, fið, such that for all i, T1 ∪ {fi} \ {ei} is a spanning tree.

Theorem 3.2. Let T ∗ be a directed tree and PT ∗ be a T ∗-structured Gaussian. Given n i.i.d. samples from PT ∗ ,
for any ε, ¶ > 0, if n ≳ d

ε log d
¶ , then T̂ returned by Algorithm 1 satisfies

DKL(PT ∗ ∥ P
T̂

) f ε,

with probability at least 1− ¶.

Proof. We first consider the edge difference between T̂ and T ∗. By Fact B.6, we can pair up the edges in T̂\T ∗

with the edges in T ∗\T̂ such that T ∗ ∪ {(W, Z)}\{(X, Y )} is also a spanning tree for any (W, Z) ∈ T̂\T ∗ and

(X, Y ) ∈ T ∗\T̂ . Let T̂\T ∗ be {(W1, Z1), . . . , (Wk, Zk)} and T ∗\T̂ be {(X1, Y1), . . . , (Xk, Yk)} such that (Wi, Zi)
pairs up with (Xi, Yi) for i = 1, . . . , k. Because of that, there exists a path in T ∗ from Wi to Zi containing Xi

and Yi. Without loss of generality, we assume that the order of them is Wi ⇝ Xi −− Yi ⇝ Zi in T ∗.

Since T̂ is the output of Algorithm 1, we have

k∑

i=1

Î(Xi; Yi)−
k∑

i=1

Î(Wi; Zi) f 0

by the definition of the maximal spanning tree. We first expand the LHS as

k∑

i=1

Î(Xi, Yi)−
k∑

i=1

Î(Wi, Zi) =

k∑

i=1

(
Î(Xi, Yi)− Î(Xi; Zi) + Î(Xi; Zi)− Î(Wi; Zi)

)

=

k∑

i=1

(
Î(Xi; Yi | Zi)− Î(Xi; Zi | Yi) + Î(Xi; Zi |Wi)− Î(Wi; Zi | Xi)

)
by (B.8)

=
k∑

i=1

(
Î(Xi; Yi | Zi) + Î(Xi; Zi |Wi)

)

︸ ︷︷ ︸
:=A

−
k∑

i=1

(
Î(Xi; Zi | Yi) + Î(Wi; Zi | Xi)

)

︸ ︷︷ ︸
:=B

.
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In other words, we have A f B.

Recall that there exists a path Wi ⇝ Xi −− Yi ⇝ Zi in T ∗ and hence (Xi, Zi) /∈ T ∗ which further implies
I(Xi; Zi | Yi) = 0. Similarly, we have I(Wi; Zi | Xi) = 0. By Theorem B.5 with Θ( 1

ε′ log d
¶ ) samples, we have

Î(Xi; Zi | Yi) f ε′/100 and Î(Wi; Zi | Xi) f ε′/100 for all i = 1, . . . , k.

Plugging them into each term in B, we can bound B by 2k · ε′/100 f dε′/50. Namely, we have

A =

k∑

i=1

(
Î(Xi; Yi | Zi) + Î(Xi; Zi |Wi)

)
f dε′/50.

By Theorem B.5 with Θ( 1
ε′ log d

¶ ) samples, we have

1

20
I(Xi; Yi | Zi)−

ε′

40
f Î(Xi; Yi | Zi) and

1

20
I(Xi; Zi |Wi)−

ε′

40
f Î(Xi; Zi |Wi)

for all i = 1, . . . , k. In other words,

A g 1

20

k∑

i=1

(I(Xi; Yi | Zi) + I(Xi; Zi |Wi))−
dε′

40

or

k∑

i=1

(I(Xi; Yi | Zi) + I(Xi; Zi |Wi)) f
9dε′

10
(B.11)

Now, we can bound DKL(PT ∗ ∥ P
T̂

). We express it as

DKL(PT ∗ ∥ P
T̂

) =

k∑

i=1

I(Xi; Yi)−
k∑

i=1

I(Wi; Zi) =

k∑

i=1

(I(Xi; Yi)− I(Xi; Zi) + I(Xi; Zi)− I(Wi; Zi))

=

k∑

i=1

(I(Xi; Yi | Zi)− I(Xi; Zi | Yi) + I(Xi; Zi |Wi)− I(Wi; Zi | Xi)) by (B.7)

Recall that we have I(Xi; Zi | Yi) = 0 and I(Wi; Zi | Xi) = 0. Combining with (B.11), we have

DKL(PT ∗ ∥ P
T̂

) f 9dε′

10

with probability at least 1− ¶. By picking ε′ = 10ε
9d , we conclude our result.

B.4 Distribution Learning Lower Bounds

To show the lower bounds, our main idea is to reduce Problem B.7 defined below to our problem.

Problem B.7. Suppose R(1) and R(2) are two distributions such that DKL(R(1) ∥ R(2)) f ¶. Let P be a
distribution on m variables where each variable is distributed as either R(1) or R(2) uniformly and independently.
We are given n i.i.d. samples drawn from a distribution P . Our task is to determine which distribution the
samples are drawn from correctly for at least 51m/100 variables. Formally, we define

R := {(R1, . . . , Rm) | Ri ∈ {R(1), R(2)}}.

We pick a distribution uniformly from R and let P = (R∗
1, . . . , R∗

m) be this distribution. Then, our goal is to design

an algorithm that takes n i.i.d. samples drawn from P as input and returns (R̂1, . . . , R̂m) such that R̂i = R∗
i for

at least 51m/100 of {1, . . . , m}.
Fact B.8. By the standard information-theoretic lower bounds, if n = o( 1

¶ ), then no algorithm can solve
Problem B.7 with probability 2/3.
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Y

H +N (0, 1)

H N (0, 1)

Z

H +N (0, 1)

X(1 + ε)H +N (0, 1)

(a) R
(1)

Y(1 + ε)H +N (0, 1) H N (0, 1)

Z

H +N (0, 1)

XH +N (0, 1)

(b) R
(2)

Figure 4: The Ω(1/ε2) bound in the non-realizable setting. The underlying graph is represented with solid lines,
while the best estimated tree structure is depicted with dashed lines.

B.4.1 Non-realizable Case

We define two distributions Q(1), Q(2) as follows.

Q(1) =





H ∼ N (0, 1)

X ∼ (1 + ε)H +N (0, 1)

Y ∼ H +N (0, 1)

Z ∼ H +N (0, 1)

and Q(2) =





H ∼ N (0, 1)

X ∼ H +N (0, 1)

Y ∼ (1 + ε)H +N (0, 1)

Z ∼ H +N (0, 1)

(B.12)

Also, we define R(1), R(2) to be the corresponding marginal distributions on (X, Y, Z).

Lemma B.9. Suppose R∗ is one of R(1) and R(2) defined in (B.12). For any small ε > 0, if a direct tree T̂
satisfies

DKL(R∗ ∥ R∗
T̂

) f min
T

DKL(R∗ ∥ R∗
T ) +

ε

100
(B.13)

and R̂ = arg minR∈{R(1),R(2)} DKL(R ∥ R
T̂

), then R̂ = R∗.

Proof. Since there are three variables, there are only three possible tree structures: T1 = Y −X−Z, T2 = X−Y −Z
and T3 = X − Z − Y . Recall that, by (3.1), we have

DKL(R(1) ∥ R
(1)
T2

)−DKL(R(1) ∥ R
(1)
T1

) = I(X; Z)− I(Y ; Z) g ε

50
by a straightforward calculation (B.14)

and, similarly, we also have

DKL(R(1) ∥ R
(1)
T3

)−DKL(R(1) ∥ R
(1)
T1

) g ε

50
(B.15)

DKL(R(2) ∥ R
(2)
T1

)−DKL(R(2) ∥ R
(2)
T2

) g ε

50
(B.16)

DKL(R(2) ∥ R
(2)
T3

)−DKL(R(2) ∥ R
(2)
T2

) g ε

50
(B.17)

By (B.13), (B.15) and (B.17), we have T̂ ≠ T3. Namely, T̂ is either T1 or T2 (WLOG, say T1). By (B.13) and
(B.16), we have R∗ = R(1). By (B.14), we have

DKL(R(1) ∥ R
(1)
T1

) f DKL(R(1) ∥ R
(1)
T2

)− ε

50
< DKL(R(1) ∥ R

(1)
T2

) = DKL(R(2) ∥ R
(2)
T1

)
︸ ︷︷ ︸

by symmetry

.

Hence, R̂ = R(1) = R∗ by the definition of R̂.
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X

N (0, 1)

Y

(1−√ε)X +
√

εN (0, 1)

Z

1
2 X + 1

2N (0, 1)

(a) R
(1)

X

N (0, 1)

Y

(1−√ε)X +
√

εN (0, 1)

Z

1
2 Y + 1

2N (0, 1)

(b) R
(2)

Figure 5: Realizable setting

Theorem 3.3. Suppose P is an unknown Gaussian distribution. Given n i.i.d. samples drawn from P . For any
small ε > 0, if n = o(d2/ε2), no algorithm returns a directed tree T̂ such that

DKL(P ∥ P
T̂

) f min
T ∈T

DKL(P ∥ PT ) + ε

with probability at least 2/3.

Proof. We will prove the statement by reducing Problem B.7 to our problem. We first split the d variables into
m = d/3 groups of 3 variables and for each group we select R(1) or R(2) defined in (B.12) (replacing ε with ε/d)
uniformly and independently and notice that DKL(R(1) ∥ R(2)) = O(ε2/d2) by a straightforward calculation. By

Fact B.8, it implies that if n = o( d2

ε2 ) then no algorithm can determine which distribution the samples are drawn
from correctly for at least 51m/100 groups with probability 2

3 .

Suppose there is an algorithm that takes these n i.i.d. samples as input and returns a directed tree T̂ such that

DKL(P ∥ P
T̂

) f min
T ∈T

DKL(P ∥ PT ) + ε (B.18)

with probability 2
3 . If we manage to show that we can use T̂ to determine which distribution the samples are

drawn from correctly for 51m/100 groups then it implies n = Ω( d2

ε2 ).

We construct the reduction as follows. For the i-th group of variables, we consider its subtree T̂i of T̂ and declare
R̂i to be the distribution for this group where R̂i is defined to be arg minR∈{R(1),R(2)} DKL(R ∥ R

T̂i
). To see the

correctness, we have the following. Since each group is independent, (B.18) can be decomposed into

m∑

i=1

DKL(Pi ∥ (Pi)T̂i
) f

m∑

i=1

min
Ti

DKL(Pi ∥ (Pi)Ti
) + ε

where Pi is the random pick of R(1) or R(2) for the i-th group. Therefore, at least 51m/100 of the terms

DKL(Pi ∥ (Pi)T̂i
) −minTi

DKL(Pi ∥ (Pi)Ti
) f 10ε

m . By Lemma B.9, for these 51m/100 groups, R̂i is correctly

determined, i.e. R̂i = Pi and hence the reduction is completed.

B.4.2 Realizable Case

We define two distributions R(1), R(2) as follows.

R(1) =





X ∼ N (0, 1)

Y ∼ (1−√ε)X +
√

εN (0, 1)

Z ∼ 1
2 X + 1

2N (0, 1)

and R(2) =





X ∼ N (0, 1)

Y ∼ (1−√ε)X +
√

εN (0, 1)

Z ∼ 1
2 Y + 1

2N (0, 1)

(B.19)

Namely, the underlying graph for R(1) is Y < −X− > Z and the underlying graph for R(2) is X− > Y− > Z.
Both have X− > Y and the only difference is Z.
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Lemma B.10. Suppose R∗ is one of R(1) and R(2) defined in (B.19). For any small ε > 0, if a direct tree T̂
satisfies

DKL(R∗ ∥ R∗
T̂

) f ε

100
(B.20)

and R̂ = arg minR∈{R(1),R(2)} DKL(R ∥ R
T̂

), then R̂ = R∗.

Proof. Since there are three variables, there are only three possible tree structures: T1 = Y −X−Z, T2 = X−Y −Z
and T3 = X − Z − Y . Recall that, by (3.1), we have

DKL(R(1) ∥ R
(1)
T2

)−DKL(R(1) ∥ R
(1)
T1

) = I(X; Z)− I(Y ; Z) g ε

50
by a straightforward calculation.

Note that DKL(R(1) ∥ R
(1)
T1

) = 0 and hence

DKL(R(1) ∥ R
(1)
T2

) g ε

50
(B.21)

Similarly, we also have

DKL(R(1) ∥ R
(1)
T3

) g Ω(1) g ε

50
(B.22)

DKL(R(2) ∥ R
(2)
T1

) g ε

50
(B.23)

DKL(R(2) ∥ R
(2)
T3

) g Ω(1) g ε

50
(B.24)

By (B.20), (B.22) and (B.24), we have T̂ ̸= T3. Namely, T̂ is either T1 or T2. If T̂ = T1, by (B.20) and (B.23),
we have

DKL(R(2) ∥ R
(2)

T̂
) > DKL(R∗ ∥ R∗

T̂
)

and hence R∗ = R(1). If T̂ = T2, by (B.20) and (B.21), we have

DKL(R(1) ∥ R
(1)

T̂
) > DKL(R∗ ∥ R∗

T̂
)

and hence R∗ = R(2). By the definition of R̂, both cases imply R̂ = R∗.

Theorem 3.4. Suppose P is an unknown Gaussian distribution such that there exists a directed tree T ∗ that P
is T ∗-structured, i.e. P = PT ∗ . Given n i.i.d. samples drawn from P . For any small ε > 0, if n = o(d/ε), no

algorithm returns a directed tree T̂ such that

DKL(P ∥ P
T̂

) f ε

with probability at least 2/3.

Proof. We will prove the statement by reducing Problem B.7 to our problem. We first split the d variables into
m = d/3 groups of 3 variables and for each group we select R(1) or R(2) defined in (B.19) (replacing ε with ε/d)
uniformly and independently and notice that DKL(R(1) ∥ R(2)) = O(ε/d) by a straightforward calculation. By
Fact B.8, it implies that if n = o( d

ε ) then no algorithm can determine which distribution the samples are drawn
from correctly for at least 51m/100 groups with probability 2

3 .

Suppose there is an algorithm that takes these n i.i.d. samples as input and returns a directed tree T̂ such that

DKL(P ∥ P
T̂

) f ε (B.25)

with probability 2
3 . If we manage to show that we can use T̂ to determine which distribution the samples are

drawn from correctly for 51m/100 groups then it implies n = Ω( d
ε ).
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Algorithm 3: Orient algorithm

1 Input: Skeleton T̂ , separation sets S

2 Output: CPDAG T̂ .

1. For all pairs of nonadjacent nodes j, k with common neighbour ℓ:

(a) If ℓ ̸∈ S(j, k), then directize j − ℓ− k in T̂ by j → ℓ← k

2. In the resulting PDAG T̂ , orient as many as possible undirected edges by applying following rules:

• R1 Orient k − ℓ into k → ℓ whenever there is an arrow j → k such that j and ℓ are not adjacent

• R2 Orient j − k into j → k whenever there is a chain j → ℓ→ k

• R3 Orient j − k into j → k whenever there are two chains j − ℓ→ k and j − i→ k such that ℓ and i
are not adjacent

• R4 Orient j − k into j → k whenever there are two chains j − ℓ→ i and ℓ− i→ k such that ℓ and i are
not adjacent

3. Return T̂ as T̂ .

We construct the reduction as follows. For the i-th group of variables, we consider its subtree T̂i of T̂ and declare
R̂i to be the distribution for this group where R̂i is defined to be arg minR∈{R(1),R(2)} DKL(R ∥ R

T̂i
). To see the

correctness, we have the following. Since each group is independent, (B.25) can be decomposed into

m∑

i=1

DKL(Pi ∥ (Pi)T̂i
) f ε

where Pi is the random pick of R(1) or R(2) for the i-th group. Therefore, at least 51m/100 of the terms

DKL(Pi ∥ (Pi)T̂i
) f 10ε

m . By Lemma B.10, for these 51m/100 groups, R̂i is correctly determined, i.e. R̂i = Pi and

hence the reduction is completed.

B.5 Learning Polytrees given Skeleton

In this section, we sketch how to obtain a sample-efficient algorithm for learning bounded-degree gaussian polytrees
by adapting the recent results from (Choo et al., 2023), using the guarantees of the estimator Î, assuming that
the skeleton is known. Let a m-polytree denote a polytree with maximum in-degree m. Our main result in this
section is the following:

Theorem B.11. There exists an algorithm which, given n samples from a gaussian m-polytree P over R
d,

accuracy parameter ε > 0, failure probability ¶, maximum in-degree m, and the explicit description of the ground
truth skeleton of P , outputs a m-polytree P̂ such that DKL(P∥P̂ ) f ε with success probability at least 1− ¶, as
long as:

n g Õ

(
d

ε
log

1

¶

)
.

Moreover, the algorithm runs in time polynomial in n and d.

Note that the guarantee in Theorem B.11 is entirely independent of any faithfulness parameter, in contrast to
Theorem 4.3. The algorithm and its analysis is exactly the same as in Choo et al. (2023), with the only change

being that we use (B.5) for the estimator Î.
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C PROOFS OF Section 4

C.1 Sample Conditional Correlation Coefficient as CI Tester

PC-Tree relies on sample (conditional) correlation coefficient as (conditional) independence tester. Specifically,

denote the sample covariance matrix to be Σ̂ = 1
n

∑n
i=1 X(i)X(i)¦

, for any two nodes j, k ∈ V and any subset
S ¦ V \ {j, k}, which could be ∅, the sample correlation coefficient is defined by

Ä̂jk | S :=
Σ̂jk − Σ̂jSΣ̂−1

SSΣ̂Sk√
(Σ̂jj − Σ̂jSΣ̂−1

SSΣ̂Sj)(Σ̂kk − Σ̂kSΣ̂−1
SSΣ̂Sk)

Then the conditional independence tester for hypothesis H0 : Xj §§ Xk |XS is given by a cutoff on the sample
correlation coefficient:

Output =

{
accept H0 if |Ä̂jk | S | g c/2

reject H0 if |Ä̂jk | S | < c/2
. (C.1)

Here the choice of c/2 is for theoretical purpose. Since correlation coefficient is normalized between [−1, 1], in
practice, the tester can be implemented by choosing a cutoff that is small enough, e.g. 0.05. The analysis of
PC-Tree crucially relies on the following lemma on the estimation error of the sample (conditional) correlation
coefficients:

Lemma C.1. Let X ∈ R
d ∼ N (0, Σ), for any j, k ∈ V and any subset S ¦ V \ {j, k} with |S| f q, ¶ ∈ (0, 1), if

n ≳ q + 1/¶2, then

Pr(|Ä̂jk | S − Äjk | S | g ¶) f exp(−C0(n− q)¶2) ,

for some universal constant C0 > 0.

It is clear to see that as long as the (conditional) correlation coefficients are estimated accurately enough, the CI
tests are correct due to c-strong Tree-faithfulness. Lemma C.1 is more general than needed to analyze PC-Tree

algorithm. Since Lemma C.1 reveals the dependence on the size of conditioning set S, while PC-Tree only requires
|S| f 1.

C.2 Proof of Lemma C.1

Lemma C.1. Let X ∈ R
d ∼ N (0, Σ), for any j, k ∈ V and any subset S ¦ V \ {j, k} with |S| f q, ¶ ∈ (0, 1), if

n ≳ q + 1/¶2, then

Pr(|Ä̂jk | S − Äjk | S | g ¶) f exp(−C0(n− q)¶2) ,

for some universal constant C0 > 0.

Proof. The proof is a combination of the following lemmas. We start with analyzing sample marginal correlation
of bivariate normal distribution, then extend to conditional correlation.

Lemma C.2. Let W = (X, Y ) ∼ N (0, Σ) where Σ =

(
Ã2

X ÃXY

ÃXY Ã2
Y

)
∈ R

2×2, and Ä = ÃXY

ÃX ÃY
. Let the sample

covariance matrix and correlation be

1

n

n∑

ℓ=1

w(ℓ)w(ℓ)¦
=

(
Ã̂2

X Ã̂XY

Ã̂XY Ã̂2
Y

)
, and Ä̂ =

Ã̂XY

Ã̂X Ã̂Y
.

For ¶ ∈ (0, 1), if n ≳ 1/¶2, then

Pr(|Ä̂− Ä| g ¶) f exp(−C0n¶2) ,

for some constant C0 > 0.
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Now look at sample conditional correlation, suppose we want to estimate Äjk | S with |S| = q′ f q. Recall the

sample covariance matrix is Σ̂ = 1
n

∑n
i=1 X(i)X(i)¦

. Denote I = {j, k}, then the estimator is given by 2 × 2
matrix

Σ̂II | S := Σ̂II − Σ̂II,SΣ̂−1
SSΣ̂S,II .

We borrow a classic result regarding the distribution of Σ̂II | S :

Lemma C.3 (Anderson (1958), Theorem 4.3.4). The sample covariance matrix Σ̂II | S is distributed as
1
n

∑n−q′

ℓ=1 u(ℓ)u(ℓ)¦
, where {u(ℓ)}n−q′

ℓ=1 are independently distributed according to N (0, ΣII | S).

Then applying the bivariate result from Lemma C.2 with covariance matrix ΣII | S and sample size n− q′ f n− q
completes the proof.

It remains to prove the lemma used in proof above.

Proof of Lemma C.2. Let ZX = X/ÃX , ZY = Y/ÃY , then ZX , ZY ∼ N (0, 1) and ÄZX ,ZY
= Ä = cov(ZX , ZY ) ∈

[−1, 1]. Denote the corresponding samples to be zX = (z
(1)
X , . . . , z

(n)
X ) and zY = (z

(1)
Y , . . . , z

(n)
Y ), therefore

Ä̂ =
Ã̂XY

Ã̂X Ã̂Y
=

Ã̂XY /(ÃXÃY )

(Ã̂X/ÃX)× (Ã̂Y /ÃY )
=
ïzX , zY ð
∥zX∥∥zY ∥

.

Then the deviation

|Ä̂− Ä| =
∣∣∣∣
ïzX , zY ð
∥zX∥∥zY ∥

− cov(ZX , ZY )

∣∣∣∣

f
∣∣∣∣
ïzX , zY ð/n

∥zX∥∥zY ∥/n
− cov(ZX , ZY )

∥zX∥∥zY ∥/n
+

cov(ZX , ZY )

∥zX∥∥zY ∥/n
− cov(ZX , ZY )

∣∣∣∣

f
∣∣∣∣

1

∥zX∥∥zY ∥/n
− 1

∣∣∣∣
∣∣∣∣ïzX , zY ð/n− cov(ZX , ZY )

∣∣∣∣+

∣∣∣∣ïzX , zY ð/n− cov(ZX , ZY )

∣∣∣∣

+

∣∣∣∣ cov(ZX , ZY )

∣∣∣∣
∣∣∣∣

1

∥zX∥∥zY ∥/n
− 1

∣∣∣∣ .

We apply the following lemma to bound the errors:

Lemma C.4. If (X, Y ) ∼ N
(

0,

(
1 r
r 1

))
for |r| f 1, then the sample variance Ã̂2

X = 1
n

∑n
i=1 X(i)2

, Ã̂2
Y =

1
n

∑n
i=1 Y (i)2

and sample covariance Ã̂XY = 1
n

∑n
i=1 X(i)Y (i) have the following bounds: for · < 1, if n g 2048 log 7

·2 ,
then

Pr(|Ã̂2
X − 1| g ·) f exp(−n·2/16)

Pr(|Ã̂2
Y − 1| g ·) f exp(−n·2/16)

Pr(|Ã̂XY − r| g ·) f exp(−n·2/2048) .

Using Lemma C.4, with probability at least 1− 3 exp(−n·2/2048), we have |∥zX∥2/n− 1| f ·, |∥zY ∥2/n− 1| f ·,
|ïzX , zY ð/n− cov(ZX , ZY )| f ·. Then

∣∣∣∣
1

∥zX∥∥zY ∥/n
− 1

∣∣∣∣ =
|∥zX∥∥zY ∥/n− 1|
∥zX∥∥zY ∥/n

f ·

1− ·
.

Choose · = ¶
3+¶ , then

∣∣∣∣ 1
∥zX ∥∥zY ∥/n − 1

∣∣∣∣ f ¶/3,

∣∣∣∣ïzX , zY ð/n− cov(ZX , ZY )

∣∣∣∣ f ¶/(3 + ¶) f ¶/3. Lastly,

|Ä̂− Ä| f ¶

3
× ¶

3
+

¶

3
+

¶

3
f ¶ ,
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with probability at least

1− 3 exp(−n·2/2048) = 1− exp
(
− n× ¶2

(3 + ¶)2
/2048 + log 3

)

g 1− exp
(
− n× ¶2

16× 2048
+ log 3

)

g 1− exp(−C0n¶2) ,

for some constant C0 > 0 as long as n ≳ 1/¶2.

Proof of Lemma C.4. We only show variance bound for X. Since Ã̂2
X ∼ Ç2

n/n, using the concentration of Ç2

distribution, we have

Pr(|Ã̂2
X − 1| g ·) = Pr(|Ç2

n − n|/n g ·) f exp(−n·2/16) .

Now we show bound for covariance. Since bivariate Gaussian (X, Y ) can be reparameterized by

X = U + W

Y = V + W

where U ,V ,W are mutually independent with var(U) = var(V ) = 1− r, var(W ) = r. Therefore,

Ã̂XY =
1

n

n∑

i=1

U (i)V (i) +
1

n

n∑

i=1

U (i)W (i) +
1

n

n∑

i=1

V (i)W (i) +
1

n

n∑

i=1

W (i)2

=
1− r

2n

[ n∑

i=1

(U ′(i)
+ V ′(i)

√
2

)2

−
n∑

i=1

(U ′(i) − V ′(i)

√
2

)2]

+

√
r(1− r)

2n

[ n∑

i=1

(U ′(i)
+ W ′(i)

√
2

)2

−
n∑

i=1

(U ′(i) −W ′(i)

√
2

)2]

+

√
r(1− r)

2n

[ n∑

i=1

(V ′(i)
+ W ′(i)

√
2

)2

−
n∑

i=1

(V ′(i) −W ′(i)

√
2

)2]
+

r

n

n∑

i=1

W
′(i)2

D∼ 1− r

2n
(Ç2

n11 − Ç2
n12) +

√
r(1− r)

2n
(Ç2

n21 − Ç2
n22) +

√
r(1− r)

2n
(Ç2

n31 − Ç2
n32) +

r

n
Ç2

n4

where U ′, V ′, W ′ are standard normal random variables, thus
∑n

i=1(U ′(i) ± V ′(i)
)2/2,

∑n
i=1(U ′(i) ±W ′(i)

)2/2,∑n
i=1(V ′(i) ±W ′(i)

)2/2 are Ç2
n random variables. Since r f 1,

Pr(|Ã̂XY − r| g ·) f Pr
(1− r

2
× 1

n
|Ç2

n11 − Ç2
n12| g ·/4

)

+ Pr
(√r(1− r)

2
× 1

n
|Ç2

n21 − Ç2
n22| g ·/4

)

+ Pr
(√r(1− r)

2
× 1

n
|Ç2

n31 − Ç2
n32| g ·/4

)

+ Pr
(

r × |Ç2
n41/n− 1| g ·/4

)

f Pr
(
|Ç2

n11/n− 1| g ·/8
)

+ Pr
(
|Ç2

n12/n− 1| g ·/8
)

+ Pr
(
|Ç2

n21/n− 1| g ·/8
)

+ Pr
(
|Ç2

n22/n− 1| g ·/8
)

+ Pr
(
|Ç2

n31/n− 1| g ·/8
)

+ Pr
(
|Ç2

n32/n− 1| g ·/8
)

+ Pr
(
|Ç2

n41/n− 1| g ·/4
)

f 7 exp(−n·2/322) f exp(−n·2/2048) .

The last inequality holds when n g 2048 log 7/·2.
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C.3 Proof of Theorem 4.3

Theorem 4.3. For any T ∈ T̃ , assuming P is c-strong tree-faithful to T , applying Algorithm 2 with sample
correlation for CI testing, if the sample size

n ≳
1

c2

(
log d + log(1/¶)

)
,

then Pr(T̂ = sk(T )) g 1− ¶, and Pr(Orient(T̂ , S) = T ) g 1− ¶

Proof. We firstly show the correctness of Algorithm 2. We make following notation of sets of nodes:

• W = {(j, k) : 1 f j < k f d} is the set of all pairs of nodes in [d];

• E is the true edge set;

• A = {(j, k) : j and k are d-separated by ∅};

• B = {(j, k) : ∃ℓ ∈ [d] \ {j, k}, j and k are d-separated by ℓ}

• C = {(j, k) : ∃ℓ ∈ [d] \ {j, k}, j → ℓ← k is a v-structure}

• D = {(j, k) : ∃ℓ ∈ [d] \ {j, k}, j − ℓ− k is a unshielded triple but not a v-structure}

We claim that

1. E and A ∪B are disjoint;

2. W = E ∪A ∪B;

3. C ¦ A;

4. D ¦ B.

It is easy to see the first claim, since for any pair of nodes connected by an edge, they cannot be d-separated by
any set, and vice versa.

For the second claim, it suffices to show that for any pair of nodes not adjacent, it is in either A or B. First of
all, for any two nodes j and k not adjacent, there will be one and only one path, denoted as ϕ, with length at
least two between them. By property of polytree:

• If there is a collider on ϕ, then the path is blocked by ∅, so (j, k) ∈ A;

• If there is no collider on ϕ, then any node on ϕ will block the path, thus there exists ℓ ∈ [d] \ {j, k} such that
i and j are d-separated by ℓ, so (j, k) ∈ B.

For the third claim, since j → ℓ← k is the only path between (j, k), which is blocked by ∅, thus C ¦ A. For the
forth claim, since j− ℓ− k is the only path between (j, k), either one of j → ℓ→ k and j ← ℓ← k and j ← ℓ→ k
will be blocked by ℓ, thus D ¦ B.

We now claim if the CI tests in Step 2 of Algorithm 2 are correct for

• all pairs (j, k) ∈ E with ℓ ∈ [d] ∪ {∅} \ {j, k};

• all pairs (j, k) ∈ A with ℓ = ∅;

• all pairs (j, k) ∈ C with ℓ being the collider;

• all pairs (j, k) ∈ B with ℓ being the corresponding separation node(s) ,
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then

1. the returned T̂ has the correct edge set E thus is the correct skeleton;

2. for any (j, k) ∈ C, ℓ ̸∈ S(j, k);

3. for any (j, k) ∈ D, ℓ ∈ S(j, k).

For the first claim, if the CI tests conducted in Step 2 are correct for E, then pairs in E will pass all the CI tests
and be included into Ê (which is ensured by adjacency-faithfulness in Tree-faithfulness). But pairs in A will not
pass marginal independence tests, and pairs in B will not pass some CI tests with corresponding ℓ (which is

ensured by Markov property). Therefore, the returned T̂ is the correct skeleton. The second claim is ensured by
orientation-faithfulness in Tree-faithfulness, and the third claim is ensured by Markov property and D ¦ B.

Once the returned T̂ is the correct skeleton, Algorithm 3 will use the returned separation sets to determine
v-structure for each possible unshielded triple. Note that {All unshielded triples} = C ∪D. For any (j, k) ∈ C,
ℓ ̸∈ S(j, k), thus it will be oriented as a v-structure; For any (j, k) ∈ D, ℓ ∈ S(j, k); thus it will remain as
non-v-structure. Then Orient step is correct, which leads to correct CPDAG.

Finally we show the sample complexity of Algorithm 2 with CI tester (C.1). Note that correct CI tests implies
correct estimation. Therefore,

Pr(T̂ ̸= sk(T ))

f Pr

(
∪ (j,k)∈E

ℓ∈[d]∪{∅}\{j,k} or
(j,k)∈A

ℓ=∅ or (j,k)∈C
ℓ=collider

or
(j,k)∈B

ℓ d-separates (j,k)

|Ä̂ij | ℓ − Äij | ℓ| g c/2

)

f
(

d

2

)
× (1 + (d− 2))× sup

(j,k)∈E
ℓ∈[d]∪{∅}\{j,k} or

(j,k)∈A
ℓ=∅ or (j,k)∈C

ℓ=collider
or

(j,k)∈B
ℓ d-separates (j,k)

Pr(|Ä̂ij | ℓ − Äij | ℓ| g c/2)

f exp(3 log d)× sup
(j,k)∈E

ℓ∈[d]∪{∅}\{j,k} or
(j,k)∈A

ℓ=∅ or (j,k)∈C
ℓ=collider

or
(j,k)∈B

ℓ d-separates (j,k)

Pr(|Ä̂ij | ℓ − Äij | ℓ| g c/2)

f exp

(
− C0(n− 1)c2 + 3 log d

)
.

The first inequality is because it suffices to have |Ä̂ij | ℓ − Äij | ℓ| f c/2 for correct CI test. By c-strong Tree-
faithfulness, |Äij | S | g c for Äij | S ̸= 0. Therefore,

{
Ä̂ij | S > c/2 if Äij | S ̸= 0

Ä̂ij | S f c/2 if Äij | S = 0

Thus the cutoff = c/2 implies correct CI tests. The last inequality is by Lemma C.1 where q = 1 and the sample
size requirement is satisfied by the stated sample complexity. Set RHS to be smaller than ¶, we need sample
complexity

n ≳
1

c2

(
log d + log

1

¶

)
,

which completes the proof.

C.4 Proof of Theorem 4.4

Theorem 4.4. Assuming c-strong tree-faithfulness, and c2 f 1/5, d g 4, if the sample size is bounded as

n f 1− 2¶

8
× log d

c2
,

then for any estimator T̂ for T ,

inf
T̂

sup
T ∈T̃

P is c-strong
tree-faithful to T

Pr(T̂ ̸= T ) g ¶ − log 2

log d
.
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Proof. We construct a hard ensemble to show the lower bound. The construction is as follows: consider a subset
T ′ ¢ T ¢ T̃ , where T ′ is all the directed trees rooted at the first node k = 1. T ′ has the same cardinality as all
undirected trees with d nodes, and the elements in it have different skeletons and no v-structures. Since our target
is MEC, which is determined by its skeleton and v-structures, we have at least as many MECs as undirected trees,
which leads to cardinality |T ′| = dd−2 using Cayley’s formula. Thus the size of the ensemble is lower bounded as

log |T ′| = (d− 2) log d g 1

2
d log d

The inequality holds when d is large enough, e.g. d g 4. Any directed tree has an important property: each node
has at most one parent. Then we parameterize T ′ as follows

Xk = ´Xpa(k) + ¸k , ∀k ∈ [d] (C.2)

where ¸k ∼ N (0, 1) for all k ∈ [d]. Now we determine ´ > 0 to make sure the parametrization satisfies c-strong
Tree-faithfulness.

In the subsequent lemma, we assert that the condition ´2 = 2c2 ≍ c2 is adequate for the validity of c-strong
Tree-faithfulness, provided that c is sufficiently small:

Lemma C.5. If ´ =
√

2c and c2 f 1/5, then for any T ∈ T ′, the distribution defined in (C.2):

1. is c-strong Tree-faithful to T ;

2. for all k ∈ [d], var(Xk) f 1 + ´2

1−´2 .

It remains to bound the KL divergence between any two instances in this ensemble. Before that, we claim that
for any instance, we have cov(Xk, Xj) > 0 for all distinct j, k ∈ [d]. This is because for any pair of distinct nodes
(j, k), there can be 3 possible paths between them:

• There is a directed path j → ϕ1 → · · · → ϕh → k with length h + 1, then cov(Xj , Xk) = E[XjXk] =
´h+1

E[X2
j ] > 0;

• There is a directed path k → ϕ1 → · · · → ϕh → j with length h + 1, then cov(Xj , Xk) = E[XjXk] =
´h+1

E[X2
k ] > 0;

• j, k share a common ancestor ℓ and there is a path j ← ϕ1 ← · · · ← ϕh ← ℓ → φ1 → · · · → φg → k, then
cov(Xj , Xk) = E[XjXk] = ´h+g+2

E[X2
ℓ ] > 0.

To compute the KL divergence between distributions P0 and P1 induced by any two T0, T1 ∈ T ′, let’s first look
at the covariance matrices of them Σ0, Σ1. Under our parametrization, they share the same determinant. To
see this, let covariance matrix of ¸ be Σ¸ = Id, for ℓ ∈ {0, 1}, det(Σℓ) = det(Σ¸) = det(Id) = 1. Then the KL
divergence is:

DKL(P0∥P1) = E
P0

log
P0

P1

= E
P0

log

exp

(
− 1

2

∑d
k=1(Xk − ´ paT0

(k))2

)
/
√

det(Σ0)

exp

(
− 1

2

∑d
k=1(Xk − ´ paT1

(k))2

)
/
√

det(Σ1)

=
1

2

[
E
P0

d∑

k=1

(Xk − ´ paT1
(k))2 − d

]
.

For all k ∈ [d], let paT1
(k) = j, then

E
P0

(Xk − ´ paT1
(k))2 = E

P0

[X2
k ] + ´2

E
P0

[X2
j ]− 2´ E

P0

[XkXj ]

f E
P0

[X2
k ] + ´2

E
P0

[X2
j ]
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f (1 + ´2)

(
1 +

´2

1− ´2

)

= 1 +
2´2

1− ´2
.

The first inequality is because all covariances are positive; the second one is due to the upper bound for all
variances. Thus, we have

DKL(P0∥P1) f 1

2

(
d +

2d´2

1− ´2
− d

)
= d´2 × 1

1− ´2
f 2d´2 = 4dc2

The last inequality holds when ´2 is small enough, e.g. ´2 f 1/2. The proof follows from applying Fano’s
inequality with KL divergence upper bound 4dc2 and cardinality of ensemble lower bound 1

2 d log d.

We end by proving the lemma used in the lower bound proof.

Proof of Lemma C.5. Since for any T ∈ T ′, there is no v-structure because each node has at most one parent,
thus it suffices to show the first part of Definition 4.2.

We first show all marginal variances are bounded, i.e. 1 f var(Xk) f 1 + ´2/(1− ´2) for all k ∈ [d]. Starting
from the root node r, whose variance is var(Xr) = var(¸r) = 1, we can compute the variances of its children,
they are all var(Xℓ) = var(¸ℓ) + ´2 var(Xr) = 1 + ´2 for all ℓ ∈ ch(r). Proceed the calculation, var(Xj) =
var(¸j) + ´2 var(Xℓ) = 1 + ´2 + ´4 for all j ∈ ch(ℓ) and ℓ ∈ ch(r). Therefore, because the longest path has length
at most d− 1,

1 f var(Xk) f 1 + ´2 + ´4 + · · ·+ ´2d = 1 +
´2

1− ´2
× (1− ´2(d−1)) f 1 +

´2

1− ´2
, ∀k ∈ [d]

Now we can show the marginal correlation is lower bounded for any adjacent nodes (j, k). Without loss of
generality, let j = pa(k), then Xk = ´Xj + ¸k, and the correlation

Ä(Xj , Xk) =
E[XjXk]√

var(Xk) var(Xj)
= ´

√
E[X2

j ]

1 + ´2 E[X2
j ]

Thus Ä(Xj , Xk) g c ô ´2
E[X2

j ] g c2

1−c2 . Since E(X2
j ) g 1, then ´2

E(X2
j ) g ´2 = 2c2 g c2

1−c2 when c2 f 1/2.
Now consider any pair of adjacent nodes (j, k), assuming j = pa(k), and any other node ℓ ∈ [d] \ {j, k}, there are
4 cases on the relation between ℓ and (j, k):

1. ℓ is ancestor of j, i.e. a directed path ϕ: ℓ→ ϕ1 → · · · → ϕh → j;

2. j and ℓ share the same ancestor w, i.e. a directed path ϕ: w → ϕ1 → · · · → ϕh → j and a directed path φ:
w → φ1 → · · · → φg → ℓ;

3. ℓ is a descendant of k, i.e. a directed path ϕ: j → k → ϕ1 → · · · → ϕh → ℓ;

4. ℓ is a descendant of j but not k, i.e. a directed path ϕ: j → ϕ1 → · · · → ϕh → ℓ not going through k;

where h g 0 in either case. We deal with them separately:

• For the first and second case, because Xℓ §§ ¸k, the conditional correlation is

Ä(Xk, Xj |Xℓ) =
E[XkXj |Xℓ]√

E(X2
k |Xℓ)E(X2

j |Xℓ)

=
´ E[X2

j |Xℓ]√
E(X2

j |Xℓ)(1 + ´2 E(X2
j |Xℓ))
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=

√
´2 E[X2

j |Xℓ]

1 + ´2 E(X2
j |Xℓ)

Thus Ä(Xk, Xj |Xℓ) g c ô ´2
E(X2

j |Xℓ) g c2

1−c2 . Since Xϕh
§§ ¸j |Xℓ, we have E(X2

j |Xℓ) = 1 +

´2
E(X2

ϕh
|Xℓ) g 1, then ´2

E(X2
j |Xℓ) g ´2 = 2c2 g c2

1−c2 when c2 f 1/2.

• For the third case, denote v = E[X2
j ], let’s compute the covariance matrix of (Xk, Xk, Xℓ):




v ´v ´h+2v
´v ´2v + 1 ´h+1(´2v + 1)

´h+2v ´h+1(´2v + 1) ´2(h+2)v + ´2(h+1) + · · ·+ ´2 + 1




Denote V (v, h) = ´2(h+2)v + ´2(h+1) + · · ·+ ´2 + 1. The covariance matrix of (Xj , Xk) given Xℓ is

(
v ´v

´v ´2v + 1

)
− 1

V (v, h)

(
´2(h+2)v2 ´2h+3v(´2v + 1)

´2h+3v(´2v + 1) ´2(h+1)(´2v + 1)2

)

=
1

V (v, h)

[


´2(h+2)v2 + ´2(h+1)v + · · ·+ ´2v + v ´2(h+2)+1v2 + ´2(h+1)+1v + · · ·+ ´3v + ´v
´2(h+2)+1v2 + ´2(h+1)+1v + · · ·+ ´3v + ´v (´2(h+2)+2v2 + ´2(h+1)+2v + · · ·+ ´4v + ´2v

+´2(h+2)v + ´2(h+1) + · · ·+ ´2 + 1)




−
(

´2(h+2)v2 ´2h+3v(´2v + 1)
´2h+3v(´2v + 1) ´2(h+1)(´2v + 1)2

)]

=
1

V (v, h)

(
(´2(h+1) + ´2h + · · ·+ ´2 + 1)v (´2h + ´2(h−1) · · ·+ ´2 + 1)´v
(´2h + ´2(h−1) · · ·+ ´2 + 1)´v (´2h + ´2(h−1) + · · ·+ ´2 + 1)(´2v + 1)

)

Thus the conditional correlation is

Ä(Xj , Xk |Xℓ) =
´v × 1−´2(h+1)

1−´2√
v × 1−´2(h+2)

1−´2 × (1 + ´2v)× 1−´2(h+1)

1−´2

=

√
´2v

1 + ´2v
× 1− ´2(h+1)

1− ´2(h+2)

Denote f(h) = 1−´2(h+1)

1−´2(h+2) = 1− (1−´2)´2(h+1)

1−´2(h+2) , which is increasing in h with minimum value being f(0) = 1
1+´2 .

Therefore, Ä(Xj , Xk |Xℓ) g cô ´2v g c2

f(h)−c2 . Since v = E[X2
j ] g 1 for all j ∈ [d], then ´2v g ´2 = 2c2 g

c2

1/(1+2c2)−c2 g c2

f(h)−c2 when c2 f 1/5, which yields the bound.

• For the forth case, analogously, denote v = E[X2
j ], let’s compute the covariance matrix of (Xk, Xk, Xℓ):




v ´v ´h+1v
´v ´2v + 1 ´h+2v

´h+1v ´h+2v ´2(h+1) + ´2h + · · ·+ ´2 + 1




Denote W (v, h) = ´2(h+1) + ´2hv + + · · ·+ ´2 + 1. The covariance matrix of (Xj , Xk) given Xℓ is

(
v ´v

´v ´2v + 1

)
− 1

W (v, h)

(
´2(h+1)v2 ´2h+3v2

´2h+3v2 ´2(h+2)v2

)

=
1

W (v, h)

[


´2(h+1)v2 + ´2hv + · · ·+ ´2v + v ´2(h+1)+1v2 + ´2h+1v + · · ·+ ´3v + ´v
´2(h+1)+1v2 + ´2h+1v + · · ·+ ´3v + ´v (´2(h+1)+2v2 + ´2h+2v + · · ·+ ´4v + ´2v

+´2(h+1)v + ´2h + · · ·+ ´2 + 1)




−
(

´2(h+1)v2 ´2h+3v2

´2h+3v2 ´2(h+2)v2

)]

=
1

W (v, h)

(
(´2h + ´2(h−1) + · · ·+ ´2 + 1)v (´2h + ´2(h−1) · · ·+ ´2 + 1)´v
(´2h + ´2(h−1) · · ·+ ´2 + 1)´v (´2h + ´2(h−1) + · · ·+ ´2 + 1)(´2v + 1) + ´2h+2v

)
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Figure 6: SHD and PRR for Gaussian ¸ and d = 10.

Thus the conditional correlation is

Ä(Xj , Xk |Xℓ) =
´v × 1−´2(h+1)

1−´2√
v × 1−´2(h+1)

1−´2 ×
[
(1 + ´2v)× 1−´2(h+1)

1−´2 + ´2h × ´2v

]

=

√√√√ ´2v

1 +
(
1 + ´2h

g(h)

)
´2v

where g(h) = 1−´2(h+1)

1−´2 g 1 for h g 0. Since ´2 = 2c2 f 1, then 1 + ´2h/g(h) f 2. Since Ä(Xj , Xk |Xℓ) g
c ô ´2v g c2

1−
(

1+ β2h

g(h)

)
c2

, and v = E[X2
j ] g 1 for all j ∈ [d], then ´2v g ´2 = 2c2 g c2

1−2c2 g c2

1−
(

1+ β2h

g(h)

)
c2

when c2 f 1/5, which completes the proof.

D EXPERIMENTS

Synthetic Data Generation We generate trees using package networkx, then randomly pick a node as root
and orient it into a directed tree. We consider number of nodes d ∈ {10, 50, 100}. To generate the data as
in (2.2), we uniformly sample ´k from the interval (−0.5, 0.1] ∪ [0.1, 0.5) as our coefficient weight. For sample
size n = {1000, 2000, 3000, 4000, 5000}, we generate our i.i.d. samples X ∈ R

n×d according to (2.2), where
¸ ∼ N (0, Id×d). Besides, we also present experiments on agnostic setting where ¸ ∼ U(−1, 1) is uniform
distribution, or ¸ ∼ Laplace(0, 1) is Laplace distribution.

Baselines We have employed two baseline algorithms: the PC algorithm has been executed using the Python
package Causal-learn, while the GES algorithm has been implemented with py-tetrad.

Evaluation For each experiment setup, we report the average (over 50 random instantiations) Structural
Hamming Distance (SHD) between the ground truth and our estimated graph skeleton, and the Precise Recovery
Rate (PRR), which is the frequency of exact recovery of the tree skeleton. Results are reported in Figure 6-13.
All experiments were conduced on an Intel Core i7-12800H 2.40GHz CPU.

Agnostic Learning Additionally, we investigated the algorithm’s performance under conditions where the
assumption is violated. Specifically, we examined the impact on our algorithm’s performance when the coefficients
´k in (2.2) are not independently and identically distributed (i.i.d.). To address this question, we conducted
agnostic learning experiments and present the corresponding results.
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Figure 7: SHD and PRR for Gaussian ¸ and d = 50.
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Figure 8: SHD and PRR for Uniform ¸ and d = 10.
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Figure 9: SHD and PRR for Uniform ¸ and d = 50.
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Figure 10: SHD and PRR for Uniform ¸ and d = 100.
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Figure 11: SHD and PRR for Laplace ¸ and d = 10.
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Figure 12: SHD and PRR for Laplace ¸ and d = 50.
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Figure 13: SHD and PRR for Laplace ¸ and d = 100.
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(a) SHD comparison (non-i.i.d.)
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Figure 14: Performance comparison for PC-Tree, Chow-Liu, PC and GES algorithm evaluated on SHD and
PRR in (a) and (b) for non-iid ´k. The red, blue, green, purple lines are for PC-Tree, Chow-Liu, PC and GES
respectively.

See Figure 14 for results with non-iid ´k. Specifically, ´k = ³k + z, where we sample ³k iid uniformly and z
uniformly, applying the same z to all ³k. Here, z introduces dependence among ´k. When z = 0, ´k is i.i.d.,
and when z ̸= 0, ´k is non-i.i.d. For brevity, we only report the most relevant setting with d = 100 nodes and
data are Gaussian. We simulated random directed trees and synthetic data via equation (2.2). We can see
the performance of both PC-tree and Chow-Liu are less affected even when ´k are non i.i.d: The Structural
Hamming Distance (SHD) becomes 0 in both i.i.d and non i.i.d. setting, and the Precise Recovery Rate (PRR)
also outperforms other methods.


