
Published as a conference paper at ICLR 2024

TOWARDS ALIGNED LAYOUT GENERATION VIA
DIFFUSION MODEL WITH AESTHETIC CONSTRAINTS

Jian Chen1, Ruiyi Zhang2, Yufan Zhou2, Rajiv Jain2, Zhiqiang Xu3

Ryan Rossi2, Changyou Chen1

University at Buffalo1, Adobe Research2, MBZUAI3
{jchen378,changyou}@buffalo.edu, ruizhang@adobe.com

ABSTRACT

Controllable layout generation refers to the process of creating a plausible visual
arrangement of elements within a graphic design (e.g., document and web de-
signs) with constraints representing design intentions. Although recent diffusion-
based models have achieved state-of-the-art FID scores, they tend to exhibit more
pronounced misalignment compared to earlier transformer-based models. In this
work, we propose the LAyout Constraint diffusion modEl (LACE)1, a unified
model to handle a broad range of layout generation tasks, such as arranging ele-
ments with specified attributes and refining or completing a coarse layout design.
The model is based on continuous diffusion models. Compared with existing
methods that use discrete diffusion models, continuous state-space design can en-
able the incorporation of differentiable aesthetic constraint functions in training.
For conditional generation, we introduce conditions via masked input. Extensive
experiment results show that LACE produces high-quality layouts and outper-
forms existing state-of-the-art baselines.

1 INTRODUCTION

Leveraging advanced algorithms and artificial intelligence, automated layout generation serves as
a cost-effective and scalable tool that facilitates a diverse range of applications including website
development (Pang et al., 2016), UI design (Deka et al., 2017), urban planning (Yang et al., 2013),
and editing in printed media (Zhong et al., 2019). Layout generation tasks fall into either uncon-
ditional or conditional categories. Unconditional generation refers to the process where layouts are
generated from scratch without predefined conditions or constraints. Conditional generation, on the
other hand, is guided by user specification, such as element types, positions and sizes, or unfinished
layouts, allowing for more controlled and targeted results.

Previous research utilized generative models such as GANs (Goodfellow et al., 2014; Kikuchi et al.,
2021), VAEs (Kingma & Welling, 2013), and transformer-based (Vaswani et al., 2017; Kong et al.,
2022) models. Recent studies, however, have shifted the focus towards the application of diffusion
models for better generative quality and versatility in conditional generation (Hui et al., 2023).

Diffusion-based models handle layout attributes as discrete or continuous variables and corrupt the
data using categorical and Gaussian noise based on the discrete (Austin et al., 2021) and continuous
(Ho et al., 2020) diffusion frameworks. These different corruption mechanisms result in distinct
patterns during the generation process, as illustrated in Figure 1. Discrete diffusion, starting from
a blank canvas, generates elements incrementally. Emerged elements tend to remain static, thus
limiting the model’s ability to make global adjustments. Continuous diffusion, by contrast, starts
with a random arrangement and refines it to an organized one over time, which is arguably more
flexible in modeling.

Diffusion models, while achieving state-of-the-art FID scores, usually underperform in terms of
alignment and MaxIoU scores compared to earlier transformer-based models (Gupta et al., 2021),
especially in unconditional generation (Inoue et al., 2023). These metrics can be leveraged for con-
straint optimization in continuous diffusion models to enhance layout aesthetics. However, due to

1Code is available at https://github.com/puar-playground/LACE
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Figure 1: Comparisons of latent states in continuous and discrete diffusion for layout generation.
Discrete diffusion adds elements to a blank canvas incrementally, and the added elements remain
fixed. Continuous diffusion gradually refines a random layout into an organized one over time.

the non-differentiability of quantized geometric attributes, discrete models miss out on this opti-
mization potential. On the other hand, continuous diffusion models face challenges in task unifica-
tion because the sample spaces of Gaussian distribution and the data distribution (canvas range and
probability simplex) are different. In contrast to discrete diffusion models (Inoue et al., 2023; Hui
et al., 2023), which can direct unconditional models to meet conditional goals by masking specific
attributes, this strategy proves inefficient for continuous models. This limitation could explain why
earlier research on continuous diffusion models (Chai et al., 2023; He et al., 2023) focused on a
single layout generation task.

In this study, we introduce the LAyout Constriant Diffusion modEl (LACE). A unified model de-
signed to generate both geometric and categorical attributes for various tasks in a continuous space.
While the neural network is trained to predict noise following the classic DDPM framework (He
et al., 2023), we employ a simple reparameterization technique to compute a layout prediction (Song
et al., 2020). This prediction then serves as a target to apply differentiable aesthetic constraint func-
tions, thereby enhancing the model performance. In addition, we designed a global alignment loss
and a pairwise overlap loss that serve as constraint functions during the training and post-processing
stages. Global alignment loss promotes the learning of alignment patterns from real data during
training and is used to refine global alignment in the post-processing stage. We train models with
masked input to unify unconditional and conditional generation, following an approach similar to
masked autoencoders, as seen in DiffMAE (Wei et al., 2023). To avoid convergence to the local
minimum introduced by the constraints, we propose a time-dependent weight to deactivate the con-
straints for noisier time steps.

Our contribution is summarized as:

• Built upon a diffusion model, we formulate various controllable layout generation tasks as
conditional generation processes in continuous space, enabling constraint optimization for
enhanced quality.

• We propose two aesthetic constraint loss functions that promote global alignment and min-
imize overlap in the layout. These functions serve as constraints during both the training
and post-processing phases.

• We conducted extensive experiments and achieved state-of-the-art results on public bench-
marks across various layout generation tasks.

2 METHODOLOGY

2.1 PRELIMINARY: CONTINUOUS DIFFUSION MODELS

Diffusion models (Ho et al., 2020) are generative models characterized by a forward and reverse
Markov process. In the forward process, a continuous valued data-point x0 is gradually corrupted to
intermediate noisy latents x1:T , which converges to a random variable of the standard multi-variant
Gaussian distribution N (0, I) after T steps. The transition steps between adjacent intermediate
predictions is modeled as Gaussian distributions, q(xt|xt−1) = N (xt;

√
1− βtxt−1, βtI), with
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a variance schedule β1, · · · , βT . The forward process admits a closed-form sampling distribution,
q(xt|x0) = N (xt;

√
ᾱtx0, (1−ᾱt)I at arbitrary timestep t, where ᾱt =

∏t
s=1 αs and αt = (1−βt).

In the reverse (generative) process, the data x0 is reconstructed gradually by sampling from a series
of estimated transition distributions pθ(xt−1|xt) start from a standard Gaussian random variable
XT ∼ N (0, I). The transition distributions are learned by optimizing the evidence lower bound
consists of a series of KL-divergence:

Eq

[
DKL (q(xT |x0)||p(xT )) +

T∑

t>1

DKL (q(xt−1|xt,x0)||pθ(xt−1|xt))− log pθ(x0|x1)

]
. (1)

Since the posterior distributions q(xt−1|xt,x0) are also Gaussian for an infinitesimal variance βt

(Feller, 2015) and can be approximated by x0-parameterization (Song et al., 2020) as:

q(xt−1|xt,x0) = N (xt−1; µ̃(xt, t), β̃tI) (2)

where µ̃(xt, t) =
1√
αt

(
xt −

βt√
1− ᾱt

ϵ

)
, ϵ ∼ N (0, I) and β̃t =

1− ᾱt−1

1− ᾱt
βt, (3)

the transition distributions could be estimated as a Gaussian with a mean:

µθ(xt, t) =
1√
αt

(
xt −

βt√
1− ᾱt

ϵθ(xt, t)

)
, (4)

where ϵθ is a function approximator and is usually trained using a simplified objective:

Lsimple = ||ϵ− ϵ̃θ(
√
ᾱtx0 +

√
1− ᾱtϵ, t)||2, (5)

where ϵ ∼ N (0, I).

2.2 CONTINUOUS LAYOUT GENERATION

Similar to previous work (Inoue et al., 2023; Chai et al., 2023; He et al., 2023), we define a layout
with l elements as x = {(c1,b1), ..., (cl,bl)}, where ci ∈ {0, 1, · · · , N − 1} and bi ∈ [0, 1]4 is the
label (spanning N classes) and the bounding box for the i-th element. The bounding box is defined
by its center coordinates (x, y) and sizes ratio (width, height). In order to allow variable length
generation, we extend layouts to a uniform length L with padding elements, which has an extra
class label c = N and a bounding box initialized to zero, denoted as b = (0, 0, 0, 0). Consequently,
any layout within a dataset of N classes is represented as a vector sequence with N + 5 dimensions
and a length of L.

In contrast to previous discrete diffusion (Austin et al., 2021) based methods that quantize bounding
box attributes to discrete bins, our approach considers them as continuous size and position ratio
ranging from 0 to 1. This shift towards continuous variables enables the integration of continuous
constraint functions to optimize aesthetic qualities. Moreover, following previous work (Han et al.,
2022), we employ continuous label vectors of (N + 1) dimension to represent noisy classification
logits. In other words, label vectors are not confined in the probability simplex when t > 0. How-
ever, the clean data at t = 0 still has a one-hot label vectors. This design allows direct application of
the classic diffusion model using Gaussian noise (Ho et al., 2020) without modality-wise corruption
tricks (Hui et al., 2023; Inoue et al., 2023). An example is shown in Figure 2.

Conditional Generation Instead of training separate models for unconditional and various condi-
tional generation, we train a single neural network to handle multiple generation tasks. In training,
we employ three types of binary condition masks as data augmentation that fix the label, size at-
tributes of all elements or all attributes of partial elements. Specifically, given a binary condition
mask m, the noisy latent is augmented as x̂t = m ◦ x0 + (1−m) ◦ xt, where 1 denotes a all-ones
matrix.

2.3 RECONSTRUCTION AND AESTHETIC CONSTRAINTS

Following recent work, we introduce a reconstruction loss to encourage plausible predictions of x0

at each time step (Austin et al., 2021; Hui et al., 2023). Thus, the total loss is defined as L =
Lsimple + Lrec.

3
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class
<latexit sha1_base64="tdQ6Ts4dbhDZ6en9yuFR03//AqI=">AAAB+3icbVDJTgJBEO3BDXEb8eilIzHxYMiMcTsSvXjERJYECOlpCujQs6S7xoCT+RUvHjTGqz/izb+xGTgo+JJKXt6r6q56XiSFRsf5tnIrq2vrG/nNwtb2zu6evV+s6zBWHGo8lKFqekyDFAHUUKCEZqSA+Z6Ehje6nfqNR1BahMEDTiLo+GwQiL7gDI3UtYtthDEmXDKtT6kWT5B27ZJTdjLQZeLOSYnMUe3aX+1eyGMfAszeablOhJ2EKRRcQlpoxxoixkdsAC1DA+aD7iTZ7ik9NkqP9kNlKkCaqb8nEuZrPfE90+kzHOpFbyr+57Vi7F93EhFEMULAZx/1Y0kxpNMgaE8o4CgnhjCuhNmV8iFTjKOJq2BCcBdPXib1s7J7Wb64Py9VbuZx5MkhOSInxCVXpELuSJXUCCdj8kxeyZuVWi/Wu/Uxa81Z85kD8gfW5w9Mr5Sf</latexit>

class, size

<latexit sha1_base64="wFR20sK17oD1paMsjCVE0d8TTJg=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBA8hV3xdRGCXjwqGBPIhDA76U0GZ2eXmV4xLPkaL/6KFw8REW9+ipMYQY0FDUVVN91dYaqkRd9/92Zm5+YXFgtLxeWV1bX10sbmjU0yI6AmEpWYRsgtKKmhhhIVNFIDPA4V1MPb85FfvwNjZaKvsZ9CK+ZdLSMpODqpXTplCiJkOQuhK3UeczTyflCkjE0VA935bmBGdntYaZfKfsUfg06TYELKZILLdmnIOonIYtAoFLe2GfgptnJuUAoFgyLLLKRc3PIuNB3VPAbbysdvDuiuUzo0SowrjXSs/pzIeWxtPw5dpzuzZ/96I/E/r5lhdNLKpU4zBC2+FkWZopjQUWa0Iw0IVH1HuDDS3UpFjxsu0CVbdCEEf1+eJjf7leCocnh1UK6eTeIokG2yQ/ZIQI5JlVyQS1IjgjyQJzIkL96j9+y9em9frTPeZGaL/IL38QnDmKQf</latexit>8
>>>><
>>>>:

<latexit sha1_base64="F3K0T96Hyj5JUzJvq0GCTO9GJrs=">AAAB83icbVDLSgNBEJz1GeMr6tHLYBA8hV3xdQx68RjBPCC7hNlJJxkyO7vM9AbDkt/w4kERr/6MN//GSbIHTSxoKKq66e4KEykMuu63s7K6tr6xWdgqbu/s7u2XDg4bJk41hzqPZaxbITMghYI6CpTQSjSwKJTQDId3U785Am1ErB5xnEAQsb4SPcEZWsn3EZ4w64sRqEmnVHYr7gx0mXg5KZMctU7py+/GPI1AIZfMmLbnJhhkTKPgEiZFPzWQMD5kfWhbqlgEJshmN0/oqVW6tBdrWwrpTP09kbHImHEU2s6I4cAselPxP6+dYu8myIRKUgTF54t6qaQY02kAtCs0cJRjSxjXwt5K+YBpxtHGVLQheIsvL5PGecW7qlw+XJSrt3kcBXJMTsgZ8cg1qZJ7UiN1wklCnskreXNS58V5dz7mrStOPnNE/sD5/AHGOpIu</latexit>

given
<latexit sha1_base64="dF745R7k2GHCC3EHazV6uU2zZTo=">AAAB+XicbVDLSsNAFJ34rPUVdelmsAiuSiK+lkU3LivYB7ShTCbTduhkJszcFEvon7hxoYhb/8Sdf+OkzUJbD1w4nHMv994TJoIb8LxvZ2V1bX1js7RV3t7Z3dt3Dw6bRqWasgZVQul2SAwTXLIGcBCsnWhG4lCwVji6y/3WmGnDlXyEScKCmAwk73NKwEo91+0Ce4KMKhnxXJn23IpX9WbAy8QvSAUVqPfcr26kaBozCVQQYzq+l0CQEQ2cCjYtd1PDEkJHZMA6lkoSMxNks8un+NQqEe4rbUsCnqm/JzISGzOJQ9sZExiaRS8X//M6KfRvgozLJAUm6XxRPxUYFM5jwBHXjIKYWEKotq9TTIdEEwo2rLINwV98eZk0z6v+VfXy4aJSuy3iKKFjdILOkI+uUQ3dozpqIIrG6Bm9ojcnc16cd+dj3rriFDNH6A+czx901pQ1</latexit>

condition

<latexit sha1_base64="f4WOzTiYGDmxFNy89+8xV29Nkzg=">AAACAXicbVDJSgNBEO2JW4xb1IvgpTEInsKMuB2DHvQYwSyQhFDT00ma9PQM3TViGOLFX/HiQRGv/oU3/8bOctDEBwWP96qoqufHUhh03W8ns7C4tLySXc2trW9sbuW3d6omSjTjFRbJSNd9MFwKxSsoUPJ6rDmEvuQ1v3818mv3XBsRqTscxLwVQleJjmCAVmrn95rIHzA1CCoAHdBrSIwRoIbtfMEtumPQeeJNSYFMUW7nv5pBxJKQK2QSjGl4boytFDQKJvkw10wMj4H1ocsblioIuWml4w+G9NAqAe1E2pZCOlZ/T6QQGjMIfdsZAvbMrDcS//MaCXYuWqlQcYJcscmiTiIpRnQUBw2E5gzlwBJgWthbKeuBBoY2tJwNwZt9eZ5Uj4veWfH09qRQupzGkSX75IAcEY+ckxK5IWVSIYw8kmfySt6cJ+fFeXc+Jq0ZZzqzS/7A+fwBP+qXag==</latexit>

standard Gaussian
<latexit sha1_base64="wFR20sK17oD1paMsjCVE0d8TTJg=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBA8hV3xdRGCXjwqGBPIhDA76U0GZ2eXmV4xLPkaL/6KFw8REW9+ipMYQY0FDUVVN91dYaqkRd9/92Zm5+YXFgtLxeWV1bX10sbmjU0yI6AmEpWYRsgtKKmhhhIVNFIDPA4V1MPb85FfvwNjZaKvsZ9CK+ZdLSMpODqpXTplCiJkOQuhK3UeczTyflCkjE0VA935bmBGdntYaZfKfsUfg06TYELKZILLdmnIOonIYtAoFLe2GfgptnJuUAoFgyLLLKRc3PIuNB3VPAbbysdvDuiuUzo0SowrjXSs/pzIeWxtPw5dpzuzZ/96I/E/r5lhdNLKpU4zBC2+FkWZopjQUWa0Iw0IVH1HuDDS3UpFjxsu0CVbdCEEf1+eJjf7leCocnh1UK6eTeIokG2yQ/ZIQI5JlVyQS1IjgjyQJzIkL96j9+y9em9frTPeZGaL/IL38QnDmKQf</latexit> 8 > > > > < > > > > :

<latexit sha1_base64="wFR20sK17oD1paMsjCVE0d8TTJg=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBA8hV3xdRGCXjwqGBPIhDA76U0GZ2eXmV4xLPkaL/6KFw8REW9+ipMYQY0FDUVVN91dYaqkRd9/92Zm5+YXFgtLxeWV1bX10sbmjU0yI6AmEpWYRsgtKKmhhhIVNFIDPA4V1MPb85FfvwNjZaKvsZ9CK+ZdLSMpODqpXTplCiJkOQuhK3UeczTyflCkjE0VA935bmBGdntYaZfKfsUfg06TYELKZILLdmnIOonIYtAoFLe2GfgptnJuUAoFgyLLLKRc3PIuNB3VPAbbysdvDuiuUzo0SowrjXSs/pzIeWxtPw5dpzuzZ/96I/E/r5lhdNLKpU4zBC2+FkWZopjQUWa0Iw0IVH1HuDDS3UpFjxsu0CVbdCEEf1+eJjf7leCocnh1UK6eTeIokG2yQ/ZIQI5JlVyQS1IjgjyQJzIkL96j9+y9em9frTPeZGaL/IL38QnDmKQf</latexit> 8
>>>><
>>>>:

<latexit sha1_base64="wFR20sK17oD1paMsjCVE0d8TTJg=">AAACJnicbVDLSgNBEJz1GeMr6tHLYBA8hV3xdRGCXjwqGBPIhDA76U0GZ2eXmV4xLPkaL/6KFw8REW9+ipMYQY0FDUVVN91dYaqkRd9/92Zm5+YXFgtLxeWV1bX10sbmjU0yI6AmEpWYRsgtKKmhhhIVNFIDPA4V1MPb85FfvwNjZaKvsZ9CK+ZdLSMpODqpXTplCiJkOQuhK3UeczTyflCkjE0VA935bmBGdntYaZfKfsUfg06TYELKZILLdmnIOonIYtAoFLe2GfgptnJuUAoFgyLLLKRc3PIuNB3VPAbbysdvDuiuUzo0SowrjXSs/pzIeWxtPw5dpzuzZ/96I/E/r5lhdNLKpU4zBC2+FkWZopjQUWa0Iw0IVH1HuDDS3UpFjxsu0CVbdCEEf1+eJjf7leCocnh1UK6eTeIokG2yQ/ZIQI5JlVyQS1IjgjyQJzIkL96j9+y9em9frTPeZGaL/IL38QnDmKQf</latexit> 8
>>>><
>>>>:

<latexit sha1_base64="KDnd33kJDd7LP+JG0Kz7rrudggc=">AAAB+HicbVDLSgNBEJyNrxgfWfXoZTAInsKu+DoGvXiMYB6QLGF2dpIMmZ1dZnrEuORLvHhQxKuf4s2/cZLsQRMLGoqqbrq7wlRwDZ737RRWVtfWN4qbpa3tnd2yu7ff1IlRlDVoIhLVDolmgkvWAA6CtVPFSBwK1gpHN1O/9cCU5om8h3HKgpgMJO9zSsBKPbfcBfYIWZgYGXE5mPTcilf1ZsDLxM9JBeWo99yvbpRQEzMJVBCtO76XQpARBZwKNil1jWYpoSMyYB1LJYmZDrLZ4RN8bJUI9xNlSwKeqb8nMhJrPY5D2xkTGOpFbyr+53UM9K+CjMvUAJN0vqhvBIYET1PAEVeMghhbQqji9lZMh0QRCjarkg3BX3x5mTRPq/5F9fzurFK7zuMookN0hE6Qjy5RDd2iOmogigx6Rq/ozXlyXpx352PeWnDymQP0B87nD54ik7o=</latexit>

bounding
<latexit sha1_base64="bRoeX0pAkHjBuCtnAnaofl+xMZ4=">AAAB83icbVDLSgNBEJz1GeMr6tHLYBA8hV3xdQx68RjBPCC7hNlJJxkyO7vM9ErCkt/w4kERr/6MN//GSbIHTSxoKKq66e4KEykMuu63s7K6tr6xWdgqbu/s7u2XDg4bJk41hzqPZaxbITMghYI6CpTQSjSwKJTQDId3U7/5BNqIWD3iOIEgYn0leoIztJLvI4wwC+MRmEmnVHYr7gx0mXg5KZMctU7py+/GPI1AIZfMmLbnJhhkTKPgEiZFPzWQMD5kfWhbqlgEJshmN0/oqVW6tBdrWwrpTP09kbHImHEU2s6I4cAselPxP6+dYu8myIRKUgTF54t6qaQY02kAtCs0cJRjSxjXwt5K+YBpxtHGVLQheIsvL5PGecW7qlw+XJSrt3kcBXJMTsgZ8cg1qZJ7UiN1wklCnskreXNS58V5dz7mrStOPnNE/sD5/AHSZJI2</latexit>

boxes

<latexit sha1_base64="M+8YqtWlKQrq9DRWru37dFnX0Kg=">AAAB9XicbVDJSgNBEO1xjXGLevQyGAQvhhlxOwa9eIxgFkjG0NOpSZr0dA/dNWoY8h9ePCji1X/x5t/YWQ6a+KDg8V4VVfXCRHCDnvftLCwuLa+s5tby6xubW9uFnd2aUalmUGVKKN0IqQHBJVSRo4BGooHGoYB62L8e+fUH0IYreYeDBIKYdiWPOKNopfsWwhNmSsJxT+GwXSh6JW8Md574U1IkU1Taha9WR7E0BolMUGOavpdgkFGNnAkY5lupgYSyPu1C01JJYzBBNr566B5apeNGStuS6I7V3xMZjY0ZxKHtjCn2zKw3Ev/zmilGl0HGZZIiSDZZFKXCReWOInA7XANDMbCEMs3trS7rUU0Z2qDyNgR/9uV5Ujsp+eels9vTYvlqGkeO7JMDckR8ckHK5IZUSJUwoskzeSVvzqPz4rw7H5PWBWc6s0f+wPn8AQ4dkuM=</latexit>

one-hot
<latexit sha1_base64="nV3mu8JjAbxqVcLYhCBFSIRFe1s=">AAAB9HicbVDLTgJBEJzFF+IL9ehlIjHxRHaNryPRi0dM5JHAhswODUyYnV1neolkw3d48aAxXv0Yb/6NA+xBwUo6qVR1p7sriKUw6LrfTm5ldW19I79Z2Nre2d0r7h/UTZRoDjUeyUg3A2ZACgU1FCihGWtgYSChEQxvp35jBNqISD3gOAY/ZH0leoIztJLfRnjCVLIApJl0iiW37M5Al4mXkRLJUO0Uv9rdiCchKOSSGdPy3Bj9lGkUXMKk0E4MxIwPWR9alioWgvHT2dETemKVLu1F2pZCOlN/T6QsNGYcBrYzZDgwi95U/M9rJdi79lOh4gRB8fmiXiIpRnSaAO0KDRzl2BLGtbC3Uj5gmnG0ORVsCN7iy8ukflb2LssX9+elyk0WR54ckWNySjxyRSrkjlRJjXDySJ7JK3lzRs6L8+58zFtzTjZzSP7A+fwBeHWSkg==</latexit>

labels

<latexit sha1_base64="HWGAV/mUpcY3dee3Io4fJzU2ICo=">AAACAHicbVC7SgNBFJ2NrxhfUQsLm8EgWIVd8VUGbSwjmAckIczO3iRDZmeXmbtiWNL4KzYWitj6GXb+jZNkC008MHA45x7u3OPHUhh03W8nt7S8srqWXy9sbG5t7xR39+omSjSHGo9kpJs+MyCFghoKlNCMNbDQl9DwhzcTv/EA2ohI3eMohk7I+kr0BGdopW7xoI3wiGnMgkCoPgUJISg0426x5JbdKegi8TJSIhmq3eJXO4h4MklzyYxpeW6MnZRpFFzCuNBODMSMD1kfWpYqFoLppNMDxvTYKgHtRdo+hXSq/k6kLDRmFPp2MmQ4MPPeRPzPayXYu+qkQsUJguKzRb1EUozopA0aCA0c5cgSxrWwf6V8wDTjaDsr2BK8+ZMXSf207F2Uz+/OSpXrrI48OSRH5IR45JJUyC2pkhrhZEyeySt5c56cF+fd+ZiN5pwss0/+wPn8AYtUlwg=</latexit>

padding elements

<latexit sha1_base64="ufn77z5ssJvmKjEB71iBlW+Z55M=">AAAB+3icbVDLSsNAFJ3UV62vWJdugkVwVRLxtSy6cVnBPqANZTKZtkMnM2HmRlpCfsWNC0Xc+iPu/BsnbRbaeuDC4Zx7ufeeIOZMg+t+W6W19Y3NrfJ2ZWd3b//APqy2tUwUoS0iuVTdAGvKmaAtYMBpN1YURwGnnWByl/udJ6o0k+IRZjH1IzwSbMgIBiMN7Gof6BRSIkXIcgXzbGDX3Lo7h7NKvILUUIHmwP7qh5IkERVAONa657kx+ClWwAinWaWfaBpjMsEj2jNU4IhqP53fnjmnRgmdoVSmBDhz9fdEiiOtZ1FgOiMMY73s5eJ/Xi+B4Y2fMhEnQAVZLBom3AHp5EE4IVOUAJ8ZgokyzxOHjLHCBExcFROCt/zyKmmf172r+uXDRa1xW8RRRsfoBJ0hD12jBrpHTdRCBE3RM3pFb1ZmvVjv1seitWQVM0foD6zPHwPglRY=</latexit>

conditional
<latexit sha1_base64="HLUL0YyYoXGZvkYXd/6M35Gi5WE=">AAAB+nicbVBNS8NAEN34WetXqkcvwSJ4Kon4dSx68VjBfkAbymY7bZduNmF3opbYn+LFgyJe/SXe/Ddu0xy09cHA470ZZuYFseAaXffbWlpeWV1bL2wUN7e2d3bt0l5DR4liUGeRiFQroBoEl1BHjgJasQIaBgKaweh66jfvQWkeyTscx+CHdCB5nzOKRurapQ7CI6YDkKAyadK1y27FzeAsEi8nZZKj1rW/Or2IJSFIZIJq3fbcGP2UKuRMwKTYSTTElI3oANqGShqC9tPs9IlzZJSe04+UKYlOpv6eSGmo9TgMTGdIcajnvan4n9dOsH/pp1zGCYJks0X9RDgYOdMcnB5XwFCMDaFMcXOrw4ZUUYYmraIJwZt/eZE0TireeeXs9rRcvcrjKJADckiOiUcuSJXckBqpE0YeyDN5JW/Wk/VivVsfs9YlK5/ZJ39gff4AObOUpA==</latexit>

generation

<latexit sha1_base64="vx4lpPkJQ06IWlpPgvWmf8log6w=">AAAB/XicbVDLSsNAFJ34rPUVHzs3wSK4Kon4WhbduKxgH9CGMplM2qGTmTBzI9ZQ/BU3LhRx63+482+ctFlo64ELh3Pu5d57goQzDa77bS0sLi2vrJbWyusbm1vb9s5uU8tUEdogkkvVDrCmnAnaAAacthNFcRxw2gqG17nfuqdKMynuYJRQP8Z9wSJGMBipZ+93gT5AlgoiRchyDfNxz664VXcCZ554BamgAvWe/dUNJUljKoBwrHXHcxPwM6yAEU7H5W6qaYLJEPdpx1CBY6r9bHL92DkySuhEUpkS4EzU3xMZjrUexYHpjDEM9KyXi/95nRSiSz9jIkmBCjJdFKXcAenkUTghU5QAHxmCiTLPE4cMsMIETGBlE4I3+/I8aZ5UvfPq2e1ppXZVxFFCB+gQHSMPXaAaukF11EAEPaJn9IrerCfrxXq3PqatC1Yxs4f+wPr8AbaYlg0=</latexit>

unconditional
<latexit sha1_base64="HLUL0YyYoXGZvkYXd/6M35Gi5WE=">AAAB+nicbVBNS8NAEN34WetXqkcvwSJ4Kon4dSx68VjBfkAbymY7bZduNmF3opbYn+LFgyJe/SXe/Ddu0xy09cHA470ZZuYFseAaXffbWlpeWV1bL2wUN7e2d3bt0l5DR4liUGeRiFQroBoEl1BHjgJasQIaBgKaweh66jfvQWkeyTscx+CHdCB5nzOKRurapQ7CI6YDkKAyadK1y27FzeAsEi8nZZKj1rW/Or2IJSFIZIJq3fbcGP2UKuRMwKTYSTTElI3oANqGShqC9tPs9IlzZJSe04+UKYlOpv6eSGmo9TgMTGdIcajnvan4n9dOsH/pp1zGCYJks0X9RDgYOdMcnB5XwFCMDaFMcXOrw4ZUUYYmraIJwZt/eZE0TireeeXs9rRcvcrjKJADckiOiUcuSJXckBqpE0YeyDN5JW/Wk/VivVsfs9YlK5/ZJ39gff4AObOUpA==</latexit>

generation
<latexit sha1_base64="8D85MXbzvNC95po+/9PAcZ9J9lo=">AAAB9XicbVDJSgNBEK2JW4xb1KOXxiB4CjPidgx68RjBLJCMoafTkzTp6Rm6a9Qw5D+8eFDEq//izb+xsxw08UHB470qquoFiRQGXffbyS0tr6yu5dcLG5tb2zvF3b26iVPNeI3FMtbNgBouheI1FCh5M9GcRoHkjWBwPfYbD1wbEas7HCbcj2hPiVAwila6byN/wiyiZiBUb9QpltyyOwFZJN6MlGCGaqf41e7GLI24QiapMS3PTdDPqEbBJB8V2qnhCWUD2uMtSxWNuPGzydUjcmSVLgljbUshmai/JzIaGTOMAtsZUeybeW8s/ue1Ugwv/UyoJEWu2HRRmEqCMRlHQLpCc4ZyaAllWthbCetTTRnaoAo2BG/+5UVSPyl75+Wz29NS5WoWRx4O4BCOwYMLqMANVKEGDDQ8wyu8OY/Oi/PufExbc85sZh/+wPn8AVezkxM=</latexit>

masking

<latexit sha1_base64="sFdwKq1/WzBmNp6wjdCTd+/1ZMk=">AAAB/3icbVDJSgNBFOxxjXGLCl68NAbBU5gRt2NQD16ECGaBZAg9PW+SJj0L3W/EMObgr3jxoIhXf8Obf2NnOWhiQUNRVY/3urxECo22/W3NzS8sLi3nVvKra+sbm4Wt7ZqOU8WhymMZq4bHNEgRQRUFSmgkCljoSah7vcuhX78HpUUc3WE/ATdknUgEgjM0Uruw20J4wOxKBEE6DNGb2Ac5aBeKdskegc4SZ0KKZIJKu/DV8mOehhAhl0zrpmMn6GZMoeASBvlWqiFhvMc60DQ0YiFoNxvdP6AHRvFpECvzIqQj9fdExkKt+6FnkiHDrp72huJ/XjPF4NzNRJSkCBEfLwpSSTGmwzKoLxRwlH1DGFfC3Ep5lynG0VSWNyU401+eJbWjknNaOrk9LpYvJnXkyB7ZJ4fEIWekTK5JhVQJJ4/kmbySN+vJerHerY9xdM6azOyQP7A+fwBv8JZi</latexit>

Di↵usion Model
<latexit sha1_base64="iEc+LvRtTfiqcnoXo2amvdsXxWw=">AAACHHicbVDLSgNBEJz1GeMr6tHLYBAihLDr+xj04jGCMYHsEmYnvcng7IOZXjEs+yFe/BUvHhTx4kHwb5zEHNRYzEBR1U13l59IodG2P62Z2bn5hcXCUnF5ZXVtvbSxea3jVHFo8ljGqu0zDVJE0ESBEtqJAhb6Elr+zfnIb92C0iKOrnCYgBeyfiQCwRkaqVs6cCHRQhqauTgAZHnFDRkO/CC7y7tYpeb9EOwqDfe6pbJds8eg08SZkDKZoNEtvbu9mKchRMgl07rj2Al6GVMouIS86KYaEsZvWB86hkYsBO1l4+NyumuUHg1iZX6EdKz+7MhYqPUw9E3laE/91xuJ/3mdFINTLxNRkiJE/HtQkEqKMR0lRXtCAUc5NIRxJcyulA+YYhxNnkUTgvP35GlyvV9zjmtHl4fl+tkkjgLZJjukQhxyQurkgjRIk3ByTx7JM3mxHqwn69V6+y6dsSY9W+QXrI8v0Bmhxg==</latexit>

✏✓(xt, t,x0,m)
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Figure 2: Overview of the layout generation model: The figure shows a layout generation of up to 15
elements from 5 classes. The layout is padded for consistency using padding elements, represented
by an extra class in the 6-dimensional one-hot vector. The bounding box uses a 4-dimensional
continuous vector. Dashed lines represent multi-step processes and solid lines represent a single
step. The forward process corrupt data with Gaussian noise, while the reverse process trains a
neural network to denoise the noisy latent xt and its three augmentations using condition masks.
Predicted bounding boxes is used to compute constraint loss against real ones.

Specifically, by rewriting the closed-form sampling distribution for the forward process, we have
xt =

√
ᾱtx0 +

√
1− ᾱtϵ, ϵ ∼ N (0, I). This equation yield a way to predict x0 at each time step

using the predicted noise ϵθ as:

x̃0(xt) = (xt −
√
1− ᾱt · ϵθ(xt, t))/

√
ᾱt. (6)

The reconstruction loss is typically defined as the Mean Squared Error (MSE) between the prediction
x̃0 and data x0. However, when we reframe the Layout generation as a continuous diffusion process,
the results often exhibit poor global alignment and undesirable overlaps. This phenomenon occurs
because the diffusion loss and the FID metric are not sensitive to minor variations in coordinates, yet
they can cause tangible differences in visual quality. Since the contiuous search space for geometric
attributes is much larger than in a discrete diffusion model, the diffusion loss holds many local
minimums with similar FIDs and varying alignment scores. To address these issues, we propose to
combine two additional aesthetic constraints in the reconstruction loss:

Lrec = MSE(x̃0,x0) + ωt · (Calg(x̃0(xt),x0) + Colp(x̃0(xt))) , (7)

where ωt is a time-dependent weight to prevent convergence to local minimum. Colp is the overlap
constraint function, while Calg can refer to either the local or global alignment constraint (represented
as Cl-alg, Cg-alg), which will be defined below.

Alignment constraint The alignment loss (Li et al., 2020) is a common metric to evaluate the
alignment between layout elements for aesthetics assessment. While calculating this metric, bound-
ing boxes are denoted by its six coordinates bi = (bL

i , b
XC
i , bR

i , b
T
i , b

YC
i , bB

i ) corresponds to six possi-
ble alignment types: (L), X-center (XC), right (R), top (T), Y-center (YC), and bottom (B) alignment.
Since this loss function promotes an alignment pattern where each element is aligned with just one
other element based on one type, we term it local alignment loss. For a set of l bounding boxes
b1, · · · ,bl in a layout x, the local alignment loss is defined as:

Cl-alg(x) =
l∑

i=1

min

(
g(∆bL

i ), g(∆bXC
i ), g(∆bR

i )
g(∆bT

i ), g(∆bYC
i ), g(∆bB

i )

)
, (8)

where g(x) = −log(1 − x), ∆b∗i = min∀j ̸=i |b∗i − b∗j |, ∗ ∈ A = {L, XC, R, T, YC, B}, and the
minimum of the matrix above is defined as the smallest value among all its elements.

However, local alignment pattern is inconsistent with alignment observed in real-world graphic de-
signs. For instance, in the context of website layouts, there exist elements that do not align with any
others, while in publication layouts, certain elements might align with multiple others in multiple
ways.
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In order to encourage global alignment of elements, we propose a novel alignment loss function that
encourages the model to learn global alignment pattern in the real data using an alignment mask.
Specifically, for each of the six alignment types, we define the coordinate difference matrix for a
layout x as A∗(x)i,j = |b∗i − b∗j |, ∗ ∈ A. Then the alignment loss function between a given
prediction x̃ at time t and a real layout x is defined as:

Cg-alg(x̃,x) = − log

(
1− 1

6

∑

∗∈A

∥∥A∗(x̃) ◦ 1A∗(x)=0

∥∥
1∥∥1A∗(x)=0

∥∥
1

)
, (9)

where 1A∗(x)=0 is the binary ground truth alignment mask matrix selecting the zero entries of the
coordinate difference matrix of the true layout, which represents the true alignment pattern in x, and
◦ is the Hadamard product.

Overlap constraint To prevent overlapping elements in the generated layout, x̃, we apply a
mean pairwise intersection over union loss function, characterized by the pairwise IoU matrix,
O(x)ij = (bi ∩ bj)/(bi ∪ bj). This function monotonically identifies similarities between sets
but it has a continuous plane of stationary points, corresponding to the cases when a bounding
box is fully contained within another. In such situations, infinitesimal adjustments to the bounding
boxes do not cause the enclosed box to exceed the boundary of the larger box. To further penalize
aforementioned instances, we define another matrix using the distance between centers of boxes,
D(x)i,j = e−

√
(bXC

i −bXC
j )2+(bYC

i −bYC
j )2 , which has value range from 0 to 1. Then we combine it with

a mask matrix selecting overlapping pairs using the pairwise IoU matrix. The overlap constraint
function is given as:

Colp(x̃) = mean(O(x̃) +D(x̃) ◦ 1O(x̃)̸=0). (10)
Minimizing the D(x) term push elements away from each other when one is entirely encompassed
by another and for disjoint element pairs, the mask 1x̸=0 deactivates the divisive affect.

Time-dependent constraint weight In our observations, directly applying the alignment and
overlap loss to noisy layout hinders the faithful reconstruction. This is due to the constraint function
introducing numerous local minima within the parameter space as demonstrated in Figure B.2. To
mitigate this, we employ a series of time-dependent constraint weight to enforce the constraint only
for smaller time t to finetune the misaligned coordinates in a less noisy prediction x̃0. We empir-
ically choose ωt = (1 − ᾱt) of a constant β schedule as the constraint weight series. A detailed
explanation and illustration is provided in Appendix B.1.

Post-processing The model exhibited enhanced performance across FID, alignment, and Max-
IoU metrics when trained with constraints. However, LACE may generate layouts with minor
misalignment as the coordinate searching space is much larger than that of the discrete diffusion
model. Fortunately, further refinement of its visual quality is straightforward and efficient. Guided
by the strategies outlined in (Kikuchi et al., 2021), we employ constraint optimization in the post-
processing phase, focusing on global alignment and, when suitable, the overlap constraint, targeting
the geometric attributes directly. The application of global alignment demands an alignment mask,
selecting coordinate pairs for minimization. In training, this mask is calculated using training data,
ensuring the accurate learning of human-designed alignment patterns, as introduced in Eq. (9).
Since there are no ground truth in the inference post-processing stage, we propose to use a threshold
δ to identify nearly aligned entries in the coordinate difference matrix of the produced layout. Thus,
the post-process forces elements to align with each other based on the pattern inferred from the raw
output. It should be noted that an excessively large threshold will force more alignment, erasing the
subtle structure of a layout and leading to coarse or even collapsing generation. A small threshold,
on the other hand, might be ineffective in inducing modifications. Thus, the raw outputs must have
a low coordinate difference in misaligned entries. In our experiment we set δ equal to 1/64 of the
scaled canvas range, as explained in Appendix B.2.

3 RELATED WORK

Layout Generation Various automatic layout generation methods have emerged to aid the effi-
cient creation of visually attractive and organized content across digital and print mediums, includ-
ing websites, magazines, and mobile apps. Early works (O’Donovan et al., 2014; O’Donovan et al.,
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2015) create layouts by optimizing energy-based objectives derived from design principles. With the
advent of deep generative models, data-driven models LayoutGAN (Li et al., 2020) and LayoutVAE
(Jyothi et al., 2019) are developed and enables more flexible conditional layout generation. Layout-
GAN++ (Kikuchi et al., 2021) improves the performance of LayoutGAN for unconditional layout
generation and proposes a CLG-LO framework to optimize a pre-trained LayoutGAN++ model to
fulfill aesthetic constraints. LayoutTransformer (Gupta et al., 2021) and VTN (Arroyo et al., 2021)
are autoregressive models based on transformer architectures, they improve the generation diversity
and quality. However, the autoregressive mechanism hinders their application on conditional gen-
eration. BLT (Kong et al., 2022) introduces a bidirectional transformer encoder similar to masked
language models to facilitate conditional generation with transformer models. However, the BLT
model requires specifying the number of elements in advance. Thus, it can not solve completion
tasks based on partial layout. LayoutFormer++ (Jiang et al., 2023) introduces a decoding strategy
in its transformer encoder-decoder architecture to enable high-quality, conditional layout generation
in an autoregressive manner. However, its backtracking mechanism may necessitate multiple rever-
sions in the decoding process to rectify any invalid generations. Additionally, retraining is necessary
for adapting to different conditional tasks. Zheng et al. (2019) incorporated image and text features
into their layout generation model to achieve content-awareness.

Diffusion-based layout generation Recently, diffusion models have been adopted to develop uni-
fied models that adapt to various conditions and improve generation quality. PLay (Cheng et al.,
2023) uses a latent diffusion model to generate layout conditioned on guidelines—lines align el-
ements. LayoutDM (Inoue et al., 2023) and LDGM (Hui et al., 2023) build a unified model for
various generation conditions without guidelines using the discrete diffusion (Austin et al., 2021)
framework. They independently developed the same attribute-specific corruption strategy to restrict
variables of different attributes to their respective sample spaces in the mask-and-replace forward
process (Gu et al., 2022). In addition, LDGM employs discretized Gaussian noise to facilitate grad-
ual coordinate changes. LayoutDiffusion (Zhang et al., 2023), adopting a similar design to LDGM,
enhances visual quality of three generation tasks significantly by using a larger transformer back-
bone, particularly improving alignment and overlap metrics. In contrast, our method aims to en-
hance visual quality by applying constraint functions without scaling up the network architecture.
Motivated by the superior performance of DDPM (Ho et al., 2020) in image generation, two recent
studies have aimed to generate layouts in a continuous space. A diffusion-based model for uncon-
ditional generation was proposed by (He et al., 2023). Although it generate embedding vectors in
continuous space, geometric attributes are quantized to discrete tokens, thus, is not differentiable.
Another work (Chai et al., 2023) adopt DDPM for conditional generation that directly generate
continuous geometric attributes (size and position) based on given categorical attributes. Because
the noisy attributes share the same continuous sample space, DDPM-based models do not need the
attribute-specific corruption strategy. Our model further innovates by directly generating geometric
and categorical attributes in continuous space and utilizing differentiable aesthetic constraint func-
tions to enhance generation quality. In addition, we train diffusion models using both masked and
unmasked layouts similar to DiffMAE (Wei et al., 2023) to unify various tasks in a single model.

4 EXPERIMENTS

4.1 EXPERIMENT SETUP

Datasets We use two large-scale datasets for comparison. PubLayNet (Zhong et al., 2019) consists
of 330K document layouts with five class element anotation retrived from articles from PubMed
CentraTM. Rico (Deka et al., 2017) consists of 72k user interfaces designs from 9.7k Android
apps spanning 27 classes. Following LayoutDM (Inoue et al., 2023), for both datasets, we dis-
card instance that has more than 25 elements, and pad the remaining layouts to a unified maximum
length of 25. For Rico dataset, we use layouts that has only the most frequent 25 classes. The re-
fined PubLayNet and Rico datasets were then split into training, validation, and test sets containing
315, 757/16, 619/11, 142 and 35, 851/2, 109/4, 218 samples respectively.

Evaluation Metrics To assess the quality of generation, we employ four computational metrics.
(1) Fréchet Inception Distance (FID) (Heusel et al., 2017) compute the distance between the feature
distributions of generated and real layout in the feature space of a pre-trained feature extraction
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model. It evaluate both fidelity and diversity of generative models. We employ the same feature
extraction model used in LayoutDM to compute FID. (2) Maximum Intersection-over-Union (Max.)
is a metric for conditional generation. It compute the average IoU between optimally matched pairs
of elements from two layouts that contain elements with identical category sets. (3) Alignment
(Align.) and (4) Overlap is used for aesthetics assessment which compute the normalized alignment
score. We adopt the implementation of all metrics as proposed in LayoutGAN++ (Kikuchi et al.,
2021).

Generation Tasks We train a unified model for five generation tasks defined in previous works
(Gupta et al., 2021; Jiang et al., 2022; Rahman et al., 2021) including unconditional generation
(U-Cond), conditional generation based solely on class (C→S+P), conditional generation based
on both class and size (C+S→P) of each element, completion with attributes given for a subset
of elements, and refinement of a noisy layout. For completion task, following LayoutDM (Inoue
et al., 2023), we randomly sample 0% to 20% of elements from real samples as the binary condition
mask. In the completion task, we follow LayoutDM ((Inoue et al., 2023)), where we create a binary
condition mask by randomly sampling between 0% and 20% of elements from real samples. In
the refinement task, following RUITE ((Rahman et al., 2021)), we introduce minor Gaussian noise
to the size and position of each element, characterized by a mean of 0 and a variance of 0.01, to
simulate a perturbed layout. For more implementation details, please see Appendix B.

4.2 QUANTITATIVE RESULTS

We benchmark our method, LACE, against several state-of-the-art (SOTA) models on five generation
tasks using the PubLayNet and Rico datasets. These models are categorized into traditional and
diffusion-based models. Traditional models are further split into task-specific models, which include

PubLayNet Task C→S+P C+S→P Completion U-Cond
Model Metric FID↓ Max.↑ FID↓ Max.↑ FID↓ Max.↑ FID↓ Align.↓
Task-specific models

LayoutVAE 26.0 0.316 27.5 0.315 - - - -
NDN-none 61.1 0.162 69.4 0.222 - - - -
LayoutGAN++ 24.0 0.263 9.94 0.342 - - - -
Task-agnostic models

LayoutTrans 14.1 0.272 16.9 0.320 8.36 0.451 13.9 0.127
BLT 72.1 0.215 5.10 0.387 131 0.345 116 0.153
BART 9.36 0.320 5.88 0.375 9.58 0.446 16.6 0.116
MaskGIT 17.2 0.319 5.86 0.380 19.7 0.484 27.1 0.101
Diffusion-based models

VQDiffusion 10.3 0.319 7.13 0.374 11.1 0.373 15.4 0.193
LayoutDM 7.95 0.310 4.25 0.381 7.65 0.377 13.9 0.195
LACE (local) 4.88 0.331 2.80 0.437 5.86 0.401 8.45 0.141
LACE (global) 5.14 0.383 3.07 0.463 6.03 0.396 8.35 0.185
LACE (local) w/ post 4.63 0.390 2.69 0.462 5.90 0.399 8.47 0.032
LACE (global) w/ post 4.56 0.388 2.53 0.463 5.63 0.394 7.43 0.074
Validation data 6.25 0.438 6.25 0.438 6.25 0.438 6.25 0.021

Rico Task C→S+P C+S→P Completion U-Cond
Model Metric FID↓ Max.↑ FID↓ Max.↑ FID↓ Max.↑ FID↓ Align.↓
Task-specific models

LayoutVAE 33.3 0.249 30.6 0.283 - - - -
NDN-none 28.4 0.158 62.8 0.219 - - - -
LayoutGAN++ 6.84 0.267 6.22 0.348 - - - -
Task-agnostic models

LayoutTrans 5.57 0.223 3.73 0.323 3.71 0.537 7.63 0.068
BLT 17.4 0.202 4.48 0.340 117 0.471 88.2 1.030
BART 3.97 0.253 3.18 0.334 8.87 0.527 11.9 0.090
MaskGIT 26.1 0.262 8.05 0.320 33.5 0.533 52.1 0.015
Diffusion-based models

VQDiffusion 4.34 0.252 3.21 0.331 11.0 0.541 7.46 0.178
LayoutDM 3.55 0.277 2.22 0.392 9.00 0.576 6.65 0.162
LACE (local) 3.31 0.336 2.66 0.418 5.09 0.518 4.71 0.107
LACE (global) 3.24 0.340 2.87 0.418 4.45 0.527 4.63 0.117
LACE (local) w/ post 2.88 0.347 2.17 0.430 3.82 0.539 3.99 0.031
LACE (global) w/ post 3.24 0.344 2.16 0.428 4.30 0.540 4.51 0.035
Validation data 1.85 0.691 1.85 0.691 1.85 0.691 1.85 0.109

Table 1: Quantitative results on PubLayNet and Rico for four generation tasks. The top two results
are highlighted with deep and light red shades, respectively.
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PubLayNet

Figure 3: Qualitative comparison between LACE and LayoutDM in conditional generation tasks.

LayoutVAE (Jyothi et al., 2019), NDN-none (Lee et al., 2020), LayoutGAN++ (Kikuchi et al.,
2021), and RUITE (Rahman et al., 2021), and task-agnostic models like LayoutTrans (Gupta et al.,
2021), BLT (Kong et al., 2022), and MaskGIT (Chang et al., 2022). On the other hand, the diffusion-
based models considered are VQDiffusion (Gu et al., 2022) and LayoutDM (Inoue et al., 2023).
For evaluating unconditional generation, we utilize FID and Alignment metrics. Meanwhile, for
refinement and conditional generation based on partial attributes, we apply FID and MaxIoU. Since
the overlap patten is prevalent in the Rico dataset, we only apply the overlap constraint during
training on the PubLayNet dataset. Therefore the overlap metric is only used in experiments on
the PubLayNet dataset. Furthermore, results from models using both local and global alignment
constraints are reported in the benchmark experiments. In the post-processing stage, we optimize
the global alignment using the δ-alignment mask introduced in section 2.3.

Conditional and Unconditional Generation We demonstrate that LACE, even without post-
processing, achieves state-of-the-art (SOTA) performance in four tasks including unconditional and
conditional generation given partial attributes. LACE surpasses other models that utilize discrete
diffusion in benchmark experiments conducted on the Rico and PubLayNet datasets. The results for
LACE, along with nine baseline methods, are presented in Table 1 and Appendix A. We observed
Both LACE versions, using local and global alignment constraints, show similar performance.
LACE (global) exhibited superior performance on the PubLayNet dataset, possibly due to the greater
prevalence of alignment patterns in PubLayNet. The results of LACE with post-processing show a
significant improvement in alignment, while either maintaining or slightly enhancing the FID. This
is attributed to the adjustments that fine-tune the alignment without substantially altering the global
organization of elements. Figure.3 shows the qualitative comparison results between LACE and
LayoutDM for conditional generation. Additional qualitative results are in the Appendix C.

Refinement Continuous diffusion using Gaussian noise is naturally an expert at refining noisy
layouts because noisy layouts can be viewed as noisy states during the forward process. And the
continuous diffusion model is trained to reverse the corruption. Since it is only beneficial to refine a
layout that is clear enough to show the relative position of elements, we assume the noise level of the
input matches the noise states at time step τ , where the time-dependent constraint weight starts to
encourage the importance of the constraint functions (ωt = 0.1). Thus, we use a fixed LACE model
to refine a noisy layout, treat the input as a noisy state at time τ , and start a partial reverse process to
refine it. The results shown in Table 2 demonstrate LACE outperforms competing models, achieving
FID and MaxIoU scores comparable to that of LACE with post-processing.
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Dataset Rico PubLayNet
Model FID↓ Max↑ FID↓ Max↑
Task-specific models

RUITE (Rahman et al., 2021) 263.23 0.421 6.39 0.415
Task-agnostic models

Noisy input 134 0.213 130 0.242
LayoutDM 2.77 0.370 4.25 0.381
LACE (local) 1.79 0.485 1.65 0.491
Post-processed

LACE (local) 1.76 0.484 1.80 0.500
Validation data 6.25 0.438 6.25 0.438

Table 2: Results in the refinement task on PubLayNet and Rico datasets.

4.3 ABLATION STUDY

We conducted an ablation study on the PubLayNet dataset to evaluate the role of aesthetic con-
straints and masked input during training. We trained a LACE model without aesthetic constraints
and three diffusion models with constraints for unconditional generation and two conditional tasks
(C→S+P, C+S→P). Using the unconditional model, we also applied the in-painting technique (Lug-
mayr et al., 2022) for completion. We only include LACE using local alignment constraint (noted
as LACE w/ C), in the ablation study, as LACE with both constraints exhibit similar performance.
Table 3 displays the results. The result of task-specific models is comparable to LACE, which proves
the effectiveness of our task unification method. LACE achieves a much lower alignment score and
slightly reduced FID compared to LACE without aesthetic constraints, suggesting the effectiveness
of constraint optimization. In addition, the post-process notably improves the alignment in uncon-
ditional generation without sacrificing the FID score. However, the post-process is not as effective
for LACE without constraints. A possible explanation is the coordinate difference in the raw output
is too large for the threshold to detect, resulting in a smaller number of coordinate differences being
minimized. We include detailed alignment and overlap results in Appendix A.

Task Metric Task-specific LACE LACE LACE LACE
w/ C w/o C w/o C w/ post w/ post

U-Cond FID↓ 6.76 8.70 8.45 10.31 8.47
Align↓ 0.128 0.238 0.141 0.215 0.032

C→S+P FID↓ 6.12 5.08 4.88 4.76 4.63
Max↑ 0.386 0.383 0.332 0.389 0.390

C+S→P FID↓ 2.25 3.21 2.80 2.57 2.69
Max↑ 0.478 0.460 0.437 0.461 0.462

Completion FID↓ 7.73* 6.42 5.86 6.01 5.90
Max↑ 0.399 * 0.403 0.401 0.385 0.399

Table 3: Results of the ablation study conducted on the PubLayNet dataset. The asterisk (*) denotes
in-painting results using the unconditional model. Symbol C represents ’constraints’, while ’post’
refers to post-processing. The top two results are highlighted in deep and light red shades.

5 CONCLUSIONS

We introduced LACE, a diffusion a unified model for controllable layout generation in a continuous
state space. Using the diffusion framework with alignment and overlap loss constraints, LACE out-
performs previous state-of-the-art baselines in both FID and visual quality. Efficient post-processing
can further improve generation quality regarding alignment and overlap, without sacrificing FID.
While LACE demonstrates advancements in layout generation, it has several limitations. First, it
restricts layout elements to box shapes, limiting representation flexibility. Additionally, it lacks
background and content awareness, which could be crucial for more context-driven designs. The
model also handles only a limited number of elements and relies on a closed label set. These con-
straints may restrict its applicability in complex, varied design scenarios. For future work, adopting
arbitrary shapes can better mirror real-world graphic design scenarios as most existing work relies
on rectangular boxes for element representation. In addition, using images or text as conditions
to generate a more relevant layout for the content should improve the performance of downstream
tasks, such as layout-guided image generation and automated web design.
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A ADDITIONAL ABLATION RESULTS

We compared LACE with LayoutDM and LayoutGAN++ in terms of overlap and alignment. Lay-
outGAN++ is a task-specific model that also uses constraints in training and post-processing. We
directly adopt their results in the original paper. In addition, we apply post-processing to LayoutDM
to demonstrate the advantage in using constraint during training for diffusion model. Results are
shown in Table A.1 and Table A.2. Both LayoutDM and LayoutGAN++ show a notable FID in-
crease after post-processing. In contrast, LACE maintains a stable FID and achieves lower overlap
and alignment scores before post-processing, which are further improved afterward.

Task C→S+P
Model Metric FID↓ Align↓ Overlap.↓
Task-specific models

NDN-none 61.1 0.350 16.5
LayoutGAN++ 24.0 0.190 22.80
LayoutGAN++ w/ C 22.3 0.160 14.27
LayoutGAN++ w/ C & post 26.2 0.160 1.18
Diffusion-based models

LayoutDM 7.95 0.106 16.43
LayoutDM w/ post 15.2 0.083 6.076
LACE w/o C 6.12 0.054 1.636
LACE (local) 4.88 0.043 1.638
LACE (global) 5.14 0.046 1.791
LACE (local) w/ post 4.63 0.010 1.211
LACE (global) w/ post 4.56 0.009 0.906
Validation data 6.25 0.021 0.117

Table A.1: FID, overlap and alignment results in the C→S+P task on the PubLayNet dataset.

Additionally, LACE, even without post-processing, outperforms LayoutDM with post-processing in
alignment and overlap scores. This serves as proof of the effectiveness of the constraint loss in our
approach.

Task C+S→P Completion U-Cond

Model Metric Align↓ Overlap.↓ Align↓ Overlap.↓ Align↓ Overlap.↓
Diffusion-based models

LayoutDM 0.119 18.91 0.107 15.04 0.195 13.43
LayoutDM w/ post 0.117 6.506 0.073 5.220 0.200 4.641
LACE w/o C 0.065 3.062 0.054 3.223 0.238 7.533
LACE (local) 0.061 3.309 0.040 2.772 0.141 3.615
LACE (global) 0.061 3.439 0.042 3.056 0.185 4.140
LACE (local) w/ post 0.016 1.400 0.014 1.723 0.032 0.586
LACE (global) w/ post 0.017 1.363 0.017 1.573 0.074 0.768
Validation data 0.021 0.117 0.021 0.117 0.021 0.117

Table A.2: Overlap and alignment results on PubLayNet for three generation tasks.

B IMPLEMENTATION SPECIFICATIONS

B.1 TIME-DEPENDENT CONSTRAINT WEIGHT

The time-dependent constraint weight is critical for effective model convergence and output quality.
Without this weight, the model struggles to converge, leading to a high Fréchet Inception Distance
(FID) score, typically remaining above 100, which indicates poor layout quality. We choose ωt =
(1− ᾱt) of a constant β schedule as the constraint weight series. The β schedule is set empirically
such that the weight activates the constraint only when t is small when the corruption process has
not introduced too much overlap, as demonstrated in Figure B.1. Thus, in the reverse process, the
coarse structure of the layout has emerged. Figure B.2 demonstrates the local minimum induced by
the constraint functions at noisy steps, hindering convergence.
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Figure B.1: Time-dependent constraint weight and Mean Pairwise IoU in the forward process.
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cases converging to a local minimum

Figure B.2: Examples of convergence to local minimum with alignment and overlap constraints

B.2 POST-PROCESSING THRESHOLD

We use the global alignment and overlap (only on PubLayNet) constraints to optimize the raw out-
put of LACE. Since there is no target layout to compute the ground truth alignment mask matrix
in Eq. (9), we use a threshold value to compute an alignment mask matrix using the coordinate
difference matrix of the generated layout. To determine the threshold for enhanced visual quality
post-processing, we first scaled the normalized canvas according to its width/height ratio. We then
tested various threshold values, including 1/16, 1/32, 1/64, 1/128, and 1/256. The optimal threshold
was empirically determined to be 1/64 of the scaled normalized canvas size. This setting aligns with
real dataset observations, where only 0.5% of unaligned coordinate pairs have a smaller difference.

B.3 MODEL ARCHITECTURE

As illustrated in Figure B.3, we adopt a transformer architecture that is implemented in the source
code of LayoutDM Inoue et al. (2023) to predict the noise term in Eq. (5). We also choose similar
hyper-parameter settings for a fair comparison: 4 layers, 16 attention heads, 2048 hidden dimension
in the FNN (feed-forward networks), and the embedding dimension is 1024 for PubLayNet and 512
for Rico. In addition, we add two FNNs to encode and decode element vectors. Time embeddings
are injected by an modified adaptive layer normalization Dumoulin et al. (2017). Specifically, the
layer normalization is:

y = (1+ fγ(vt))⊙
(
x− µ

σ

)
+ fβ(vt), (B.1)

where x, y are the input and output of the normalization function, fγ , fβ are FFN that encode the
time-dependent scale and shift, µ, σ are x’s mean and standard deviation, vt is the time embedding,
1 is a vector of all ones represents a residue connection. ⊙ is the Hadamard product.
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<latexit sha1_base64="im1e/4T9eS0sJniQeODaVSCpcus=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTia1l047KCfUATymQ6aYdOHszciCX0N9y4UMStP+POv3HSZqGtBwYO59zLPXP8RAqNtv1tlVZW19Y3ypuVre2d3b3q/kFbx6livMViGauuTzWXIuItFCh5N1Gchr7kHX98m/udR660iKMHnCTcC+kwEoFgFI3kuiHFkR9kT9M+9qs1u27PQJaJU5AaFGj2q1/uIGZpyCNkkmrdc+wEvYwqFEzyacVNNU8oG9Mh7xka0ZBrL5tlnpITowxIECvzIiQz9fdGRkOtJ6FvJvOMetHLxf+8XorBtZeJKEmRR2x+KEglwZjkBZCBUJyhnBhCmRImK2EjqihDU1PFlOAsfnmZtM/qzmX94v681rgp6ijDERzDKThwBQ24gya0gEECz/AKb1ZqvVjv1sd8tGQVO4fwB9bnD5Mskg0=</latexit>xt

<latexit sha1_base64="oTz22hSleDIIhNmVkZPvIcZ001w=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIr2XRjcsK9oHtUDJppg3NJCHJCGXoX7hxoYhb/8adf2PazkJbD1w4nHMv994TKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0O/VbT1QbJsWDHSsaJnggWMwItk567EZsIBVPDeqVK37VnwEtkyAnFchR75W/un1J0oQKSzg2phP4yoYZ1pYRTielbmqowmSEB7TjqMAJNWE2u3iCTpzSR7HUroRFM/X3RIYTY8ZJ5DoTbIdm0ZuK/3md1MbXYcaESi0VZL4oTjmyEk3fR32mKbF87AgmmrlbERlijYl1IZVcCMHiy8ukeVYNLqsX9+eV2k0eRxGO4BhOIYArqMEd1KEBBAQ8wyu8ecZ78d69j3lrwctnDuEPvM8fc3OQyQ==</latexit>M

<latexit sha1_base64="w2eursge3RgSOlDIVtvWOAWQC/4=">AAACAHicbVC5TsNAEB1zhnAZKChoLCIkqshGXGUEDWWQyCElVrTejJNV1ge7a0RkueFXaChAiJbPoONvWCcuIOFJKz29NzM787yYM6ls+9tYWFxaXlktrZXXNza3ts2d3aaMEkGxQSMeibZHJHIWYkMxxbEdCySBx7Hlja5zv/WAQrIovFPjGN2ADELmM0qUlnrmflfho0qRY4ChsiTeJxhSzHpmxa7aE1jzxClIBQrUe+ZXtx/RJJ9COZGy49ixclMiFKMcs3I3kRgTOiID7GgakgClm04OyKwjrfQtPxL66S0m6u+OlARSjgNPVwZEDeWsl4v/eZ1E+ZduysI4Ufqs6Ud+wi0VWXkaVp8JpIqPNSFUML2rRYdEEKp0ZmUdgjN78jxpnlSd8+rZ7WmldlXEUYIDOIRjcOACanADdWgAhQye4RXejCfjxXg3PqalC0bRswd/YHz+AKNZlxc=</latexit>

element sequence

<latexit sha1_base64="hjx3YIbgOVyIVmdLFZZrIMBX5aE=">AAACAnicbZBLSwMxFIUz9VXrq+pK3ASL4KrMiK9lUQSXFewD2lIymds2NJMZkjtiGYob/4obF4q49Ve489+YPhbaeiBwOOdewv38WAqDrvvtZBYWl5ZXsqu5tfWNza389k7VRInmUOGRjHTdZwakUFBBgRLqsQYW+hJqfv9q1NfuQRsRqTscxNAKWVeJjuAMbdTO7zURHjAtR0aMAnod+hAEQnWH7XzBLbpj0XnjTU2BTFVu57+aQcSTEBRyyYxpeG6MrZRpFFzCMNdMDMSM91kXGtYqFoJppeMThvTQJgHtRNo+hXSc/t5IWWjMIPTtZMiwZ2a7Ufhf10iwc9FKhYoTBMUnH3USSTGiIx40EBo4yoE1jGsLgVPeY5pxtNRyFoI3e/K8qR4XvbPi6e1JoXQ5xZEl++SAHBGPnJMSuSFlUiGcPJJn8krenCfnxXl3PiajGWe6s0v+yPn8Adq0l7w=</latexit>

Position Embedding

<latexit sha1_base64="g6p/euq3jQgnZicG2qOWjJ0xdAQ=">AAAB8nicbVDLSgNBEJz1GeMr6tHLYBA8hV3xdQx68RghL0iWMDvpTYbMzi4zvWJY8hlePCji1a/x5t84SfagiQUNRVU33V1BIoVB1/12VlbX1jc2C1vF7Z3dvf3SwWHTxKnm0OCxjHU7YAakUNBAgRLaiQYWBRJawehu6rceQRsRqzqOE/AjNlAiFJyhlTpdhCfM6iKCSa9UdivuDHSZeDkpkxy1Xumr2495GoFCLpkxHc9N0M+YRsElTIrd1EDC+IgNoGOpYhEYP5udPKGnVunTMNa2FNKZ+nsiY5Ex4yiwnRHDoVn0puJ/XifF8MbPhEpSBMXni8JUUozp9H/aFxo4yrEljGthb6V8yDTjaFMq2hC8xZeXSfO84l1VLh8uytXbPI4COSYn5Ix45JpUyT2pkQbhJCbP5JW8Oei8OO/Ox7x1xclnjsgfOJ8/yviRmg==</latexit>

Time
<latexit sha1_base64="y3VRO7pMNR2UmR6oKzWdPd2kI8U=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BIvgqSTi17EogscK9gPaUDababt0swm7k2IJ/SdePCji1X/izX/jts1BWx8MPN6bYWZekAiu0XW/rcLK6tr6RnGztLW9s7tn7x80dJwqBnUWi1i1AqpBcAl15CiglSigUSCgGQxvp35zBErzWD7iOAE/on3Je5xRNFLXtjsIT5jdRQGEIZf9SdcuuxV3BmeZeDkpkxy1rv3VCWOWRiCRCap123MT9DOqkDMBk1In1ZBQNqR9aBsqaQTaz2aXT5wTo4ROL1amJDoz9fdERiOtx1FgOiOKA73oTcX/vHaKvWs/4zJJESSbL+qlwsHYmcbghFwBQzE2hDLFza0OG1BFGZqwSiYEb/HlZdI4q3iXlYuH83L1Jo+jSI7IMTklHrkiVXJPaqROGBmRZ/JK3qzMerHerY95a8HKZw7JH1ifPwXok+0=</latexit>

Embedding

<latexit sha1_base64="QTVyCSl3oPr6h3LfmWR71Wy+Fm4=">AAAB/HicbVDJSgNBEO2JW4zbaI5eBoPgKcyI2zHqxYNIBLNAMoSenkrSpGehu0YchvgrXjwo4tUP8ebf2EnmoNEHBY/3qqiq58WCK7TtL6OwsLi0vFJcLa2tb2xumds7TRUlkkGDRSKSbY8qEDyEBnIU0I4l0MAT0PJGlxO/dQ9S8Si8wzQGN6CDkPc5o6ilnlnuIjxgdu7Ta5qCvIlkMO6ZFbtqT2H9JU5OKiRHvWd+dv2IJQGEyARVquPYMboZlciZgHGpmyiIKRvRAXQ0DWkAys2mx4+tfa34Vj+SukK0purPiYwGSqWBpzsDikM1703E/7xOgv0zN+NhnCCEbLaonwgLI2uShOVzCQxFqgllkutbLTakkjLUeZV0CM78y39J87DqnFSPb48qtYs8jiLZJXvkgDjklNTIFamTBmEkJU/khbwaj8az8Wa8z1oLRj5TJr9gfHwDPXOVKw==</latexit>

AdaLayerNorm

<latexit sha1_base64="AgBMEtTcSbAbO38uaMz/J13is04=">AAAB/nicbVDJSgNBEO1xN25R8eSlMQiewoy4HYMieFTIIiRD6OmpiY3dPUN3jRiGgL/ixYMiXv0Ob/6NneXg9qDg8V4VVfWiTAqLvv/pTU3PzM7NLyyWlpZXVtfK6xtNm+aGQ4OnMjXXEbMghYYGCpRwnRlgKpLQim7Phn7rDowVqa5jP4NQsZ4WieAMndQtb3UQ7rGoCwX0XEUQx0L3Bt1yxa/6I9C/JJiQCpngslv+6MQpzxVo5JJZ2w78DMOCGRRcwqDUyS1kjN+yHrQd1UyBDYvR+QO665SYJqlxpZGO1O8TBVPW9lXkOhXDG/vbG4r/ee0ck5OwEDrLETQfL0pySTGlwyxoLAxwlH1HGDfC3Ur5DTOMo0us5EIIfr/8lzT3q8FR9fDqoFI7ncSxQLbJDtkjATkmNXJBLkmDcFKQR/JMXrwH78l79d7GrVPeZGaT/ID3/gVutpXO</latexit>

Time Embedding

<latexit sha1_base64="XgFL+vfXr3LPGAarPaHAIiQmKSA=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BIvgqSTi17HoxYNIBfsBbSib7aRdutmE3UmxhP4TLx4U8eo/8ea/cdvmoNUHA4/3ZpiZFySCa3TdL6uwtLyyulZcL21sbm3v2Lt7DR2nikGdxSJWrYBqEFxCHTkKaCUKaBQIaAbD66nfHIHSPJYPOE7Aj2hf8pAzikbq2nYH4RGzWzoGdReraNK1y27FncH5S7yclEmOWtf+7PRilkYgkQmqddtzE/QzqpAzAZNSJ9WQUDakfWgbKmkE2s9ml0+cI6P0nDBWpiQ6M/XnREYjrcdRYDojigO96E3F/7x2iuGln3GZpAiSzReFqXAwdqYxOD2ugKEYG0KZ4uZWhw2oogxNWCUTgrf48l/SOKl455Wz+9Ny9SqPo0gOyCE5Jh65IFVyQ2qkThgZkSfyQl6tzHq23qz3eWvBymf2yS9YH98t3pQH</latexit>

LayerNorm

<latexit sha1_base64="un59KKqDRxM+/aeiLb/WmNiALUo=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEmZnJ8mY2Z1lplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrSKQw6LrfTmFldW19o7hZ2tre2d0r7x80jUo14w2mpNLtgBouRcwbKFDydqI5jQLJW8Hoduq3nrg2QsUPOE64H9FBLPqCUbRSs6tChaRXrrhVdwayTLycVCBHvVf+6oaKpRGPkUlqTMdzE/QzqlEwySelbmp4QtmIDnjH0phG3PjZ7NoJObFKSPpK24qRzNTfExmNjBlHge2MKA7NojcV//M6Kfav/UzESYo8ZvNF/VQSVGT6OgmF5gzl2BLKtLC3EjakmjK0AZVsCN7iy8ukeVb1LqsX9+eV2k0eRxGO4BhOwYMrqMEd1KEBDB7hGV7hzVHOi/PufMxbC04+cwh/4Hz+AEYrjvI=</latexit>�
<latexit sha1_base64="oTz22hSleDIIhNmVkZPvIcZ001w=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIr2XRjcsK9oHtUDJppg3NJCHJCGXoX7hxoYhb/8adf2PazkJbD1w4nHMv994TKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0O/VbT1QbJsWDHSsaJnggWMwItk567EZsIBVPDeqVK37VnwEtkyAnFchR75W/un1J0oQKSzg2phP4yoYZ1pYRTielbmqowmSEB7TjqMAJNWE2u3iCTpzSR7HUroRFM/X3RIYTY8ZJ5DoTbIdm0ZuK/3md1MbXYcaESi0VZL4oTjmyEk3fR32mKbF87AgmmrlbERlijYl1IZVcCMHiy8ukeVYNLqsX9+eV2k0eRxGO4BhOIYArqMEd1KEBBAQ8wyu8ecZ78d69j3lrwctnDuEPvM8fc3OQyQ==</latexit>M

<latexit sha1_base64="oTz22hSleDIIhNmVkZPvIcZ001w=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIr2XRjcsK9oHtUDJppg3NJCHJCGXoX7hxoYhb/8adf2PazkJbD1w4nHMv994TKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0O/VbT1QbJsWDHSsaJnggWMwItk567EZsIBVPDeqVK37VnwEtkyAnFchR75W/un1J0oQKSzg2phP4yoYZ1pYRTielbmqowmSEB7TjqMAJNWE2u3iCTpzSR7HUroRFM/X3RIYTY8ZJ5DoTbIdm0ZuK/3md1MbXYcaESi0VZL4oTjmyEk3fR32mKbF87AgmmrlbERlijYl1IZVcCMHiy8ukeVYNLqsX9+eV2k0eRxGO4BhOIYArqMEd1KEBBAQ8wyu8ecZ78d69j3lrwctnDuEPvM8fc3OQyQ==</latexit>M

<latexit sha1_base64="XgFL+vfXr3LPGAarPaHAIiQmKSA=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BIvgqSTi17HoxYNIBfsBbSib7aRdutmE3UmxhP4TLx4U8eo/8ea/cdvmoNUHA4/3ZpiZFySCa3TdL6uwtLyyulZcL21sbm3v2Lt7DR2nikGdxSJWrYBqEFxCHTkKaCUKaBQIaAbD66nfHIHSPJYPOE7Aj2hf8pAzikbq2nYH4RGzWzoGdReraNK1y27FncH5S7yclEmOWtf+7PRilkYgkQmqddtzE/QzqpAzAZNSJ9WQUDakfWgbKmkE2s9ml0+cI6P0nDBWpiQ6M/XnREYjrcdRYDojigO96E3F/7x2iuGln3GZpAiSzReFqXAwdqYxOD2ugKEYG0KZ4uZWhw2oogxNWCUTgrf48l/SOKl455Wz+9Ny9SqPo0gOyCE5Jh65IFVyQ2qkThgZkSfyQl6tzHq23qz3eWvBymf2yS9YH98t3pQH</latexit>

LayerNorm

<latexit sha1_base64="oTz22hSleDIIhNmVkZPvIcZ001w=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIr2XRjcsK9oHtUDJppg3NJCHJCGXoX7hxoYhb/8adf2PazkJbD1w4nHMv994TKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0O/VbT1QbJsWDHSsaJnggWMwItk567EZsIBVPDeqVK37VnwEtkyAnFchR75W/un1J0oQKSzg2phP4yoYZ1pYRTielbmqowmSEB7TjqMAJNWE2u3iCTpzSR7HUroRFM/X3RIYTY8ZJ5DoTbIdm0ZuK/3md1MbXYcaESi0VZL4oTjmyEk3fR32mKbF87AgmmrlbERlijYl1IZVcCMHiy8ukeVYNLqsX9+eV2k0eRxGO4BhOIYArqMEd1KEBBAQ8wyu8ecZ78d69j3lrwctnDuEPvM8fc3OQyQ==</latexit>M

<latexit sha1_base64="BJsKqaZDAi1vjRklVZd4pqoiZUA=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17HoRW8V7Ac0oWy2m3bpZhN2J2IJ/RtePCji1T/jzX/jps1Bqw8GHu/NMDMvSATX6DhfVmlpeWV1rbxe2djc2t6p7u61dZwqylo0FrHqBkQzwSVrIUfBuoliJAoE6wTj69zvPDCleSzvcZIwPyJDyUNOCRrJ85A9YnYrkxSn/WrNqTsz2H+JW5AaFGj2q5/eIKZpxCRSQbTuuU6CfkYUcirYtOKlmiWEjsmQ9QyVJGLaz2Y3T+0jowzsMFamJNoz9edERiKtJ1FgOiOCI73o5eJ/Xi/F8NLPeP4Sk3S+KEyFjbGdB2APuGIUxcQQQhU3t9p0RBShaGKqmBDcxZf/kvZJ3T2vn92d1hpXRRxlOIBDOAYXLqABN9CEFlBI4Ale4NVKrWfrzXqft5asYmYffsH6+Aa4KJIl</latexit>

Input

<latexit sha1_base64="vDRKXi0ClN8NeSlAaQdWjoFl2M0=">AAAB+nicbVDJSgNBEO2JW4zbRI9eBoPgxTAjbsegl1yECGaBZAg9PZWkSc9Cd40axnyKFw+KePVLvPk3dpI5aOKDgsd7VVTV82LBFdr2t5FbWl5ZXcuvFzY2t7Z3zOJuQ0WJZFBnkYhky6MKBA+hjhwFtGIJNPAENL3h9cRv3oNUPArvcBSDG9B+yHucUdRS1yx2EB4xvUkE8uMqUH/cNUt22Z7CWiRORkokQ61rfnX8iCUBhMgEVart2DG6KZXImYBxoZMoiCkb0j60NQ1pAMpNp6ePrUOt+FYvkrpCtKbq74mUBkqNAk93BhQHat6biP957QR7l27KwzhBCNlsUS8RFkbWJAfL5xIYipEmlEmub7XYgErKUKdV0CE48y8vksZJ2Tkvn92elipXWRx5sk8OyBFxyAWpkCqpkTph5IE8k1fyZjwZL8a78TFrzRnZzB75A+PzB3JllCI=</latexit>

Multi-Head
<latexit sha1_base64="JE/AwLdo4x9ttoQk5b2qBtNWpxY=">AAAB/nicbVDJSgNBFHwTtxi3qHjy0hgET2FG3I5RLx4jmgWSIfR0epImPQvdb8QwBPwVLx4U8ep3ePNv7Ely0MSChqLqFf1eebEUGm3728otLC4tr+RXC2vrG5tbxe2duo4SxXiNRTJSTY9qLkXIayhQ8masOA08yRve4DrzGw9caRGF9ziMuRvQXih8wSgaqVPcayN/xPSOS59cIvIwk0edYsku22OQeeJMSQmmqHaKX+1uxJLA5JmkWrccO0Y3pQoFk3xUaCeax5QNaI+3DA1pwLWbjtcfkUOjdIkfKfNCJGP1dyKlgdbDwDOTAcW+nvUy8T+vlaB/4aYijBNzGJt85CeSYESyLkhXKM5QDg2hTAmzK2F9qihD01jBlODMnjxP6sdl56x8entSqlxN68jDPhzAEThwDhW4gSrUgEEKz/AKb9aT9WK9Wx+T0Zw1zezCH1ifP7tIlgA=</latexit>

Self Attention

<latexit sha1_base64="VKC+VKwNJ8kEZBZ9SV0E1kC+uAI=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQizcjmAckS5idTJIhs7PrTG8wLPkOLx4U8erHePNvnCR70GhBQ1HVTXdXEEth0HW/nNzS8srqWn69sLG5tb1T3N2rmyjRjNdYJCPdDKjhUiheQ4GSN2PNaRhI3giG11O/MeLaiEjd4zjmfkj7SvQEo2glv438EdPbBOMEJ51iyS27M5C/xMtICTJUO8XPdjdiScgVMkmNaXlujH5KNQom+aTQTgyPKRvSPm9ZqmjIjZ/Ojp6QI6t0SS/SthSSmfpzIqWhMeMwsJ0hxYFZ9Kbif14rwd6lnwplX+KKzRf1EkkwItMESFdozlCOLaFMC3srYQOqKUObU8GG4C2+/JfUT8reefns7rRUucriyMMBHMIxeHABFbiBKtSAwQM8wQu8OiPn2Xlz3uetOSeb2YdfcD6+AaYfkrA=</latexit>

Output

<latexit sha1_base64="MTLNrX2VGwkabs/HyXJeR1+9VkE=">AAAB+3icbVBNS8NAEN34WetXrEcvwSJ4Kon4dSx68VihX9CGstlO2qWbTdidSEvoX/HiQRGv/hFv/hu3bQ7a+mDg8d4MM/OCRHCNrvttra1vbG5tF3aKu3v7B4f2Uamp41QxaLBYxKodUA2CS2ggRwHtRAGNAgGtYHQ/81tPoDSPZR0nCfgRHUgeckbRSD271EUYY1ZXVOowVhGoac8uuxV3DmeVeDkpkxy1nv3V7ccsjUAiE1Trjucm6GdUIWcCpsVuqiGhbEQH0DFU0gi0n81vnzpnRuk7ZrUpic5c/T2R0UjrSRSYzojiUC97M/E/r5NieOtnXCYpgmSLRWEqHIydWRBOnytgKCaGUKa4udVhQ6ooQxNX0YTgLb+8SpoXFe+6cvV4Wa7e5XEUyAk5JefEIzekSh5IjTQII2PyTF7JmzW1Xqx362PRumblM8fkD6zPHwHXlRU=</latexit>

Transformer
<latexit sha1_base64="T7OuHxrlpt6F2SK6jOZUmQMZtac=">AAAB83icbVDLSgNBEJz1GeMr6tHLYBA8hV3xdQzx4jGCeUB2CbOTTjJkdnaZ6RXDkt/w4kERr/6MN//GSbIHTSxoKKq66e4KEykMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk41hwaPZazbITMghYIGCpTQTjSwKJTQCke3U7/1CNqIWD3gOIEgYgMl+oIztJLvIzxhVpMxH026pbJbcWegy8TLSZnkqHdLX34v5mkECrlkxnQ8N8EgYxoFlzAp+qmBhPERG0DHUsUiMEE2u3lCT63So/1Y21JIZ+rviYxFxoyj0HZGDIdm0ZuK/3mdFPs3QSZUkiIoPl/UTyXFmE4DoD2hgaMcW8K4FvZWyodMM442pqINwVt8eZk0zyveVeXy/qJcreVxFMgxOSFnxCPXpEruSJ00CCcJeSav5M1JnRfn3fmYt644+cwR+QPn8wd/uZIA</latexit>

Block
<latexit sha1_base64="S6AKC2yB6CL8QKCt9keA37Ps1fA=">AAACC3icbZDJSgNBEIZ74hbjFvXopUkQIkiYEbdj0IvHCGaBTAg9nZqkSc9Cd40Yhty9+CpePCji1Rfw5tvYWQ6a+EPDx19VdNXvxVJotO1vK7O0vLK6ll3PbWxube/kd/fqOkoUhxqPZKSaHtMgRQg1FCihGStggSeh4Q2ux/XGPSgtovAOhzG0A9YLhS84Q2N18gUXYi2kwdTFPiAbldyAYd/z04dRB48pHnXyRbtsT0QXwZlBkcxU7eS/3G7EkwBC5JJp3XLsGNspUyi4hFHOTTTEjA9YD1oGQxaAbqeTW0b00Dhd6kfKvBDpxP09kbJA62Hgmc7xnnq+Njb/q7US9C/bqQjjBCHk04/8RFKM6DgY2hUKOMqhAcaVMLtS3meKcTTx5UwIzvzJi1A/KTvn5bPb02LlahZHlhyQAikRh1yQCrkhVVIjnDySZ/JK3qwn68V6tz6mrRlrNrNP/sj6/AFvgZtK</latexit>

✏✓(xt, t)

<latexit sha1_base64="dy1/hsFyU1u/ZmfzxxnfrVecY7k=">AAAB83icbVDLSgNBEJyNrxhfUY9eBoPgKeyKr2PQi8cI5gHZJcxOOsmQ2dllplcMS37DiwdFvPoz3vwbJ8keNLGgoajqprsrTKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqDg0ey1i3Q2ZACgUNFCihnWhgUSihFY5up37rEbQRsXrAcQJBxAZK9AVnaCXfR3jCTLIQ5KRbrrhVdwa6TLycVEiOerf85fdinkagkEtmTMdzEwwyplFwCZOSnxpIGB+xAXQsVSwCE2Szmyf0xCo92o+1LYV0pv6eyFhkzDgKbWfEcGgWvan4n9dJsX8dZEIlKYLi80X9VFKM6TQA2hMaOMqxJYxrYW+lfMg042hjKtkQvMWXl0nzrOpdVi/uzyu1mzyOIjkix+SUeOSK1MgdqZMG4SQhz+SVvDmp8+K8Ox/z1oKTzxySP3A+fwCgEZIV</latexit>

label
<latexit sha1_base64="/QR0edlv3uGAzA/YGTFbnCY8O0k=">AAAB8XicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPRi0dM5BFhQ2aHASbMzm5meg1kw1948aAxXv0bb/6NA+xBwUo6qVR1p7sriKUw6LrfTm5ldW19I79Z2Nre2d0r7h/UTZRoxmsskpFuBtRwKRSvoUDJm7HmNAwkbwTD26nfeOLaiEg94Djmfkj7SvQEo2ilxzbyEaZBNJp0iiW37M5AlomXkRJkqHaKX+1uxJKQK2SSGtPy3Bj9lGoUTPJJoZ0YHlM2pH3eslTRkBs/nV08ISdW6ZJepG0pJDP190RKQ2PGYWA7Q4oDs+hNxf+8VoK9az8VKk6QKzZf1EskwYhM3yddoTlDObaEMi3srYQNqKYMbUgFG4K3+PIyqZ+Vvcvyxf15qXKTxZGHIziGU/DgCipwB1WoAQMFz/AKb45xXpx352PemnOymUP4A+fzBzgAkUo=</latexit>

box

<latexit sha1_base64="SxrKo0vLJ4lqAvdfZ8Uubv2DnXI=">AAACCnicbVDJSgNBEO2JW4xb1KOX1iB4CjMSl2OIF48RskESQk+nkjTp6Rm6a8Qw5OzFX/HiQRGvfoE3/8bOctDEBwWP96qoqudHUhh03W8ntbK6tr6R3sxsbe/s7mX3D2omjDWHKg9lqBs+MyCFgioKlNCINLDAl1D3hzcTv34P2ohQVXAUQTtgfSV6gjO0Uid73EJ4wKSimTK9UAegaUmGfDimLRQBGFroZHNu3p2CLhNvTnJkjnIn+9XqhjwOQCGXzJim50bYTphGwSWMM63YQMT4kPWhaalidk07mb4ypqdW6VJ7iS2FdKr+nkhYYMwo8G1nwHBgFr2J+J/XjLF33U6EimIExWeLerGkGNJJLrQrNHCUI0sY18LeSvmAacbRppexIXiLLy+T2nneu8xf3BVyxdI8jjQ5IifkjHjkihTJLSmTKuHkkTyTV/LmPDkvzrvzMWtNOfOZQ/IHzucPVNGaqA==</latexit>

Transformer Block⇥ 4

<latexit sha1_base64="PYR31xmfPsWsJHvxDkMe9r5XIBw=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17EoiKdSwX5gG8pmu2mXbjZhdyKW0H/hxYMiXv033vw3btsctPXBwOO9GWbm+bHgGh3n28otLa+sruXXCxubW9s7xd29ho4SRVmdRiJSLZ9oJrhkdeQoWCtWjIS+YE1/eD3xm49MaR7JexzFzAtJX/KAU4JGeugge8L0plodd4slp+xMYS8SNyMlyFDrFr86vYgmIZNIBdG67ToxeilRyKlg40In0SwmdEj6rG2oJCHTXjq9eGwfGaVnB5EyJdGeqr8nUhJqPQp90xkSHOh5byL+57UTDC69lMs4QSbpbFGQCBsje/K+3eOKURQjQwhV3Nxq0wFRhKIJqWBCcOdfXiSNk7J7Xj67Oy1VrrI48nAAh3AMLlxABW6hBnWgIOEZXuHN0taL9W59zFpzVjazD39gff4AmxWQ4w==</latexit>

FNN

<latexit sha1_base64="PYR31xmfPsWsJHvxDkMe9r5XIBw=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17EoiKdSwX5gG8pmu2mXbjZhdyKW0H/hxYMiXv033vw3btsctPXBwOO9GWbm+bHgGh3n28otLa+sruXXCxubW9s7xd29ho4SRVmdRiJSLZ9oJrhkdeQoWCtWjIS+YE1/eD3xm49MaR7JexzFzAtJX/KAU4JGeugge8L0plodd4slp+xMYS8SNyMlyFDrFr86vYgmIZNIBdG67ToxeilRyKlg40In0SwmdEj6rG2oJCHTXjq9eGwfGaVnB5EyJdGeqr8nUhJqPQp90xkSHOh5byL+57UTDC69lMs4QSbpbFGQCBsje/K+3eOKURQjQwhV3Nxq0wFRhKIJqWBCcOdfXiSNk7J7Xj67Oy1VrrI48nAAh3AMLlxABW6hBnWgIOEZXuHN0taL9W59zFpzVjazD39gff4AmxWQ4w==</latexit>

FNN

<latexit sha1_base64="PYR31xmfPsWsJHvxDkMe9r5XIBw=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17EoiKdSwX5gG8pmu2mXbjZhdyKW0H/hxYMiXv033vw3btsctPXBwOO9GWbm+bHgGh3n28otLa+sruXXCxubW9s7xd29ho4SRVmdRiJSLZ9oJrhkdeQoWCtWjIS+YE1/eD3xm49MaR7JexzFzAtJX/KAU4JGeugge8L0plodd4slp+xMYS8SNyMlyFDrFr86vYgmIZNIBdG67ToxeilRyKlg40In0SwmdEj6rG2oJCHTXjq9eGwfGaVnB5EyJdGeqr8nUhJqPQp90xkSHOh5byL+57UTDC69lMs4QSbpbFGQCBsje/K+3eOKURQjQwhV3Nxq0wFRhKIJqWBCcOdfXiSNk7J7Xj67Oy1VrrI48nAAh3AMLlxABW6hBnWgIOEZXuHN0taL9W59zFpzVjazD39gff4AmxWQ4w==</latexit>

FNN
<latexit sha1_base64="PYR31xmfPsWsJHvxDkMe9r5XIBw=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17EoiKdSwX5gG8pmu2mXbjZhdyKW0H/hxYMiXv033vw3btsctPXBwOO9GWbm+bHgGh3n28otLa+sruXXCxubW9s7xd29ho4SRVmdRiJSLZ9oJrhkdeQoWCtWjIS+YE1/eD3xm49MaR7JexzFzAtJX/KAU4JGeugge8L0plodd4slp+xMYS8SNyMlyFDrFr86vYgmIZNIBdG67ToxeilRyKlg40In0SwmdEj6rG2oJCHTXjq9eGwfGaVnB5EyJdGeqr8nUhJqPQp90xkSHOh5byL+57UTDC69lMs4QSbpbFGQCBsje/K+3eOKURQjQwhV3Nxq0wFRhKIJqWBCcOdfXiSNk7J7Xj67Oy1VrrI48nAAh3AMLlxABW6hBnWgIOEZXuHN0taL9W59zFpzVjazD39gff4AmxWQ4w==</latexit>

FNN

<latexit sha1_base64="PYR31xmfPsWsJHvxDkMe9r5XIBw=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17EoiKdSwX5gG8pmu2mXbjZhdyKW0H/hxYMiXv033vw3btsctPXBwOO9GWbm+bHgGh3n28otLa+sruXXCxubW9s7xd29ho4SRVmdRiJSLZ9oJrhkdeQoWCtWjIS+YE1/eD3xm49MaR7JexzFzAtJX/KAU4JGeugge8L0plodd4slp+xMYS8SNyMlyFDrFr86vYgmIZNIBdG67ToxeilRyKlg40In0SwmdEj6rG2oJCHTXjq9eGwfGaVnB5EyJdGeqr8nUhJqPQp90xkSHOh5byL+57UTDC69lMs4QSbpbFGQCBsje/K+3eOKURQjQwhV3Nxq0wFRhKIJqWBCcOdfXiSNk7J7Xj67Oy1VrrI48nAAh3AMLlxABW6hBnWgIOEZXuHN0taL9W59zFpzVjazD39gff4AmxWQ4w==</latexit>

FNN

<latexit sha1_base64="un59KKqDRxM+/aeiLb/WmNiALUo=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEmZnJ8mY2Z1lplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrSKQw6LrfTmFldW19o7hZ2tre2d0r7x80jUo14w2mpNLtgBouRcwbKFDydqI5jQLJW8Hoduq3nrg2QsUPOE64H9FBLPqCUbRSs6tChaRXrrhVdwayTLycVCBHvVf+6oaKpRGPkUlqTMdzE/QzqlEwySelbmp4QtmIDnjH0phG3PjZ7NoJObFKSPpK24qRzNTfExmNjBlHge2MKA7NojcV//M6Kfav/UzESYo8ZvNF/VQSVGT6OgmF5gzl2BLKtLC3EjakmjK0AZVsCN7iy8ukeVb1LqsX9+eV2k0eRxGO4BhOwYMrqMEd1KEBDB7hGV7hzVHOi/PufMxbC04+cwh/4Hz+AEYrjvI=</latexit>�
<latexit sha1_base64="spRouzTOc3zXPytNIJ6t/2ZJ6cQ=">AAACAHicbVDJSgNBEO1xjXGLevDgpTEInsKMuB2DXnKMYBZIQqjp6Uma9Cx014hhmIu/4sWDIl79DG/+jZ1kDpr4oODxXhVV9dxYCo22/W0tLa+srq0XNoqbW9s7u6W9/aaOEsV4g0UyUm0XNJci5A0UKHk7VhwCV/KWO7qd+K0HrrSIwnscx7wXwCAUvmCARuqXDrvIHzGtgQcBKI/GKvIShlm/VLYr9hR0kTg5KZMc9X7pq+tFLAl4iEyC1h3HjrGXgkLBJM+K3UTzGNgIBrxjaAgB1710+kBGT4ziUT9SpkKkU/X3RAqB1uPANZ0B4FDPexPxP6+ToH/dS0UYJ8hDNlvkJ5JiRCdpUE8ozlCODQGmhLmVsiEoYGgyK5oQnPmXF0nzrOJcVi7uzsvVmzyOAjkix+SUOOSKVEmN1EmDMJKRZ/JK3qwn68V6tz5mrUtWPnNA/sD6/AFXWJbn</latexit>

Hadamard product
<latexit sha1_base64="oTz22hSleDIIhNmVkZPvIcZ001w=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIr2XRjcsK9oHtUDJppg3NJCHJCGXoX7hxoYhb/8adf2PazkJbD1w4nHMv994TKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0O/VbT1QbJsWDHSsaJnggWMwItk567EZsIBVPDeqVK37VnwEtkyAnFchR75W/un1J0oQKSzg2phP4yoYZ1pYRTielbmqowmSEB7TjqMAJNWE2u3iCTpzSR7HUroRFM/X3RIYTY8ZJ5DoTbIdm0ZuK/3md1MbXYcaESi0VZL4oTjmyEk3fR32mKbF87AgmmrlbERlijYl1IZVcCMHiy8ukeVYNLqsX9+eV2k0eRxGO4BhOIYArqMEd1KEBBAQ8wyu8ecZ78d69j3lrwctnDuEPvM8fc3OQyQ==</latexit>M <latexit sha1_base64="A2+IG0Ldla+E5podm7GR4dMhUUA=">AAAB+XicbVDLSgMxFM3UV62vUZdugkVwVWbE17LoxmVF+4B2KJn0tg1NMkOSKZahf+LGhSJu/RN3/o3pdBbaeiBwOOde7skJY8608bxvp7Cyura+UdwsbW3v7O65+wcNHSWKQp1GPFKtkGjgTELdMMOhFSsgIuTQDEe3M785BqVZJB/NJIZAkIFkfUaJsVLXdTsGnkz6kAiRKdOuW/YqXga8TPyclFGOWtf96vQimgiQhnKiddv3YhOkRBlGOUxLnURDTOiIDKBtqSQCdJBmyaf4xCo93I+UfdLgTP29kRKh9USEdtLmG+pFbyb+57UT078OUibjxICk80P9hGMT4VkNuMcUUMMnlhCqmM2K6ZAoQo0tq2RL8Be/vEwaZxX/snJxf16u3uR1FNEROkanyEdXqIruUA3VEUVj9Ixe0ZuTOi/Ou/MxHy04+c4h+gPn8wdlVZQr</latexit>

Summation

Figure B.3: Neural network architecture for the layout generation diffusion models. The the network
takes sequence of layout elements the time variables as input and output the predicted noise. The
pink blocks in the figure represent the trainable network components, gray blocks represent input
tensors.

B.4 TRAINING DETAILS

We train the model using the Adam optimizer. The batch size is 256. We used a learning rate
schedule that included a warmup phase followed by a half-cycle cosine decay. The initial learning
rate is set to 0.001. Training is divided into two phases: initially, the model is trained without
constraints (ωt = 0) until convergence is observed in the FID score. In the second phase, constraints
are added to the total loss, and training continues until convergence is achieved in both alignment
and FID scores. For the Rico dataset, the overlap constraint is excluded due to prevalent overlap
patterns in real data. However, in the PubLayNet dataset training, the overlap constraint is applied
to prevent undesirable overlaps in publication layouts. The diffusion model employs a total of 1000
forward steps. For efficient generation, we use DDIM sampling with 100 steps.
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C QUALITATIVE COMPARISON

<latexit sha1_base64="PD5rE+Xc5oqFpQJiHmxK7eEZtK0=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoPgKeyKr2M0CB48RDAP2CxhdjJJhszOLDO9YljyGV48KOLVr/Hm3zhJ9qCJBQ1FVTfdXWEsuAHX/XZyS8srq2v59cLG5tb2TnF3r2FUoimrUyWUboXEMMElqwMHwVqxZiQKBWuGw+rEbz4ybbiSDzCKWRCRvuQ9TglYyW8De4L07qp6M+4US27ZnQIvEi8jJZSh1il+tbuKJhGTQAUxxvfcGIKUaOBUsHGhnRgWEzokfeZbKknETJBOTx7jI6t0cU9pWxLwVP09kZLImFEU2s6IwMDMexPxP89PoHcZpFzGCTBJZ4t6icCg8OR/3OWaURAjSwjV3N6K6YBoQsGmVLAhePMvL5LGSdk7L5/dn5Yq11kceXSADtEx8tAFqqBbVEN1RJFCz+gVvTngvDjvzsesNedkM/voD5zPHxEEkSA=</latexit>

LACE
<latexit sha1_base64="y21C4q8tlBHxogCIs5MWRlsfFAc=">AAAB8nicbVDLSgNBEJyNrxhfUY9eFoPgKeyKr2PQi8co5gGbJcxOOsmQ2ZllplcMSz7DiwdFvPo13vwbJ8keNFrQUFR1090VJYIb9Lwvp7C0vLK6VlwvbWxube+Ud/eaRqWaQYMpoXQ7ogYEl9BAjgLaiQYaRwJa0eh66rceQBuu5D2OEwhjOpC8zxlFKwUdhEfM7oCKSbdc8areDO5f4uekQnLUu+XPTk+xNAaJTFBjAt9LMMyoRs4ETEqd1EBC2YgOILBU0hhMmM1OnrhHVum5faVtSXRn6s+JjMbGjOPIdsYUh2bRm4r/eUGK/csw4zJJESSbL+qnwkXlTv93e1wDQzG2hDLN7a0uG1JNGdqUSjYEf/Hlv6R5UvXPq2e3p5XaVR5HkRyQQ3JMfHJBauSG1EmDMKLIE3khrw46z86b8z5vLTj5zD75BefjG7onkY8=</latexit>

Real
<latexit sha1_base64="bZXdUI9AEy+Zfy4pf83d/wJs9Q8=">AAAB+HicbVDJSgNBEO2JW4xLRj16aQyCpzAjbsegHjwoRDALJEPo6fQkTXoWuqvFcciXePGgiFc/xZt/YyeZg0YfFDzeq6Kqnp8IrsBxvqzCwuLS8kpxtbS2vrFZtre2myrWkrIGjUUs2z5RTPCINYCDYO1EMhL6grX80cXEb90zqXgc3UGaMC8kg4gHnBIwUs8ud4E9QHZN0ljD5c24Z1ecqjMF/kvcnFRQjnrP/uz2Y6pDFgEVRKmO6yTgZUQCp4KNS12tWELoiAxYx9CIhEx52fTwMd43Sh8HsTQVAZ6qPycyEiqVhr7pDAkM1bw3Ef/zOhqCMy/jUaKBRXS2KNACQ4wnKeA+l4yCSA0hVHJzK6ZDIgkFk1XJhODOv/yXNA+r7kn1+PaoUjvP4yiiXbSHDpCLTlENXaE6aiCKNHpCL+jVerSerTfrfdZasPKZHfQL1sc3MYiTcw==</latexit>

LayoutDM
<latexit sha1_base64="PD5rE+Xc5oqFpQJiHmxK7eEZtK0=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoPgKeyKr2M0CB48RDAP2CxhdjJJhszOLDO9YljyGV48KOLVr/Hm3zhJ9qCJBQ1FVTfdXWEsuAHX/XZyS8srq2v59cLG5tb2TnF3r2FUoimrUyWUboXEMMElqwMHwVqxZiQKBWuGw+rEbz4ybbiSDzCKWRCRvuQ9TglYyW8De4L07qp6M+4US27ZnQIvEi8jJZSh1il+tbuKJhGTQAUxxvfcGIKUaOBUsHGhnRgWEzokfeZbKknETJBOTx7jI6t0cU9pWxLwVP09kZLImFEU2s6IwMDMexPxP89PoHcZpFzGCTBJZ4t6icCg8OR/3OWaURAjSwjV3N6K6YBoQsGmVLAhePMvL5LGSdk7L5/dn5Yq11kceXSADtEx8tAFqqBbVEN1RJFCz+gVvTngvDjvzsesNedkM/voD5zPHxEEkSA=</latexit>

LACE
<latexit sha1_base64="y21C4q8tlBHxogCIs5MWRlsfFAc=">AAAB8nicbVDLSgNBEJyNrxhfUY9eFoPgKeyKr2PQi8co5gGbJcxOOsmQ2ZllplcMSz7DiwdFvPo13vwbJ8keNFrQUFR1090VJYIb9Lwvp7C0vLK6VlwvbWxube+Ud/eaRqWaQYMpoXQ7ogYEl9BAjgLaiQYaRwJa0eh66rceQBuu5D2OEwhjOpC8zxlFKwUdhEfM7oCKSbdc8areDO5f4uekQnLUu+XPTk+xNAaJTFBjAt9LMMyoRs4ETEqd1EBC2YgOILBU0hhMmM1OnrhHVum5faVtSXRn6s+JjMbGjOPIdsYUh2bRm4r/eUGK/csw4zJJESSbL+qnwkXlTv93e1wDQzG2hDLN7a0uG1JNGdqUSjYEf/Hlv6R5UvXPq2e3p5XaVR5HkRyQQ3JMfHJBauSG1EmDMKLIE3khrw46z86b8z5vLTj5zD75BefjG7onkY8=</latexit>

Real
<latexit sha1_base64="bZXdUI9AEy+Zfy4pf83d/wJs9Q8=">AAAB+HicbVDJSgNBEO2JW4xLRj16aQyCpzAjbsegHjwoRDALJEPo6fQkTXoWuqvFcciXePGgiFc/xZt/YyeZg0YfFDzeq6Kqnp8IrsBxvqzCwuLS8kpxtbS2vrFZtre2myrWkrIGjUUs2z5RTPCINYCDYO1EMhL6grX80cXEb90zqXgc3UGaMC8kg4gHnBIwUs8ud4E9QHZN0ljD5c24Z1ecqjMF/kvcnFRQjnrP/uz2Y6pDFgEVRKmO6yTgZUQCp4KNS12tWELoiAxYx9CIhEx52fTwMd43Sh8HsTQVAZ6qPycyEiqVhr7pDAkM1bw3Ef/zOhqCMy/jUaKBRXS2KNACQ4wnKeA+l4yCSA0hVHJzK6ZDIgkFk1XJhODOv/yXNA+r7kn1+PaoUjvP4yiiXbSHDpCLTlENXaE6aiCKNHpCL+jVerSerTfrfdZasPKZHfQL1sc3MYiTcw==</latexit>

LayoutDM

Figure C.1: Qualitative comparison between LACE w/ post-processing (left), real (middle), and
LayoutDM (right) in conditional generation tasks (C+S → P) on the PublayNet dataset.
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<latexit sha1_base64="PD5rE+Xc5oqFpQJiHmxK7eEZtK0=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoPgKeyKr2M0CB48RDAP2CxhdjJJhszOLDO9YljyGV48KOLVr/Hm3zhJ9qCJBQ1FVTfdXWEsuAHX/XZyS8srq2v59cLG5tb2TnF3r2FUoimrUyWUboXEMMElqwMHwVqxZiQKBWuGw+rEbz4ybbiSDzCKWRCRvuQ9TglYyW8De4L07qp6M+4US27ZnQIvEi8jJZSh1il+tbuKJhGTQAUxxvfcGIKUaOBUsHGhnRgWEzokfeZbKknETJBOTx7jI6t0cU9pWxLwVP09kZLImFEU2s6IwMDMexPxP89PoHcZpFzGCTBJZ4t6icCg8OR/3OWaURAjSwjV3N6K6YBoQsGmVLAhePMvL5LGSdk7L5/dn5Yq11kceXSADtEx8tAFqqBbVEN1RJFCz+gVvTngvDjvzsesNedkM/voD5zPHxEEkSA=</latexit>

LACE
<latexit sha1_base64="y21C4q8tlBHxogCIs5MWRlsfFAc=">AAAB8nicbVDLSgNBEJyNrxhfUY9eFoPgKeyKr2PQi8co5gGbJcxOOsmQ2ZllplcMSz7DiwdFvPo13vwbJ8keNFrQUFR1090VJYIb9Lwvp7C0vLK6VlwvbWxube+Ud/eaRqWaQYMpoXQ7ogYEl9BAjgLaiQYaRwJa0eh66rceQBuu5D2OEwhjOpC8zxlFKwUdhEfM7oCKSbdc8areDO5f4uekQnLUu+XPTk+xNAaJTFBjAt9LMMyoRs4ETEqd1EBC2YgOILBU0hhMmM1OnrhHVum5faVtSXRn6s+JjMbGjOPIdsYUh2bRm4r/eUGK/csw4zJJESSbL+qnwkXlTv93e1wDQzG2hDLN7a0uG1JNGdqUSjYEf/Hlv6R5UvXPq2e3p5XaVR5HkRyQQ3JMfHJBauSG1EmDMKLIE3khrw46z86b8z5vLTj5zD75BefjG7onkY8=</latexit>

Real
<latexit sha1_base64="bZXdUI9AEy+Zfy4pf83d/wJs9Q8=">AAAB+HicbVDJSgNBEO2JW4xLRj16aQyCpzAjbsegHjwoRDALJEPo6fQkTXoWuqvFcciXePGgiFc/xZt/YyeZg0YfFDzeq6Kqnp8IrsBxvqzCwuLS8kpxtbS2vrFZtre2myrWkrIGjUUs2z5RTPCINYCDYO1EMhL6grX80cXEb90zqXgc3UGaMC8kg4gHnBIwUs8ud4E9QHZN0ljD5c24Z1ecqjMF/kvcnFRQjnrP/uz2Y6pDFgEVRKmO6yTgZUQCp4KNS12tWELoiAxYx9CIhEx52fTwMd43Sh8HsTQVAZ6qPycyEiqVhr7pDAkM1bw3Ef/zOhqCMy/jUaKBRXS2KNACQ4wnKeA+l4yCSA0hVHJzK6ZDIgkFk1XJhODOv/yXNA+r7kn1+PaoUjvP4yiiXbSHDpCLTlENXaE6aiCKNHpCL+jVerSerTfrfdZasPKZHfQL1sc3MYiTcw==</latexit>

LayoutDM
<latexit sha1_base64="PD5rE+Xc5oqFpQJiHmxK7eEZtK0=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoPgKeyKr2M0CB48RDAP2CxhdjJJhszOLDO9YljyGV48KOLVr/Hm3zhJ9qCJBQ1FVTfdXWEsuAHX/XZyS8srq2v59cLG5tb2TnF3r2FUoimrUyWUboXEMMElqwMHwVqxZiQKBWuGw+rEbz4ybbiSDzCKWRCRvuQ9TglYyW8De4L07qp6M+4US27ZnQIvEi8jJZSh1il+tbuKJhGTQAUxxvfcGIKUaOBUsHGhnRgWEzokfeZbKknETJBOTx7jI6t0cU9pWxLwVP09kZLImFEU2s6IwMDMexPxP89PoHcZpFzGCTBJZ4t6icCg8OR/3OWaURAjSwjV3N6K6YBoQsGmVLAhePMvL5LGSdk7L5/dn5Yq11kceXSADtEx8tAFqqBbVEN1RJFCz+gVvTngvDjvzsesNedkM/voD5zPHxEEkSA=</latexit>

LACE
<latexit sha1_base64="y21C4q8tlBHxogCIs5MWRlsfFAc=">AAAB8nicbVDLSgNBEJyNrxhfUY9eFoPgKeyKr2PQi8co5gGbJcxOOsmQ2ZllplcMSz7DiwdFvPo13vwbJ8keNFrQUFR1090VJYIb9Lwvp7C0vLK6VlwvbWxube+Ud/eaRqWaQYMpoXQ7ogYEl9BAjgLaiQYaRwJa0eh66rceQBuu5D2OEwhjOpC8zxlFKwUdhEfM7oCKSbdc8areDO5f4uekQnLUu+XPTk+xNAaJTFBjAt9LMMyoRs4ETEqd1EBC2YgOILBU0hhMmM1OnrhHVum5faVtSXRn6s+JjMbGjOPIdsYUh2bRm4r/eUGK/csw4zJJESSbL+qnwkXlTv93e1wDQzG2hDLN7a0uG1JNGdqUSjYEf/Hlv6R5UvXPq2e3p5XaVR5HkRyQQ3JMfHJBauSG1EmDMKLIE3khrw46z86b8z5vLTj5zD75BefjG7onkY8=</latexit>

Real
<latexit sha1_base64="bZXdUI9AEy+Zfy4pf83d/wJs9Q8=">AAAB+HicbVDJSgNBEO2JW4xLRj16aQyCpzAjbsegHjwoRDALJEPo6fQkTXoWuqvFcciXePGgiFc/xZt/YyeZg0YfFDzeq6Kqnp8IrsBxvqzCwuLS8kpxtbS2vrFZtre2myrWkrIGjUUs2z5RTPCINYCDYO1EMhL6grX80cXEb90zqXgc3UGaMC8kg4gHnBIwUs8ud4E9QHZN0ljD5c24Z1ecqjMF/kvcnFRQjnrP/uz2Y6pDFgEVRKmO6yTgZUQCp4KNS12tWELoiAxYx9CIhEx52fTwMd43Sh8HsTQVAZ6qPycyEiqVhr7pDAkM1bw3Ef/zOhqCMy/jUaKBRXS2KNACQ4wnKeA+l4yCSA0hVHJzK6ZDIgkFk1XJhODOv/yXNA+r7kn1+PaoUjvP4yiiXbSHDpCLTlENXaE6aiCKNHpCL+jVerSerTfrfdZasPKZHfQL1sc3MYiTcw==</latexit>

LayoutDM

Figure C.2: Qualitative comparison between LACE w/ post-processing (left), real (middle), and
LayoutDM (right) in conditional generation tasks (C+S → P) on the Rico dataset.
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Figure C.3: Qualitative comparison between LACE w/ post-processing (left) and LayoutDM (right)
in unconditional generation tasks on the PublayNet dataset.

Figure C.4: Qualitative comparison between LACE w/ post-processing (left) and LayoutDM (right)
in unconditional generation tasks on the Rico dataset.
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