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Abstract. In cooperative perception studies, there is often a trade-off
between communication bandwidth and perception performance. While
current feature fusion solutions are known for their excellent object de-
tection performance, transmitting the entire sets of intermediate fea-
ture maps requires substantial bandwidth. Furthermore, these fusion ap-
proaches are typically limited to vehicles that use identical detection
models. Our goal is to develop a solution that supports cooperative per-
ception across vehicles equipped with different modalities of sensors. This
method aims to deliver improved perception performance compared to
late fusion techniques, while achieving precision similar to the state-of-art
intermediate fusion, but requires an order of magnitude less bandwidth.
We propose HEAD, a method that fuses features from the classifica-
tion and regression heads in 3D object detection networks. Our method
is compatible with heterogeneous detection networks such as LiDAR
PointPillars, SECOND, VoxelNet, and camera Bird’s-eye View (BEV)
Encoder. Given the naturally smaller feature size in the detection heads,
we design a self-attention mechanism to fuse the classification head and
a complementary feature fusion layer to fuse the regression head. Our
experiments, comprehensively evaluated on the V2V4Real and OPV2V
datasets, demonstrate that HEAD is a fusion method that effectively
balances communication bandwidth and perception performance.
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1 Introduction

In the fast-evolving field of cooperative perception, finding the right balance be-
tween communication bandwidth and perception performance continues to be a
major challenge. Current methods for feature fusion have gained attention due
to their exceptional object detection performance compared to sharing bounding
box data (Late Fusion), especially when multiple vehicles share sensing data to
improve their overall perception. However, these methods come at a high cost:
the intermediate features, which encapsulate the entire sensing data, require
substantial bandwidth for transmission. This presents a critical trade-off, as the
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Fig.1: Overview of proposed HEAD. This is a bandwidth-efficient cooperative
perception framework for heterogeneous system. All connected and autonomous ve-
hicles can achieve effective cooperative perception without changing their individual
perception performance.

increased demand for bandwidth can strain communication networks, particu-
larly in dense traffic.

Furthermore, existing feature fusion strategies [2,22,24,25] are predominantly
designed for homogeneous detection networks, where vehicles utilize identical
sensing modalities and detection algorithms. This homogeneity limits the adapt-
ability of cooperative perception systems in real-world scenarios, where vehicles
come from different manufacturers and are often equipped with diverse sensor
setups and detection networks.

Motivated by these challenges, our research aims to develop a cooperative
perception method that not only enhances perception performance but also
operates efficiently across vehicles with different sensor modalities. Our ap-
proach seeks to bridge the gap between the high bandwidth consumption of
current methods and the need for robust perception across heterogeneous sys-
tems. Specifically, we aim to achieve a performance level that surpasses late
fusion techniques while maintaining comparable bandwidth usage.

In this work, we introduce HEAD, a novel fusion method that integrates fea-
tures from classification and regression heads in 3D object detection networks.
Unlike traditional methods, HEAD is designed to be compatible with hetero-
geneous detection networks, including LiDAR-based systems such as PointPil-
lars [12], SECOND [26], and VoxelNet [29], as well as camera-based Bird’s-eye
View (BEV) encoders. By focusing on the naturally smaller feature size in the
detection heads, HEAD reduces the bandwidth requirements without compro-
mising on the quality of the fused features.

To compare with existing state-of-the-art (SOTA) feature fusion methods [2,
22,24, 25|, we integrated a self-attention mechanism for fusing classification
heads, allowing the model to dynamically balance and combine features from
different sources. We also implemented a complementary feature fusion layer for
regression heads, inspired by state-of-the-art techniques, to capture relevant spa-
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tial dependencies and object characteristics. Our experimental results show that
our approach performs on par with state-of-the-art intermediate feature fusion
methods while significantly reducing the bandwidth requirements.

The contributions of this work are as follows:

— We first proposed a novel fusion method, HEAD, that integrates classification
and regression heads information in 3D object detection networks.

— The proposed method is specifically designed to work across heterogeneous
detection networks, overcoming the limitations of existing methods that re-
quire homogeneous sensor setups.

— The proposed method minimizes bandwidth usage, making the fusion process
more efficient and better than Late Fusion.

2 Related Work

2.1 Individual Perception

LiDAR-based 3D object detection is critical for automated vehicles, with models
generally split into point-based and voxel-based approaches. Point-based meth-
ods, such as PointNet [16] and PointRCNN [18], process raw point clouds directly,
retaining fine spatial details. Voxel-based methods, including VoxelNet [29], SEC-
OND [26] and PointPillars [12], convert point clouds into structured grids, of-
fering more efficient processing. However, both approaches are limited by the
constraints of vehicle sensors, which can reduce perception range and accuracy.
To address these limitations, cooperative perception has emerged, where mul-
tiple vehicles share data to enhance detection performance and mitigate the
challenges inherent in standalone sensor systems.

2.2 Cooperative Perception

Cooperative perception solutions for connected and automated vehicles can be
divided into early fusion [1,3], deep fusion [2,4-6,8-10,13,14,17,21,22,24,28|, and
late fusion. Among these, the deep fusion achieves a good balance between band-
width and detection performance, making it widely embraced in the research [27].
Some deep fusion methods have been extensively studied. F-Cooper [2] employs
the mazout operation for feature map fusion. SiCP [17] proposed a simultaneous
individual and cooperative perception framework, enable efficient cooperative de-
tection while also ensuring that, in the absence of data sharing between vehicles,
the detection performance remains comparable to that of standalone models.
AttFuse [25] utilizes a self-attention mechanism to fuse features effectively. V2X-
VIiT [24] introduces a unified transformer-based architecture specifically designed
for multi-agent perception, while CoBEVT [22] proposes a versatile transformer
framework for similar applications. For instance, Where2comm [10] introduces
a spatial confidence map to capture the spatial diversity of perceptual data,
effectively minimizing communication bandwidth. Additionally, CoAlign [13] in-
troduces a novel hybrid collaboration framework designed to address pose errors.
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While these methods excel in cooperative perception, they primarily focus on fus-
ing homogeneous models. In contrast, our proposed approach not only explores
heterogeneous fusion but also achieves high perception performance without re-
quiring substantial bandwidth.

3 Methodology
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Fig.2: An overview of the heterogeneous fusion network. Blue Ego vehicle encoder
correspond to the PointPillars backbone, whereas green CAV; vehicle encoder corre-
spond to the SECOND backbone.

In this section, we detail the design of our fusion network, addressing both
heterogeneous and homogeneous approaches. Section 3.1 focuses on the design
of the heterogeneous fusion network, where we use distinct backbones for the
ego vehicle and the sender vehicle. Specifically, the ego vehicle utilizes PointPil-
lars [12], while the sender vehicle employs SECOND [26]. For the fusion process,
we apply the Max function to merge classification maps, ensuring that the most
significant features are retained. For regression maps, we use the Mean function
to combine features, achieving a balanced integration of spatial information. In
Section 3.2, we compare our method with existing homogeneous BEV feature
fusion techniques. We employ self-attention mechanisms for fusing classification
maps, effectively capturing the interdependencies between different features. For
regression map fusion, we use Complementary Feature Fusion from SiCP [17],
which is recognized for its robustness in handling and merging high-dimensional
feature spaces. In this paper, we assume that feature map alignment can be
effectively handled by existing solutions, such as those presented in [7,19]. Con-
sequently, the discussion of feature map registration is considered beyond the
scope of this work.

3.1 Heterogeneous Fusion Network

Observations. We observed several notable insights. Figure 3(a), (b), and (c)
show the classification maps produced by the ego vehicle using PointPillars, the
sender vehicle using SECOND, and the fused classification map, respectively. In
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(b) sender_cls
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Fig. 3: Visualizing classification and regression maps. The ego vehicle and sender ve-
hicle use Pointpillars and SECOND to process point cloud respectively. Figure 3(a)
and (d) represent the classification and regression maps of ego vehicle. Similarly, Fig-
ure 3(b) and (e) correspond to the classification and regression maps of sender vehicle.

these figures, the bright regions within the white circles indicate vehicle targets,
with brighter areas suggesting a higher probability of the detected object being a
vehicle. Similarly, Figure 3(d), (e), and (f), show the regression maps generated
by the ego vehicle using PointPillars, the sender vehicle using SECOND, and the
fused regression map, respectively. Here, the vehicle targets within the white cir-
cles exhibit a different pattern compared to the classification maps. Specifically,
features near the vehicle’s edges are more distinct, while the central regions of
the vehicles show less pronounced features. This is due to the limited or absent
LiDAR points in the empty spaces inside a car, which results in less detailed
information at the center of the vehicle.

Classification Map. Based on our observations of the classification maps, using
the max function for fusion effectively retains the most prominent target features,
thereby improving the robustness of the perception system. Let’s assume the
classification map of ego vehicle is clscgo, the classification map of vehicle j is
clsj, then the fused classification map can be shown as

cls® = Max(clsego || cls;) € ROHXW (1)

where || denotes the concatenation operation.

Regression Map. Based on the observations of the regression maps and ex-
perimental findings, using the mean function for fusion effectively integrates
information from both vehicles. Here, the fused regression map can be expressed
as

reg” = Mean(reg,,, || reg;) € REXHXW (2)

where || denotes the concatenation operation. T€g, 4, 1S TEgression map from ego
vehicle, and reg; is regression map from vehicle j.

3.2 Homogeneous Fusion Network

Classification Map. We use a scaled dot-product attention mechanism for
the fusion process [20]. This method enables the network to assess and weigh
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Fig. 4: An overview of the homogeneous fusion network. Both the Ego vehicle encoder
and the CAV; vehicle encoder correspond to the PointPillars backbone.

the significance of classification maps from multiple vehicles, thereby improving
overall classification accuracy. In this approach, classification maps from various
vehicles are first concatenated and then organized into matrices @@, K and V.
We compute the dot product of the query with all keys, normalize each key by
V/dj, and apply the softmax function to obtain the weights for the values. This
process is illustrated in Figure 5 (a).

T
Attention(Q, K, V) = softmax (?/IC% ) 1% (3)

The attention mechanism dynamically adjusts the contribution of each input,
ensuring that the most relevant features are emphasized in the final fused output.
Here we use 256 as the value of dj,.
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Fig. 5: Self-attention fusion and Complementary feature fusion.

Regression Map. Inspired by the SiCP [17], we employ a complementary fea-
ture fusion network for the regression maps, as shown in Figure 5 (b). Consider
the ego vehicle receiving a regression map from a homogeneous automated vehi-
cle j. Using the relative pose information, we transform this regression map to
obtain reg,;. We then concatenate the ego vehicle’s regression map reg,,, with
the transformed map reg;. This concatenated regression map is subsequently
processed through a 1 x 1 convolution layer. This process can be represented as

A = Conv(reg,,, || reg;) € REXW (4)
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where || denotes the concatenation operation. Here, we utilize a 121 convolutional
operation to handle stacked feature maps and generate a unified single-channel
feature map.

To effectively utilize the aggregated information, we perform a subsequent
operation to fully capture spatial dependencies. Specifically, we generate a weight
map M € R?*W using the following process:

M =A@ (0 (BN (Conw (6 (BN (Conv (A))))))) (5)

Here BN denotes the Batch Normalization [11], § and o represent the ReLU
and Sigmoid activation functions [15] respectively, and @ indicates element-wise
summation. This process involves applying two layers of 3 x 3 convolutional
operations.

Subsequently, we normalize M to obtain a normalized weighted map M,
where all values are constrained within the range [0,1]. Since M is used to
weight and fuse features from two separate regression maps, we adjust M as
follows. For any element m;; in M, the adjustment is given by

e Mij, M5 € T€Jego N reg; (6)
Y 0, otherwise

This adjustment ensures that the weight map M is only applied to fuse features
within the overlapping regions of reg.,, and reg;. For non-overlapping regions,
the weight map is set to 0, meaning that the ego vehicle relies solely on its own
data for object detection in those areas.

After fusing the received regression map, the ego vehicle’s regression map
will be updated to reg?,, € REXHXW is computed as follows

Te.g:go = Conv ((M @ Tegego) || ((1 - M) oY 7ﬂegj)) (7)

In this equation, ® denotes element-wise multiplication. The weight map M
is used to adjust the ego vehicle’s regression map, while the complementary
weight map (1 — M) modifies the received regression map. As a result, in the
fused regression map, each point is predominantly influenced either by the ego
vehicle’s information or by information from vehicle j.

4 Experiments

Datasets. We evaluated both heterogeneous and homogeneous cooperative per-
ception approaches, using two widely recognized datasets: OPV2V [25] and
V2V4Real [23]. OPV2V is a pioneering large-scale simulation dataset specifi-
cally designed for cooperative perception research in autonomous vehicles. It
provides multi-vehicle sensor data and annotated driving scenarios, facilitating
the development and testing of collaborative perception algorithms. V2V4Real,
on the other hand, is a real-world dataset collected concurrently by two vehicles,
capturing a diverse range of local and highway driving scenarios. These datasets
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were utilized to evaluate and benchmark Vehicle-to-Vehicle (V2V) cooperative
perception methodologies.

To meet the specific training and testing requirements of our model, we
implement a First-Come-First-Serve policy for each frame across all datasets in
our cooperative perception tasks. This approach enables us to utilize data from
both the ego vehicle and the sender vehicle.

Implementation. For heterogeneous cooperative perception implementation,
we adopt PointPillars [12] as ego vehicle’s backbone, and SECOND [26] as sender
vehicle’s backbone. We use a Element-wise Max Fusion function to fuse both
classification features and use a Mean Fusion function to fuse both regression
features.

For homogeneous cooperative perception implementation, following [25] set-
ting, all the models adopt PointPillars [12] as the backbone. The resulting BEV
feature are then passed through the detection head to produce the classifica-
tion and regression features. For multi-vehicle classification features fusion, we
utilize a self-attention mechanism [25] to enhance collaborative perception. The
multi-vehicle regression features are fused using a complementary feature fusion
approach [17]. Our model was trained using an Nvidia RTX 3090 GPU, with the
Adam optimizer, a learning rate of 0.001, and a batch size of 1. At the inference
stage, following [23,25], we use the Average Precision (AP) metric to evaluate
the performance of all models on OPV2V and V2V4real datasets. The evaluation
involved employing IoU thresholds of 50 and 70, respectively.

Baselines. To compare against our proposed HEAD method, we adopted the
following baseline models: For heterogeneous cooperative perception, we compare
our model with no fusion and late fusion. For homogeneous cooperative percep-
tion, several SOTA deep fusion models (including F-Cooper [2], AttFuse [25],
V2X-ViT [24] and CoBEVT [22]) and late-fusion.

Late Fusion Evaluation Criteria. Particular attention is given to late-fusion,
which aggregates the final predictions from multiple vehicles at a later stage, we
require that the detection results transmitted by the sender vehicle must have
high confidence. This means that the transmission objects should have higher
scores so that all sent objects are true positives (TP). Experiments on both
datasets show, as depicted in Figure 6, that when the detection score threshold
is set to 0.75, there are no false positives (FP) in the transmitted objects, en-
suring reliability. Of course, the threshold can be adjusted according to specific
application requirements.
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Fig. 6: Impact of threshold score on false positives across datasets for late fusion.
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Table 1: Heterogeneous Cooperative Perception Average Precision (AP) Evaluation
on OPV2V Datasets.

Default Towns Culver City
AP50t | AP701 AP50t | AP70t

Method ‘ ‘
| |

No Fusion ‘ 73.84 ‘ 60.89 ‘ 77.71 ‘ 62.21
| |

Late Fusion 77.31 63.51 75.62 58.54
81.11 |  64.41 83.39 | 64.56

HEAD (Ours)

Table 2: Homogeneous Cooperative Perception Evaluation on V2V4Real and OPV2V
Datasets. BW means Bandwidth.

V2V4Real Dataset OPV2V Default Dataset
Ave Infer Ave Infer
Method Channels | BW(Mbps) | ‘ Tvsac(pee) | AP50 1 | BW(Mbps) | Time(ms) | AP50 1
F-Cooper [2] 256 660 15.16 477 2749.6 27.48 79.71
Attfuse [25] 256 660 15.24 43.0 2749.6 31.46 81.91
V2X-ViT [24] 256 660 43.51 49.2 2749.6 97.54 85.62
CoBEVT [22] 256 660 27.53 51.0 2749.6 58.13 84.77
Late Fusion | | 0.09 | 1525 | 404 | 0.37 | 3145 | 77.03
HEAD (Ours) | 16 | 41.6 | 1767 | 484 | 172 | 3350 | 8188

4.1 Heterogeneous Cooperative Perception Evaluations

For No Fusion (the ego vehicle relies solely on it’s LIDAR measurements with-
out cooperation), ego vehicle use PointPillars as backbone. For Late Fusion and
HEAD(Ours), ego vehicle use PointPillars as backbone, sender vehicle use SEC-
OND as backbone. As depicted in Table 1 shows that the proposed HEAD
method significantly outperforms both No Fusion and Late Fusion approaches
in heterogeneous cooperative perception on the OPV2V datasets. For example,
in Default Towns, HEAD achieves an AP50 of 81.11 and an AP70 of 64.41, com-
pared to 73.84 and 60.89 for No Fusion, and 77.31 and 63.51 for Late Fusion.
Similarly, in Culver City, HEAD reaches an AP50 of 83.39 and an AP70 of 64.56,
surpassing No Fusion (77.71, 62.21) and Late Fusion (75.62, 58.54). These re-
sults indicate that HEAD not only improves detection accuracy by up to 7.27%
for AP50 and 5.87% for AP70 compared to the baseline but also delivers more
consistent performance across different environments.

4.2 Homogeneous Cooperative Perception Evaluations

Evaluation on OPV2V dataset. In the Table 2, HEAD (Ours) significantly
reduces bandwidth consumption to 172 Mbps, a substantial improvement com-
pared to other intermediate fusion methods, which exceed 2749 Mbps. This
demonstrates its superior efficiency in collaborative sensing. HEAD also achieves
an average inference time of 33.5 ms, outperforming all methods except for the
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Late Fusion model. In terms of performance, HEAD attains an AP50 (Average
Precision at 50% IoU) score of 81.88, surpassing the Late Fusion strategy and
approaching the level of intermediate fusion methods.

Evaluation on V2V4Real dataset. Similar to the OPV2V dataset, HEAD
(Ours) model significantly reduces the bandwidth required for data transmission
to 41.6 Mbps compared to other intermediate fusion methods that require around
660 Mbps. This reduction shows a substantial improvement in communication
efficiency. With an average inference time of 17.67 ms, HEAD (Ours) maintains
competitive processing speeds, being only slightly slower than some intermediate
methods (like F-Cooper, AttFuse, and Late Fusion) but much faster than V2X-
ViT and CoBEVT. HEAD achieves an AP50 (Average Precision at 50% IoU)
score of 48.4, which is higher than the Late Fusion approach and close to the
scores of other intermediate fusion methods.

m Wireless Comm Ego
> @
Sender

Ave compression time/frame Ave decompression time/frame
F-Cooper: 27.89 ms 59 ms
Late Fusion: 0.18 ms 0.11ms
HEAD (Ours): 8.51 ms 1.67 ms

Fig. 7: Comparison of information average compression times and average decompres-
sion times per frame. Including F-Cooper, Late Fusion, and HEAD (Ours).

Data Transmission Analysis. To provide a comprehensive analysis of band-
width and transmission efficiency, we evaluated three fusion strategies: F-Cooper,
Late Fusion, and HEAD. As shown in Figure 7, we further reduced bandwidth
requirements by compressing feature maps and detection results before transmis-
sion from the sender to the ego vehicle. The ego vehicle then decompresses the
received information. The experimental results reveal that Late Fusion requires
less than 1 ms in total due to its minimal data volume. In contrast, F-Cooper,
representing state-of-the-art models, takes 33.79 ms, while HEAD achieves a
faster processing time of only 10.18 ms. Considering the high demands for real-
time performance and detection accuracy in connected and autonomous vehicles,
and excluding the wireless communication time, HEAD demonstrates excep-
tional bandwidth efficiency, competitive inference times, and strong detection
accuracy across both datasets, highlighting its significant importance.

4.3 Qualitative Evaluations

As shown in Figure 8, the ego vehicle utilizes PointPillars as its backbone, while
the sender vehicle employs SECOND as its backbone. The object pointed by the
red arrow is not detected in Figure 8 (b), whereas the same object in the same
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position in Figure 8 (c) is successfully detected. The reason is that in Late fusion,
the detection score of the object by the sender vehicle not high enough, resulting
in it not being transmitted to the ego vehicle. However, after fusion through the
HEAD method, the object is detected. This highlights the importance of multi-
vehicle collaboration and fusion strategies in improving detection performance,
especially for low-confidence objects.

Figure 9 shows a comparison between HEAD and existing SOTA methods
using homologous models, where all models utilize PointPillars as the backbone.
It can be observed that our method outperforms F-Cooper and is slightly less
effective than V2X-ViT and CoBEVT. However, it is important to note that
our method requires significantly less bandwidth compared to these other ap-
proaches. This trade-off highlights the efficiency of our method in scenarios where
bandwidth constraints are a critical factor, while still maintaining competitive
performance levels in detection accuracy.

(a) No Fusion (b) Late Fusion (c) HEAD (Ours)

Fig. 8: Qualitative evaluations on heterogeneous cooperative perception.

(c) CoBEVT (d) HEAD (Ours)

Fig. 9: Qualitative evaluations on homogeneous cooperative perception.
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5 Conclusion

In this paper, we present HEAD, a fusion method designed for both heteroge-
neous and homogeneous detection networks. Unlike traditional methods, HEAD
integrates features from the classification and regression heads of various hetero-
geneous detection frameworks, such as LIDAR and camera-based systems (with
camera-based experiments to be added in future work), efficiently and with-
out excessive bandwidth consumption. Furthermore, by employing self-attention
mechanisms and complementary fusion layers in homogeneous networks, HEAD
achieves an effective balance between detection accuracy and communication ef-
ficiency. Evaluations on the V2V4Real and OPV2V datasets demonstrate that
HEAD not only delivers high performance but also significantly reduces band-
width usage, making it a practical solution for cooperative perception in diverse
environments.
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