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A Thouless pump is a slowly driven one-dimensional band insulator which pumps charge at a

quantised rate.

Previous work showed that pumping persists in weakly disordered chains, and

separately in clean chains at finite drive frequency. We study the interplay of disorder and finite
frequency, and show that the pump rate always decays to zero due to non-adiabatic transitions
between the instantaneous eigenstates. However, the decay is slow, occurring on a time-scale that
is exponentially large in the period of the drive. In the adiabatic limit, the band gap in the instan-
taneous spectrum closes at a critical disorder strength above which pumping ceases. We predict
the scaling of the pump rate around this transition from a model of scattering between rare states
near the band edges. Our predictions can be experimentally tested in ultracold atomic and photonic

platforms.

Introduction.—Periodically driving a one-dimensional
band insulator can lead to Thouless charge pumping—
transporting charge at a quantised rate across the system
in the adiabatic limit [1, 2]. Recent advances in experi-
mental realization of Thouless pumps in cold atom [3-§]
and photonic [9-16] systems have prompted studies of
the robustness of this dynamical phenomenon to disor-
der [6, 14, ], interactions [8, 12, 15, 17, 29-11], fi-
nite frequency driving [42—46] and dissipation 13, 16, 47].
Previous works have considered non-adiabatic effects in
the clean Thouless pump [15] and the effects of disorder
in the adiabatic limit [22, 28].

This Letter shows that the interplay of disorder and
finite frequency driving causes the charge pumping rate
to vanish at long times. We uncover the two dimen-
sional phase diagram of the Thouless pump as a function
of the frequency of the drive w and disorder strength
W (Fig. 1(b)). The phases are distinguished by the be-
haviour of the pump rate ()—the average charge pumped
per period at long times.

As first shown by Thouless [1], the clean (W = 0)
model in the adiabatic limit (w — 0) exhibits quantised
charge pumping Q € Z when initialised in its instanta-
neous ground-space at integer filling. At low, but finite
frequency, non-adiabatic effects cause an O(w?) decrease
in the pump rate, which is consequently no longer quan-
tised, Q € R [45].

At weak disorder charge pumping is robust only in the
adiabatic limit. For models with bounded disorder, the
charge pumping is quantised @ € Z below a critical dis-
order strength (W < W) [17]. As the disorder strength
is increased above its critical value the pump rate drops
discontinuously to zero, Q = 0.

For any finite drive frequency and disorder strength
(w, W > 0), we show that the system exhibits only tran-
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FIG. 1. (a) Cartoon of the Thouless pump—charge is trans-
ported through one unit cell per period by periodically vary-
ing the potential. (b) Phase diagram of the disordered Thou-
less pump with bounded disorder. Quantised pumping occurs
in the adiabatic limit w — 0 for weak disorder W < W..
At finite frequency and disorder, the pump rate @ is zero.
In the clean limit W = 0 the pump rate assumes a finite,
non-quantised value. (c) The charge pumped per cycle in
model (1), averaged over the first n drive cycles, Q,, decays to
zero in the thermodynamic limit for any w, W > 0. Saturation
values of Q,, give the pump rate Q in Eq. (2). Parameters of
the model (1) are J = 1.0, Ag = 1.5J, §o = 0.5J and L = 350,
and (W/J,w/J) = (3.0,0.3) (red), (W/J,w/J) = (3.0,1.0)
(blue) and (W/J,w/J) = (5.5,1.0) (black). The (W/J,w/J)
values are marked in (b).

sient charge pumping. The pumping decays on a finite
time scale 7¢ such that @ = 0 (Fig. 1(c)).

We identify two mechanisms for pumping decay, and
their associated time scales g, which apply in the adi-
abatic and non-adiabatic cases. In the adiabatic limit,
below the critical disorder strength, the instantaneous
eigenstates split into two bands of Anderson localised



states [48, 49] which pump in opposite directions. Any
scattering between these bands causes the pumping to
decay to zero.

At finite frequency there are non-adiabatic transitions
between the bands. A Landau-Zener analysis predicts a
pumping decay time which is exponentially long in the
period of the drive 79 = O(e*/*) /v, where a is an energy
scale related to the band gap (Fig. 1(c)). Relating this
timescale to a length scale allows for verification of our
prediction for 7o through a finite size scaling analysis of
Q as L — oo, w — 0.

In the adiabatic limit the instantaneous band gap
closes at least once during a period for W > W,.. The
states of the two bands form avoided level crossings with
gaps scaling with the system size. This allows transitions
between the bands at any drive frequency. The associ-
ated timescale is related to the density of states at the
edges of the bands, 7o = O(ef/VW="e) /w. Similarly to
the non-adiabatic mechanism, we verify this prediction
with a finite size scaling analysis of Q near the W = W,
transition point in the adiabatic limit.

Model—We work with the disordered Rice-Mele
model [50]. This is a time periodic model (H(t + T) =
H(t)) of spinless fermions on a N = 2L site chain, of L
unit cells, and is given by

L—-1
H(t) = — Z (JJr(t)C;j_lCQj + J,(t)CEjCQjJrl + hC)
7=0

= > (=D'Am) +Wa) da,
=0
(1)
;

where c; creates a fermion on site j. Parameters Jy (t) =
J+8p cos wt represent intra/inter unit cell hopping ampli-
tudes and A(t) = Agsinwt is the on site potential. W
represents the on site disorder of strength W, with inde-
pendently and identically distributed ¢; drawn uniformly
from [—1/2,1/2]. We restrict to periodic boundary con-
ditions.
The pump rate Q is given by

[
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where
i L—-1
I(t) = Z (J—&-(t)cgj_lCQj + J_ (t)cngQjJ,_l — hC)
j=0

3)
is the current operator. Here |¢(¢)) is the time evolved
many-body ground state of H(t = 0) at half-filling.

We use the Floquet diagonal ensemble to calculate the
pump rate

~ N-1 T
Q = mz_opm/o dt Imm(t)7 (4)

where m enumerates the Floquet states, defined by
ULt 0) fun(U(-0) = fr(t)eint with fr(t) =
>, @m;(t)c; annihilating the m'™ Floquet state and
fm( + T) = fn(t). The Floquet state popula-
tions are p, = <1r/)(0)|f’:[n(0)f'rn(0)|¢(0)> and Imn(t)
are the corresponding matrix elements of I(t) =
> n L () £1,(8) fa(t). Here [(0)) denotes the ground
state of H(t = 0) at half-filling.

We now describe the properties of the single particle
eigenstates of the Rice-Mele model. The instantaneous
spectrum of the model (1) in the clean W = 0 limit
splits into two bands of delocalised states separated by
a gap. With weak random disorder the instantaneous
eigenstates remain organised in two bands; however, they
are now Anderson localised [18, 19]. We assume that
disorder broadens the clean system bands such that the
four edges of the bands become [51, 52]

—\Fy,—— E ++— FE_| ——
2’+)Jr 27 7T+2’ N 2

(5)

where E (_y 1(;) refers to the top and bottom clean band
edges of the upper and lower bands. With random dis-
order the edges of the bands have Lifshitz tails [53-55].
The states in these tails are delocalised over clusters of
contiguous sites with low disorder (close to extremal val-

w w w w
Eb = (E-&-,T + ) )

ues of onsite potential ¢ = +1/2). In one dimension
Lifshitz tails have the density of states [54, 56-58]
n(E) x exp (~R|E, — B|72), (6)

where Ej, are the edges of the bands (5) and R is some
scale with units of vE.

In the adiabatic limit of the model (1), the quantised
charge pumping is intuitively explained using the instan-
taneous basis. The system is initialised in its many-body
instantaneous ground state at half filling—an occupied
lower band. Adiabatic following of this instantaneous
eigenstate in a period of the drive results in quantised
pumping of charge along the chain. This occurs if there
is a nontrivial spectral flow of instantaneous single parti-
cle eigenstates, which may be related to a nonzero Chern
number C in a 2D synthetic lattice (Appendix C). As
the model (1) is local, the spectral flow of the two bands
must cancel. The Chern numbers of the instantaneous
bands in model (1) is C' = %1, with current flowing in
the opposite direction along the chain if the upper band
is initially occupied.

The breakdown of quantised pumping away from the
adiabatic limit, or at strong enough disorder W > W,
is understood through processes connecting the bands.
Any finite rate of scattering between the bands causes a
decay in quantised pumping. The pump rate vanishes,
Q = 0, when the population of the two bands becomes
equal. This can occur either by non-adiabatic scattering
between the instantaneous eigenstates belonging to the
two bands at finite drive frequencies w > 0, or via the
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FIG. 2. Cartoons of pumping decay mechanisms. (a) Non-
adiabatic scattering mechanism. At 0 < W < W, a non-zero
frequency gives a finite transition probability per period be-
tween the states belonging to the two bands—modelled as a
parabolic level crossing. Shaded regions represent bands of in-
stantaneous eigenstates. (b) Adiabatic scattering mechanism.
The instantaneous gap closes at least once within the period
(here at t = 0). The gaps between the states in the overlap
region are set by their matrix elements V. When V = O(w)
the probability of scattering to the opposite band is O(1).

instantaneous spectral gap closing in the adiabatic limit
at W = W,, the critical disorder strength, which is given
by Ep =0 in Eq. (5).

Non-adiabatic transition mechanism.—At weak disor-
der W < W, and finite drive frequency, the non-adiabatic
transitions between the bands (Fig. 2(a)) destroy pump-
ing. The instantaneous band gap does not close within
a period of the drive. A Landau-Zener analysis predicts
a transition probability between any two instantaneous
eigenstates, which is exponentially small in the drive fre-
quency O (e~®/*). Adding up the contributions from
the transitions between all the states belonging to the
two bands gives a decay time scale for Q) with an initially
populated lower band. We relate this timescale to the
scaling form of Q(L) at finite system sizes, allowing for
finite size scaling analysis.

In detail, we model the transitions between any two
instantaneous eigenstates in the upper and lower bands
respectively during a period with a parabolic level cross-
ing model [59-6G1]. At times when the instantaneous
spectral gap is smallest (t* = 2mT, for m € N) the in-
stantaneous energies of Eq. (1) are of the form Ei(t) =~
+ (€0 + kw?(t — t*)?) , where € is the energy scale of
the separation between the states belonging to oppo-
site bands and k quantifies their curvature at the min-
imum (Fig. 2, Appendix B). The matrix element con-
necting the localised instantaneous eigenstates is V ~
J exXp (_|T+ - T*l/max{gloc(EJr)agloc(Ef)})a where T+
denote localisation centers of the instantaneous eigen-
states in the upper and lower bands respectively, and
&loc(Ex) are their localisation lengths. The scattering
event is treated within a two level model

He(t — ") = (€0 + kw?(t — t*)?) 0. + Vo, +
O (w*(t—t)%).

Adding up the contributions from all the states in the

two bands gives the excitation rate between the bands

I'= w/ drydr_dE{dE_n(E;)n(E-) ®)
X Pexc(€0 = |Ey — E_|,w, V),

where E4(t*) are the instantaneous energies of states at
time ¢ = ¢* in the respective bands and n (F1) are their
densities of states. The probability of excitation P.y. is
calculated from the parabolic crossing model (7).

In the limit of small drive frequencies €g, V, x > w and
large instantaneous energy gap €y > V, the dominant
contribution to the excitation rate (8) comes from the
Lifshitz tail states near the band edges (Fig. 2(a)). The
reason is as follows. Eq. (5) implies that the smallest
instantaneous band gap ¢y > W, — W. Meanwhile, the
matrix elements are exponentially small in the distance
between the localisation centers of the two states. There-
fore, €9 > V holds typically for W not too close to W..
In this limit the transition probability from Eq. (7) is [59]

V2 8 er/?
Pexc(e(bw;V) = 76Xp( 2 : (9)

2w, /K€g 3wk

In the small drive frequency limit ¢y > w, only the
states near the band edges—with the smallest gap
eo—contribute significantly to the scattering rate (8).
Moreover, near the band edges the localisation length
smoothly depends on the energy, so we approximate
gloc (E:t) = floc-

Integrating over the distances and energies in the two
bands, with the density of states in Eq. (6) and transition
probability (9) we obtain the excitation rate (Appendix

A)

J?

It L———
k(W —W,)

exp (—kJ/w -0 (w_1/3)) , (10)

where L is the number of unit cells. The total excitation
rate is extensive since the time-dependent part of the
Hamiltonian is also extensive. The w~ /3 contribution
in the exponent, coming from the competing density of
states and transition probability near the band edges, is
negligible at small drive frequencies.

The excitations between the two bands in subsequent
cycles are incoherent in the thermodynamic limit. To
see this note that, with random disorder, the charges
experience a different uncorrelated potential after being
shifted by one lattice site every period on average. Dy-
namical phases accrued between the subsequent transi-
tions are thus also uncorrelated—allowing for incoherent
treatment of these excitations. Initialising the system in
the instantaneous lower band, the inverse of the excita-
tion rate per state sets the timescale of decay of quantised
charge pumping

K(W - WC) ekJ/w.

TQ X J2 (11)



A result of this long decay timescale is that if the dis-
ordered pump is observed on time scales ¢t < g it ap-
pears stable to non-adiabatic effects. Therefore, quan-
tised pumping in the adiabatic (w — 0) limit only occurs
when t/7g — 0 as t, 7o — oo.

In finite sized systems, the decay is cut off by coher-
ence effects in the pump dynamics. As the drive protocol
is periodic, charges encounter the same disorder poten-
tial after moving L unit cells around the chain. The dy-
namical phases accumulated between excitations in sub-
sequent cycles become correlated on timescales t > LT.
These coherence effects in the population dynamics of
the two bands result in their unequal occupation at long
times. Since the two bands carry opposite currents, the
pump rate is finite |Q| > 0.

Finite size scaling analysis of the pump rate Q, can
be used to confirm Eq. (11). It is natural to compare
the system size L to the length scale over which charge
is pumped across the system &,. Since the charges, on
average, move through one unit cell per period, charge is
transferred across

_TQ E \% H(Wi WC) kJ/w
gw— T ~ 7 i € (12)

unit cells. Figure 3 indeed shows the disorder averaged
[@] is consistent with the scaling form

[Q](&waL) ~ Q(éw/L) (13)

In the small drive frequency limit, &, is dominated by
the exponential dependence on w—plotting log(€.,/L) on
the horizontal axis gives a good data collapse, as shown
in the inset of Fig. 3. The dimensionless parameter k in
the exponent of Eq. (12) is left as a free parameter, with
the leading order prediction as in Appendix A.

Adiabatic transition mechanism.—The adiabatic scat-
tering mechanism (Fig. 2(b)) controls the transition on
the w — 0 line. When W > W,, the two instantaneous
bands overlap in an energy window W —W, for part of the
period (Fig. 2 (b)). The pertinent instantaneous eigen-
states are, again, the Lifshitz states in the overlapping
edges of the bands.

At any drive frequency the probability of transition
between these states is O(1). The states in the overlap
region have gaps set by the matrix elements V coupling
them. Pairs of states localised nearby in space have gaps
V > w, causing adiabatic following of the occupied lower
band state [62, 63]. States with support far away from
each other have matrix elements V <« w, resulting in
diabatic transition into the upper band, followed by an-
other transition back into to the lower band. An even
number of such crossings will lead to no transitions into
the upper band. It is the states with V' = O (w) that
contribute to the inter band transitions between the in-
stantaneous eigenstates (Fig. 2 (b) inset). In the order
of limits L — oo, w — 0 each lower band state encoun-
ters a finite number of such crossings every period (Ap-
pendix A), with the probability of transition per period
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FIG. 3. Disorder averaged Q as a function of drive frequency
at different system sizes. The region of quantised pumping
[Q] = 1 shrinks as L — co. Inset shows the scaling collapse
in Eq. (13) with &, in Eq. (12). Parameters: J = 1.0, Ag =

1.5J, o = 0.5J, W = 1.5J, k = 3.0 and [Q)] is averaged over
200 disorder realisations.

being Pexc (|eo] < W — W, w,V = O(w)) = O(1). Non-
adiabatic transitions between the states outside the over-
lapping bands have vanishing probability as w — 0 (9).

The full excitation rate due to the adiabatic scatter-
ing mechanism is calculated by adding up the contribu-
tions from the dominant transitions within the overlap-
ping Lifshitz tails (Appendix A). Again, we treat sub-
sequent transitions as incoherent in the thermodynamic
limit. Initialising the system in one of the instantaneous
bands, the pumping decays on a timescale

1 _
7q ~ —exp |2R (W — W) 2 (14)

As the disorder strength approaches its critical value from
above, in the adiabatic limit, the charge pumping decay
timescale 7¢ diverges (Fig. 4(c)).

As above, we consider the finite size scaling of the
pump rate Q (Fig. 4(a)). The number of unit cells over
which charge is transferred across the system is

o = %Q ~exp 2R (W — Wc)‘”?} . (1)

In Appendix B we show a scaling collapse consistent with
the form in (13), where &, is replaced by &w . Moreover,
the flow with systems size in Fig. 4 (a) indicates that the
average pumped charge either remains fixed at [Q] =1,
or flows to [Q] = 0 with system size.

In the adiabatic limit, the quantised pumping decay
time 7¢/T becomes independent of w when W > W,
(Fig. 4 (b)). However, the non-adiabatic mechanism re-
mains present at finite w. The crossover frequency w* at
which the adiabatic mechanism becomes dominant oc-
curs when the decay timescales associated with the two
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FIG. 4. (a) Disorder averaged @} as a function of disorder
strength W at different system sizes. The transition at crit-
ical W, & 3.16J (Appendix A) becomes sharper as L — oo
allowing for finite size scaling analysis in Fig. 5. Parameters:

J =10, Ag = 1.5J, 6 = 0.5J, w = 0.01J and [Q] aver-
aged over 200 disorder realizations. (b) Sketch showing the
charge pumping decay time 7¢g as a function of w above and
below the critical disorder strength W. and (c) as a function
of W > W, in the adiabatic limit w — 0.

breakdown mechanisms become comparable, equivalently
when &, ~ &w.

Discussion.—Our result is the phase diagram of the
Thouless pump at drive frequency w > 0 and disorder
strengths W > 0 (Fig. 1(b)). Initialising the system in
the experimentally accessible instantaneous ground state
at integer filling, the phase diagram is as follows. In the
adiabatic limit (w — 0) the charge pumping is quantised
at weak disorder W < W.. At any finite drive frequency
and disorder strength w, W > 0 the pump rate decays to
zero in the steady state. The decay is exponentially long
in the period of the drive 7 ~ exp(a/w)/w as w — 0,
where « is the band gap energy scale. On the other hand,
the clean system pump rate () assumes a finite, non-
quantised, value at non-zero drive frequencies. At low
frequencies, each state (with a well defined quasimomen-
tum) belonging to one of the bands becomes coherently
dressed with another state in the opposite pumping band.
This delicate coherence effect vanishes with any random
disorder, resulting in the pump rate Q decaying to zero
for any finite disorder strength.

The adiabatic mechanism prediction (15) for the scal-
ing form of &y at the point (w, W) = (0, W,) challenges
a previous conjecture [22] that the transition is in the
integer quantum Hall (IQH) universality class [64-71].
In Appendix B we show that the finite size scaling of the
pump rate @ in Fig. 4 (a) is consistent with both the IQH

and Lifshitz tail driven transitions. Given that the IQH
transition predicts the transverse conductivity o, = 1/2
at the critical point, one might expect that [Q] = 1/2 if
the disordered Thouless pump transition was related to
it. However, the finite size data in Fig. 4 (a) indicates

that there is no scale invariant point with [)] = 1/2 . The
average pumped charge either remains fixed at [Q] = 1,
or flows to [Q] = 0. Moreover, a recent study [2&] numeri-
cally extracted a power law scaling form for the pumping
breakdown length &, ~ w~?, which disagrees with our
prediction for the non-adiabatic breakdown of pumping,
&, ~ web!/“  Nonetheless, analysis of the data from
Ref. [28] indicates that it is consistent with our proposed
scaling for sufficiently small omega (Appendix D).

The phase diagram can be experimentally probed using
ultracold atoms and photonic platforms. Thouless pump-
ing with random disorder has already been observed with
waveguide arrays in the adiabatic limit [14]. Finite fre-
quency effects, such as the decay in the pump rate can
also be studied here.

Ultracold atoms provide a natural platform to probe
the stability of Thouless pumping to quasiperiodic dis-
order. Reference [6] showed quantised pumping to be
stable at weak disorder in the adiabatic limit. Many
aspects of the phase diagrams of the disordered Thou-
less pump with quasiperiodic and random potentials are
equivalent. However, in the localised phase of the Aubry-
Andre model [72], there are no Lifshitz tails at the band
edges. Thus, the expected pump rate decay time scale
7o near the transition would be power law in (W — W),
in contrast to Eq. (14).

The Thouless pump can be mapped onto a two-
dimensional tilted lattice model with the synthetic lat-
tice construction [73-81]. In the pumping regime the
eigenstates are spatially delocalised and current-carrying.
Away from the adiabatic limit the counter-propagating
states hybridise to give localised eigenstates of the lat-
tice model (Appendix C). The localisation length of the
synthetic eigenstates is exponentially large in the period
of the drive—just as the length scale of charge pumping
at finite frequency (12). The synthetic lattice brings out
the similarities between the Thouless pump and other
driven physical systems, such as the quasiperiodically
driven qubit [76, 79, 80, | (Appendix C).
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Appendix A: Excitation rates

The excitation rate between the bands can be calcu-
lated from the transition rate between individual states
belonging to the two bands (8). The two scattering mech-
anisms discussed in the main text—adiabatic and non-

adiabatic—yield distinct scalings of the excitation rate
and hence the charge pumping lifetime.
In both cases the excitation rate may be expressed as

I=w / dr_dry dE_ dEy n(E_)n(E4)Paxe, (A1)

where Pey. is the excitation probability in a single pe-
riod between two states with localisation centers r4 and
energy Ey, and n(F4) is the density of states. The dom-
inant contribution to the scattering rate for both mech-
anisms comes from the states near the bottom of the
bands, but P.y. will have a different form in each case.
For our class of models (1), with extensive perturbations,
the scattering rate (Al) will also be extensive, as O(L)
states can scatter.

In Sec. A1 we evaluate Eq. (A1) for the non-adiabatic
scattering mechanism at small w, while the adiabatic
scattering mechanism is treated in Sec. A 2.

1. Non-adiabatic mechanism

The transitions between states of two bands in the non-
adiabatic mechanism are modelled by a parabolic level
crossing

HM(t —1*) = (eo + kw?(t — t*)?) 0. + Vo +
O (w(t—t)%).

We take the matrix element V' to be exponentially small
in the distance between the localisation centers

(A2)

V=0 ( Jefmfu/max{slocwm&oc(a)}) . (A3)
where &4 (Ey) are the localisation lengths of instanta-
neous eigenstates in the upper and lower bands.

The parabolic crossing problem is not fully solvable, so
must resort to approximations to estimate the transition
probability P.yx.. We will consider ¢y > V.

Indeed, for W < W, and not too close to W, this
condition holds. The band edges are given by Eq. (5), so
the smallest instantaneous energy gap is finite g > W, —
W. Meanwhile, the matrix elements are exponentially
small in distance between localisation centers. On the
other hand, for W > W, the two bands of states overlap,
and the adiabatic mechanism (Sec. (A 2)) takes over.

In the limit ¢y > V, Ref. [59] shows that the transition

probability is given by

V2 8 eg/ ?

e — —= . A4
2w /KeEg exp( w (A4)

Because the excitation probability is super-exponentially
small in ¢y, the dominant contribution to the excitation
rate (A1) comes from the band edges.

The matrix elements (A3) are simplified for states near
the band edges. Since the localisation length of states is a

Pexc(€07w7 V) =




smooth function of energy (which does not diverge at the
band edge) [54], we may approximate it as {(Ey) = &.
Equation (A3) becomes V = O (Je~I"+="-1/¢). Note
that the states at the band edges are confined to rare
regions of contiguous sites with low disorder. The spatial
extent of the rare regions is much smaller than their typ-
ical spatial separation. This validates considering rare
region states as genuinely localised states.

Evaluating the integrals over the distances in the
bands, to leading order in the w — 0 and V < ¢q limits,
the scattering rate (A1) becomes

J27T 2

X exp (8|(E+ 3w?/_g)/2|3/2>.

(A5)

We calculate the integrals over the energies in the two
bands by restricting them to the band edges Fy = +(6+
e+ ), where |ex| < §. Here, § is half of the instantaneous
band gap at its smallest value during a cycle. The density
of states at the edges of the two bands is given by the
Lifshitz tail form n(Fy) = Ae~RIE=E£17? where A
is a normalisation constant with units of inverse energy
and inverse length. Inputting the appropriate integration
windows the scattering rate becomes

J27T —1/2 —1/2
I =¢LA2 S — / de_ dey e Fie+ " g7 Reo
N

2 810 + (eq +e_) /232
exp| — :
20+ey e 3wk

The energy integrals above can be done by saddle point
approximation. Evaluating these integrals to first order
approximation in e1 < §, we obtain

(A6)

2 _p4 3/2 1/6
= 5LA2J R exp _ 8T (4R)?/3 (5) w3,
4V Ko 3wv/K K
(A7)
5 \1/3
Note that the saddle points e; = R? (1‘é’R’15) indeed

go to 0 as w — 0. This is consistent with the claim that
the scattering rate is dominated by the band edge states
in the asymptotic limit w — 0. The second term in the
exponent is subdominant in the limit w — 0, so we drop
it in the scaling analysis in Eq. (12).

We estimate the parameters § and k in the approxi-
mation to the scattering rate in Eq. (A7). Parameters ¢
and x correspond to the minimal eigenenergy separation
of the states in the opposite bands during a cycle and the
curvature of the eigenenergy at the band edges, respec-
tively. To calculate these we expand the eigenenergy of

the bands at their extrema during the cycle t = 0

W+ 0 ((wt)?’)

Efs(k =7/2,t) = +

(A8)
A2 282

+7
2v/2/03 + J?

Here we assume that the edges of both bands are broad-
ened by disorder according to Eq. (5). In this model,
we can even make a prediction of the critical disorder
as being the value of W at which 6 = 0. We have
§ =2/t + J2-W/2 = (W,—W)/2, yielding the crit-
ical disorder W, = 3.16J for §; = 0.5J, as in the main
text. This critical disorder strength is in good agreement
with numerics.
The coefficient of w?t? in Eq. (A8) is the curvature

FW/2.

__A§—253
2v/2/82 + J2
for 69 = 0.5J and Ay = 1.5J, as in the main text. The
full scattering rate is
V2J%rR* ( kJ)
——————exp( —— |,
4/ k(W —W,)

~ 0.55, (A9)

I' = ¢LA? (A10)

where k ~ 1.27 (%)3/2. This estimate of k is close
to the value used for the scaling collapse in Fig. 3, but
we were unable to confirm the scaling k oc (W — W..)%/2.

2. Adiabatic mechanism

The adiabatic mechanism controls the scattering
rate (A1) as the band gap closes (W > W,) in the adi-
abatic limit. Near the transition (W — W,) the states
that participate in scattering are at the band edges.

We estimate the probability of excitation per period
P, due to the adiabatic mechanism. There is a finite
time window in which the two bands coalesce in energy.
Each state of the lower band forms many level crossings
with states of the upper band in this window. Predict-
ing the population of the upper band at the end on the
window is a complicated biased tree problem. A simplifi-
cation to this problem is estimating an average excitation
probability between the bands per period.

The average probability of excitation into the upper
band is finite, Pox. = O(1). We model each crossing as
involving only two levels with Landau-Zener crossing [39],

H(t) = Vo, + K wto,. (A11)
The gaps at these crossings are set by the matrix el-
ements V' connecting the instantaneous states. If the
gap between the states is much larger than the drive fre-
quency V > w the probability of excitation to the upper
band is negligible. The adiabatic theorem [39-93] states



the weight will remain in the lower branch at every cross-
ing ending up in the same band. In the opposite limit
V <« w the probability of excitation to the upper band
is also negligible since the diabatic transitions lead to
the weight remaining in the state belonging to the lower
band until it leaves the overlap region. However, a cross-
ing with a gap V = O(w) leads to splitting of weight
between the two branches. A single excitation like this
leads to the finite probability of excitation to the up-
per band. In the order of limits L. — oo, w — 0 there
are always gaps as small as the drive frequency, so that
V = O(w) crossings always occur no matter how small w
is [62, 63].

We compute the scattering rate (A1) by counting the
number of states participating in level crossings with
V = O(w). We define the dimensionless number ¢ =
O(1), such that the crossings with matrix elements in
the range V € [we’g,wec] are considered. The spatial
separation between such states is r € ro + £ [—(, (] with
ro = &log (J/w). For every state in the lower band the
number of such states in the upper band, within an en-
ergy window dFE, is

/\””0+< dT+ dETLJ,_(E) = 2§<TL+(E)dE7 (A12)

0—¢

where n, is the density of states of the upper band at
energy E. We normalise the density of states such that its
integral over distance and energy is 1. That is, distance
and energy are measured in the units of the number of
unit cells and bandwidth, respectively.

The number of states in the lower band in the energy
window dFE at energy F is

/ dr_dEn_(E)=Ln_(E)dE. (A13)
Piecing the scattering rate (A1) together gives
I = 26(Lw / dE, dE_n (B )n_(E_).  (Al4)

Inserting the density of states near the band edges and
integrating over the overlapping energy region Ei. €
[—%, W] by saddle point approximation we ob-
tain

I = 26CLwR* exp {—QR(W —w.) V2 (A15)
Note that the rate (A15) is only valid as we approach the
transition from above the critical disorder value.

Appendix B: Adiabatic limit transition

We predict that the adiabatic transition at W = W,
occurs when the gap between the instantaneous bands
closes at least once per cycle of the drive. At the tran-
sition the excitations between the instantaneous eigen-
states at the band edges cause the breakdown of charge

pumping. The excitation rate per period due to this pro-
cess gives the pumping decay timescale in the thermo-
dynamic limit (12). At finite system sizes the decay in
charge pumping is cut off as the charges reach the bound-
ary of the system. Therefore, the pump rate Q) assumes
a finite value across the W = W, transition at finite
system sizes. This allows us to perform finite-size scaling
analysis on the disorder averaged parameter () across the
transition in the adiabatic limit.

The finite-size scaling is done by comparing the length
of the system L to the length scale over which the charge
is transferred

éw = /T ~ exp [2R(W = W)~/ (B1)
measured in the number of unit cells. Here, 79 is the
timescale associated with the decay in pumping. This
timescale (14) is the inverse of the scattering rate (A15)
per state.

In the vicinity the transition, the long-time averaged
charge pumped per period becomes a function of a single
variable

Q~Qw/L). (B2)
To check this scaling relationship, we use the data from
Fig. 4 (a) and plot it in Fig. 5 (a) with log(§w /L) on the
horizontal axis. The scaling relationship (B2) is consis-
tent with data from Fig. 4 (a). The parameter R, found
in the scaling of Lifshitz tail states with energy (6) has
not been found numerically. We leave it as a free param-
eter. Note that the data with [Q] = 1 for W < W, from
Fig. 4 (a) is not included in Fig. 5 (a) since the length
scale &y is not well defined there.

Our understanding of the Thouless pumping transi-
tion in the adiabatic limit is notably different from [22].
This work studied the disorder induced transition in the
Thouless pump as a localisation-delocalisation transition
of the steady states of the system. Computing the local-
isation length of the steady states across the transition,
they obtain a good scaling collapse with the localisation
length scaling as

En [(W =Wo) /|71, (B3)
where v =~ 2. This relationship was derived assuming
the transition is in the universality class of the integer
quantum Hall effect (IQHE) transition [69-71, 94-96].
Figure 5 (b) tests the scaling (B2) using (B3) instead of
&w with v = 2.6 [70]. This collapse is also consistent
with the data from Fig. 4 (a).

At these system sizes, finite size scaling analysis is un-
able to distinguish between the different proposed uni-
versality classes of the Thouless pump transition in the
adiabatic limit. At larger system sizes the Lifshitz state
physics should be more prominent. Accessing the adia-
batic limit at very large system sizes would be helpful in
distinguishing between these universality classes.
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FIG. 5. Finite size scaling analysis (B2) of Q) using data
in Fig. 4 (a). (a) Rescaling of the W axis according to the
adiabatic scattering mechanism prediction for the length scale
over which charge is transported {w in Eq. (15) with R = 6.
(b) Rescaling the W axis according to the IQHE prediction
for the divergence of the steady state localisation length £ in
Eq. (B3) with v = 2.6. The critical point for both rescalings
is W, = 3.16J. Numerical data is consistent with both scaling
forms.

Appendix C: Connections to other physical systems

The similarity of synthetic lattice constructions for the
disordered Thouless pump, the two-tone driven qubit and
the disordered Chern insulator model in an electric field
allow parallels to be drawn between the dynamical phe-
nomena in these systems [18, 19, 21-27, 76, 79, 80, 82-86].

The synthetic lattice construction of the disordered
Thouless pump is made by Fourier transforming the
Schrodinger equation

0|y () = H(B)[¢(t)) (C1)

for the model in Eq. (1). We look for a complete set
of solutions to Schrodinger equation (C1) of the form
Pa()) = et |6a (1), where |pa(t + 1)) = |pa(t)) is
periodic and « labels the basis of the Hilbert space of the
chain. Rewriting H(t) = H(0;) with 0; = wt + 6y defined
modulo 27, we decompose H into its Fourier components

H(O)= > Hpye™. (C2)
me7Z
Expanding |¢a(9t>> = ZmEZ ¢am(90)>eim9t; the

Schrodinger equation transforms to

a|¢om(9 )> = H”L*m 1(n7m)60 + 6mn
€ o ,;6:7 ( e nw ) (©3)

|¢am (60)>

Defining an auxiliary Hilbert space spanned by |n)
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FIG. 6. Sketch of quasienergy states on the synthetic lattice
(n number of quanta of the drive, x labels sites of the chain)
in the adiabatic limit (upper lattice) where the quasienergy
states are delocalised and carry current in opposite direc-
tions. Any non-zero drive frequency causes hybridization of
the quasienergy states (lower lattice).

casts Eq. (C3) as an eigenvalue equation for K (6p), with

‘an(eo» = Z ‘éan(eo» ® |’I7,>,

neEZ
K(ao) = Z (-H'nfmei(n_m)6.0 + nwgmn) ® |n><m|

mn E€Z

(C4)

The eigenvalue equation (C3) is of the form of a tight-
binding model on a 2D lattice with sites labelled by n
and the original spatial dimension of the chain. The
extra dimension in the effective lattice model K has a
natural interpretation as the number of drive quanta ab-
sorbed/emitted by the chain. The onsite potential term
>, nw|n)(n| tracks the energy of these quanta, but may
be interpreted as an effective electric field. We discuss the
eigenstates of the transformed model (C4) and the Flo-
quet states of the original model (1) interchangeably, as
they are related by a Fourier transformation. For a more
detailed deviation of the synthetic lattice model see [31].

The quantised pumping for W < W, and w — 0 can be
understood as a linear response to the weak electric field
in the frequency lattice [76, 79]. Without the electric field
and at weak disorder the system forms well defined bands
of localised instantaneous states. In the presence of Berry
curvature, a wavepacket prepared in the instantaneous
lower band of the system without the electric field will
respond by moving perpendicular to the electric field,
which points along the n axis. There are two families
of states carrying currents in opposite directions along
the spatial dimension, associated with the instantaneous
lower and upper bands (Fig. 6 upper lattice). Adding
up the contributions to @ from all the states within each
family, charge pumping is quantised.

However, beyond linear response, the eigenstates in the
synthetic lattice (Eq. (C4)) are localised in both the spa-
tial and synthetic dimensions. Thus, they do not carry
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FIG. 7. Scaling collapse of the disorder averaged Q with
(a) [QI(€w, L) ~ [Ql(éw/L) with & ~ e*/“ and (b)
[QI(€,, L) ~ [Q](L/EL) with &, ~ w™?. Parameters: J = 1.0,
Ao = 1.5J, 6o = 0.5J, W = 1.5J, (a) k = 3.0, (b) 8 = 6.5

and [] is averaged over 200 disorder realisations.

current indefinitely. Indeed, the effective electric field lo-
calises eigenstates in the n direction. This confines eigen-
states to a 1D disordered slab, which must be localised
by Anderson localisation [48, 49]. More concretely, the
counter-propagating states weakly couple to states with
equal energy, causing hybridization (Fig. 6 lower lattice).
A state in the upper band can be resonant with one in
the lower band that is shifted in the electric field direc-
tion by d = O (A/w), with A denoting the onsite poten-
tial in the lattice. Due to Stark localisation, the matrix
elements coupling the counter-propagating states are ex-
ponentially small in this distance—resulting in large lo-
calisation lengths at finite frequency, as above.

In the two-tone driven qubit, we replace the spatial
dimension of the Thouless pump with another drive, in-
commensurately related to the first one. The electric
field now points along a direction irrationally related to
the lattice vectors, creating an inhomogeneous potential
on sites closest to a given levelset [97]. The linear re-
sponse of the system is a quantised pumping of energy
from one drive to the other. Away from linear response,
the synthetic eigenstates also have O(e!/*) large localisa-
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tion lengths. Localisation of the synthetic eigenstates im-
plies that the average energy pumped between the drives
is zero, but the manifestation of large localisation lengths
are giant energy oscillations between them [36].

Appendix D: Comment on power law scaling in the
non-adiabatic transition mechanism

Ref. [28] also extracted the charge pumped in the
steady state @ at finite system sizes, drive frequencies
and disorder strengths. They conjectured that the scal-
ing form for the total pumped charge is

[Q)(E,. L) ~ Q(L/E,),

where the length scale over which charge is pumped scales
as a power law in drive frequency. &, ~ w™ /W) Al
though their conjecture contrasts our prediction, &, ~
eFI/w  the data reported in Ref. [28] is consistent with
our proposed scaling.

The comparison between the scaling forms used in
Fig. 7 (a) (&, ~ €*//«) and Fig. 7 (b) (&, ~ Lw?) show
that the exponential form &, is the better fit to our data
at small disorder strength W = 1.5J. Moreover, the au-
thors of Ref. [28] were able to fit the exponential ansatz
(&) to their data for W < 2.J (see [28, Appendix IC]).
The large exponents (§ > 6) extracted with power law
scaling for W < 2J also indicate that an exponential fit
performs better.

The authors of Ref. [28] support a power law scal-
ing form due to the behavior of [Q] at larger disorder
strengths, W > 2J, which are closer to the critical point
of W, ~ 3.16J. Assuming an exponential scaling form,
we note that the prefactor k in &, ~ eF//% decreases
as the disorder strength approaches its critical value,
W — W, (Appendix A 1). Thus, smaller values of w are
required to resolve the exponential scaling for W > 2J
than for W < 2.J. We propose that the power law fits
performed at larger disorder strengths in Ref. [28] effec-
tively probe the behaviour of the scattering rate (A1) in
the intermediate drive frequency regime. The scattering
rate in Eq. (A10) only gives the exponential dependence
in 1/w in the asymptotic limit of w — 0. Therefore, for
the same range of w, the exponential behaviour is probed
better at disorder strengths further away from the critical
value.

(D1)
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