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Abstract

While extensive research has been conducted on CPU cache
side-channel attacks, the landscape of similar studies on mod-
ern GPUs remains largely uncharted. In this paper, we investi-
gate potential information leakage threats posed by the caches
in GPUs of NVIDIA’s latest Ampere and Ada Lovelace gener-
ations. We first exploit a GPU cache maintenance instruction
to reverse engineer certain key properties of the cache hierar-
chy in these GPUs, and then we introduce a novel GPU cache
side-channel attack primitive named INVALIDATE+COMPARE
that is designed to spy on the GPU cache activities of a victim
in a timer-free manner. We further showcase the use of this
primitive with two case studies. The first one is a website fin-
gerprinting attack that can accurately identify the web pages
visited by a user, while the second one uncovers keystroke
data entered via a virtual keyboard. To our knowledge, these
stand as the first demonstrations of timer-free cache side-
channel attacks on GPUs.

1 Introduction

Over the years, dedicated graphics processing units (GPUs)
have emerged as essential components in modern computer
systems. On one hand, they are utilized to handle high-quality
graphics rendering tasks, ensuring smooth frame rates with
fine texture details and rich color depths. On the other hand,
they provide the processing power required for executing a
broad spectrum of compute-intensive applications, such as
physical dynamics simulation and deep learning.

Undeniably, NVIDIA has established itself as the dominant
player in the GPU market. In recent years, its products of the
Ampere and Ada Lovelace generations (e.g., those in the RTX
30-/40-series) have been driving substantial revenue, thanks
to their industry-leading performance and the high demand
they enjoy across various sectors [13, 31, 44, 66].

However, despite the widespread adoption of these GPUs,
their potential security issues, from the hardware perspective,
have not been as thoroughly studied as those of CPUs. As an
outstanding example, concerns about information leakage via
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CPU caches have received extensive research attention [2, 9,
10, 17, 25, 30,47, 48, 51, 56, 69, 73], but similar problems are
under-explored with respect to GPU caches. Since many tasks
running on a GPU operate on sensitive information, such an
oversight may lead to unanticipated security breaches.

Echoing the presumed implications, in this work, we aim
to undertake a study on potential information leakage through
caches in contemporary NVIDIA GPUs and demonstrate rele-
vant side-channel attacks that compromise user confidentiality.
Yet, to achieve this, several challenges specific to these GPUs
need to be addressed.

The first challenge lies in the lack of knowledge about such
GPU caches. To develop cache side-channel attacks, a level of
understanding on certain properties of the cache is necessary
(e.g., whether it is inclusive, exclusive, or non-inclusive and
how its state can be deterministically manipulated). Although
there exist a few reverse-engineering works on GPUs [20, 21,
33, 53, 71], most of them deal with obsolete models and all of
them only concentrate on the cache structures without delving
into the policies that dictate cache operations. Therefore, we
must make efforts to bridge this knowledge gap.

The second one revolves around finding a reliable method
to monitor GPU cache activities. Conventionally, CPU cache
side-channel attacks exploit the timing discrepancies between
cache hits and misses to infer cache access patterns. While the
approach is largely successful, noise in timing measurements
may degrade its effectiveness [2], which can also be an issue in
the context of GPUs. Nevertheless, a more pronounced issue
of using timers in GPUs is that unlike CPU timestamp coun-
ters, which increment in a frequency-invariant fashion [29],
their GPU equivalents are susceptible to frequency shifts. This
means that a cache hit at a high performance level may require
as many cycles as a cache miss at a low level. For instance, an
RTX 3080’s frequency dynamically varies between 210MHz
and 2100MHz, and at its peak frequency, an L2 cache hit takes
about 530 cycles, while at around 550MHz, an L2 miss takes
roughly the same amount. Certainly, the problems associated
with timing can be bypassed if a timer-free attack primitive,
similar to those for CPUs [2, 23, 74, 76], is available.
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The third challenge stems from the manner in which GPUs
handle the execution of concurrently running GPU programs.
Unlike multi-core CPUs that allow multiple processes to run
simultaneously, GPUs orchestrate the concurrent execution of
programs using a time-sharing mechanism. The duration of a
GPU time slice is long enough to accommodate a number of
memory operations, and we observe that nearly all of the GPU
cache sets are accessed within each time slice in common
GPU workloads. As a result, merely deducing if a GPU cache
set has been accessed or not is insufficient for mounting GPU
cache side-channel attacks. We need an approach to extracting
more fine-grained information from the GPU cache.

Taking advantage of a GPU cache maintenance instruction
named discard, we have successfully addressed all of these
challenges and formulated a novel, timer-free GPU cache side-
channel attack primitive dubbed as INVALIDATE+COMPARE.
Using this primitive, we demonstrate two side-channel attacks
targeting the latest NVIDIA Ampere and Ada Lovelace GPUs.
The first one is a website fingerprinting attack, similar to those
described in [27, 38]. However, unlike these prior studies that
exploited software flaws (already fixed) in GPU drivers, our
attack is built on vulnerabilities of hardware cache, which is
more difficult to thwart. The second attack we showcase is to
infer specific keystrokes made by a user on a virtual keyboard.
While it has been shown that typing on such a keyboard can
be recovered via monitoring cache lines of graphics libraries
on the CPU side [69], our attack reveals that such sensitive
information can also be extracted from GPU cache. To our
knowledge, these two case studies stand as the first timer-free
cache side-channel attacks on GPUs.

The main contributions of this paper are:

* We leverage the incoherence among GPU L1 caches and
the undocumented semantics of the discard instruction
to form a new method for reverse engineering GPU cache
properties. We show that the approach allows us to unveil
certain key cache characteristics in the latest NVIDIA
GPUs for the first time.

* We introduce INVALIDATE+COMPARE, which is a new
GPU cache side-channel attack primitive and also the
first of its kind to be timer-free. To put the primitive into
action, we address challenges like how to synchronize
cache monitoring steps with GPU context switching and
how to measure fine-grained information regarding the
degree of contention within a GPU cache set.

* We use the formulated attack primitive to conduct two
case studies. In the first, we illustrate a highly accurate
website fingerprinting attack that maintains its effective-
ness over time, and in the second, we present a keystroke
extraction attack against the OS’s bundled virtual key-
board, showing its potential to steal a user’s login pass-
word.

Responsible disclosure: We have disclosed our findings to
NVIDIA, who has acknowledged our work.

2 Background

2.1 GPU Architecture

GPUs have transformed from specialized graphics rendering
devices into highly programmable accelerators capable of
executing a wide range of parallel workloads. The primary
compute units in a modern GPU are called streaming multi-
processors (SMs), each of which comprises an array of simple
cores. SMs are designed to execute groups of threads, referred
to as warps, in a single-instruction multiple-thread (SIMT)
fashion. In terms of NVIDIA GPUs, a warp consists of 32
threads. When multiple warps execute on an SM, they are
scheduled by a hardware unit in the SM. In general, there are
tens of SMs in a high-end GPU (e.g., NVIDIA RTX 3080
houses 68 SMs).

A GPU uses its on-board memory to hold data slated for
processing. Such on-board GPU memory typically comprises
several DRAM chips that are of special types tailored for high
bandwidth (e.g., GDDR6). Each DRAM chip is connected
with the GPU via a dedicated memory controller. Note that the
GPU memory operates independently from the main memory
on the CPU side and is managed in its own manner. Trans-
ferring data between the main memory and GPU memory is
facilitated by the PCle bus.

GPU memory access latency is very high (in fact much
higher than that of main memory). To help counteract such
significant latency, caches are used. A modern GPU usually
has a two-level cache hierarchy. SMs have private L1 caches,
a portion of which can be repurposed as scratchpad memory.
All SMs share an L2 that serves as the last-level cache (LLC).
In NVIDIA GPUs, the cache line size is 128B [22]. Similar to
the CPU counterpart, the LLC of a GPU is also set-associative
and physically tagged.

2.2 GPU Programming

GPUs can always be programmed using graphics rendering
APIs (e.g., OpenGL [7] and Vulkan [6]). These APIs provide
the framework for developing shaders, which are specialized
GPU programs that dictate how graphics are generated and
drawn on the screen. However, when using GPUs for broader
computational tasks, a more general-purpose programming
language is needed.

As a standard practice, NVIDIA GPUs are programmed
with CUDA for general-purpose parallel computing [41]. In
CUDA, GPU computational tasks are defined within functions
known as kernels. When a kernel gets launched on a GPU, it
is instantiated as a grid of thread blocks. Each thread block
contains a number of threads and is assigned to an SM by the
CUDA runtime for execution. The count of thread blocks and
the threads in each block need to be specified upon launch.

While CUDA provides a high-level GPU programming
paradigm, a low-level assembly-like language named Parallel
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Table 1: GPU models tested in Section 3.

Grade GPU Model Generation SM Cnt. | Memory Sz. | L2 Sz.T| Release
RTX 3060 Ampere 28 12GB 3MB Jan 2021
Consumer | RTX 3080 Ampere 68 10GB SMB | Sep 2020
RTX 4060 | Ada Lovelace 24 8GB 24MB | May 2023
Server A2 Ampere 10 16GB 2MB | Nov 2021
A10 Ampere 72 24GB 6MB Apr 2021

 Except for RTX 3080 whose L2 cache size is officially provided by NVIDIA [43], the data
for the other models are sourced from TechPowerUp [62-65].

Thread Execution (PTX) can also be used to program NVIDIA
GPUs [45]. PTX exposes more details about GPU internals
and offers finer control over hardware resources. The asm ()
statements can be leveraged to embed arbitrary PTX code
within a CUDA kernel function. Notice that PTX is not the
actual assembly language used by NVIDIA GPUs. Instead, it
plays the role of an intermediate representation, acting as an
abstract ISA that is compatible across multiple generations of
NVIDIA GPUs.

2.3 GPU Context

Regardless of the programming language or API being used,
an instance of a GPU program in execution is referred to as a
GPU context that is analogous to a CPU process. GPUs em-
ploy a time-sharing mechanism to concurrently run multiple
GPU contexts. Basically, inside a GPU, there is a hardware
scheduler that multiplexes the execution of GPU contexts by
allocating each context a time slice. Within its time slice, a
context can access available resources on the GPU.

Although an NVIDIA GPU does not support simultaneous
execution of multiple contexts, a feature of the CUDA runtime
named multi-process service (MPS), when enabled, can merge
several running CUDA programs into a single GPU context
for better resource utilization. By default, MPS is disabled and
users typically do not turn it on. Therefore, in the usual setup,
GPU contexts of running CUDA programs are time-sliced.
Moreover, MPS is specific to CUDA and does not combine
graphics rendering GPU contexts.

3 GPU Cache Characteristics

In this section, we explore the cache hierarchy in NVIDIA
GPUs and uncover the key properties that pave the way for the
construction of our new attack primitive. Both the exploration
and the primitive hinge on the use of a special GPU cache
maintenance instruction, which we shall present first in the
following discussion.

3.1 The discard PTX Instruction

Undoubtedly, the security community has been familiar with
the c1flush instruction in x86 CPUs and the various cache
side-channel attacks it enables [8, 10, 69, 73]. Essentially, this
unprivileged instruction can be used to flush a cache line from

all the cache levels in an x86 processor, and if the cache line
is dirty, it also ensures that the contents in the cache line are
written back to the main memory [16].

In NVIDIA Turing and earlier GPUs, no instruction similar
to c1flush is available. On the other hand, starting with the
Ampere microarchitecture, NVIDIA has introduced a new
PTX instruction named discard to facilitate removing cache
lines. The syntax' of this instruction is as follows:

discard.L2 laddr], 128;
where the addr operand specifies a GPU memory address
that needs to align on a 128-byte boundary. According to the
official documentation [45], the semantics of the discard in-
struction is to invalidate any data in the address range [addr,
addr + 128) cached in L2 without writing the data back to
GPU memory.

Although it is not specifically mentioned in [45], given the
fact that the cache line size is 128B in NVIDIA GPUs [22],
we can deduce that discard operates on a single cache line.
Notice that, similar to the CPU side, the GPU also employs
paging-based virtual memory, and the address specified by the
addr operand is a virtual one. Naturally, GPUs also require
virtual-to-physical address translation, the details of which
have been revealed in [78].

If we compare the semantics of the CPU’s c1f1lush and the
GPU’s discard instructions as described in their respective
official documentations, we can identify two main differences.
First, c1f1lush removes the target cache line from the entire
cache hierarchy, while discard is only mentioned to remove
the cache line from L2, which is the LLC in a GPU. Second,
it is important to highlight that c1f1ush writes modified data
in the removed cache line back to memory, whereas discard
does not write any data back to memory, even if the target
cache line is dirty. From this aspect, discard bears resem-
blance to the privileged invd instruction in x86.

3.2 Inclusion Policy

NVIDIA has never disclosed any information on whether the
L2 cache in its GPUs is inclusive, exclusive, or non-inclusive.
Because the load instruction 1d brings data into both L1 and
L2 caches by default [45], L2 must not be exclusive. Interest-
ingly, it is mentioned in [45] that L1 caches are not coherent.
We know that the main reason for having an inclusive LLC
is to simplify the design of cache coherence protocols, and
thus we speculate that L2 in NVIDIA GPUs is non-inclusive.
To shed light on this matter and also understand more on
the discard’s effects, we perform the following experiment
illustrated in Figure 1.

Suppose there is a data block B in GPU memory whose
initial value is 0. To begin with, we arbitrarily choose two
SMs, X and Y, to load B into L2 as well as their own L1 caches.

I'The exact syntax of this instruction is discard{.global}.level
[addr], size;.Nevertheless, .global can be omitted, Ievel can only
be L2, and size can only be 128.
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Xreads B X writes B
L2 T | Y reads B IL2 @ | Y writes B T {
[Mem — B:[0] | [Mem — B:[0] | IMem B.@ | IMem B:[0] | 2

Figure 1: Experiment to further understand discard and determine
if L2 is inclusive or non-inclusive. (% is used to represent an indeter-
minate value, and Section 3.3 explains why it can happen.)

Next, we let X overwrite B with the value 1 and let Y overwrite
B with the value 2. Since coherence is not maintained among
L1 caches of SMs [45], the updates made by X and Y will be
simultaneously kept in the corresponding L1 caches without
invalidating each other. We then let X execute the discard
instruction on B to remove it from L2. After that, we have
X and Y read B again to examine which value each of them
retrieves, respectively.

We conduct this experiment on multiple GPUs, which are
listed in Table 1, including three very popular consumer-grade
ones (e.g., RTX 3060) and two server-grade ones (e.g., A10).
‘We observe a consistent result on all the GPUs, which is: X
retrieves O and Y retrieves 2. From this result, we can draw the
following conclusions. @) L2 in these GPUs is non-inclusive;
otherwise, the removal of B from L2 should have enforced
the invalidation of the corresponding cache line in Y’s L1. @
discard does not remove the target cache line from the entire
cache hierarchy. Instead, it removes the cache line from L2
and also from the L1 cache of the SM issuing the instruction,
which is not specified in the documented semantics. € When
an L1 cache miss occurs, the needed memory block is fetched
from lower levels of the GPU memory hierarchy rather than
the sibling L1 caches; if this were not the case, X should have
obtained 2.

Notice that there is no mechanism in CUDA to synchronize
concurrent execution on different SMs. To ensure that one
SM will not perform an operation (e.g., X discards B) until
the other SM has finished its required predecessor (e.g., Y
modifies B), we insert a sufficiently large delay before the
operation to enforce the intended ordering.

3.3 Write Policy

In the aforementioned experiment, it is clear that updates do
not write through the whole cache hierarchy to the GPU mem-
ory (otherwise, X would not have retrieved 0). Nevertheless,
we do not know how writes are handled between L1 and L2.
To gain insight into this particular write policy, we conduct
the procedure shown in Figure 2.

Which value
Xreads B |L2 0] | X writes B |L2 | YreadsB{
I I
[Mem — B:[0] ] [Mem — B:[0]] [Mem — B:[0] | 1

Figure 2: Experiment to check if L1 is write-back or write-through.

Similar to the study performed above, we utilize two SMs
and a memory block with an initial value of 0. Instead of
having both SMs read and modify B, here we only use X to do
so. After X’s update, we let Y read B to check its value. (An
auxiliary experiment in Appendix A also confirms that B has
never been evicted from X’s L1 cache.) We find that Y always
retrieves 1 regardless of the GPU and selected SMs.

This behavior is not surprising if considered from the
CPU’s perspective. However, as discussed earlier, a GPU’s L1
caches are incoherent, and its L1 cache misses are serviced
by L2 or GPU memory rather than by any sibling L1 caches.
Therefore, such behavior manifests the fact that when B is
written in L1, it is also updated in L2. In other words, the
write policy employed by GPU L1 caches is write-through.
(The whole write-through process should be atomic.) Surely,
due to this design, if multiple SMs write to the same address
concurrently, the final value in L2 depends on the order of
these writes.

From our previous reasoning, it is not hard to deduce that
L2 is a write-back cache. As a simple verification, after X
writes 1 to B, we let Y sequentially access a very large array,
and then have X use discard to invalidate B. When X reloads
B from GPU memory, it obtains 1. If dirty cache lines in L2
were not written back to memory, X should have retrieved 0.

3.4 Write Allocation Policy

It is said that write-back caches often use the write allocate
scheme (namely, when a write operation misses in the cache,
the corresponding block is fetched and put in the cache for
being updated), while write-through caches often use the no-
write allocate scheme (namely, when a write operation misses
in the cache, data is directly written to the lower level with-
out being allocated space in the cache) [50]. Following the
steps shown in Figure 3 and Figure 4, we can easily examine
the write allocation policy used in GPU L1 and L2 caches,
respectively.

0 ® 0 ©
m Which valuz
—_—

I VreadsB |L2 @ I XwntesB |L2 . I Y discards B |L2

I XreadsB{
IMem B:[0] | [Mem — B:[0]] [Mem i B:[0] | [Mem ! B:[0] | 1

Figure 3: Experiment to examine the write allocation policy of L1.

As illustrated in Figure 3, Y loads B first, and then X writes
1 to B. In this case, X experiences an L1 cache miss when
writing B. Subsequently, Y discards B, after which, X reads
B to check its value. We find that the value read out by X is
always 1. This observation indicates that L1, although write-
through, employs the write allocate scheme; because if the
no-write allocate one were used, X should have read B from
GPU memory, which still has the initial value 0.

Similarly, as illustrated in Figure 4, we can engineer a sit-
uation where X will experience an L2 cache miss when it
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0 © 0 © 0 © OO

2o ] Y discards B [z ] X writes B 27 ] Xdiscards B L2
—_— —_— f —_—

] XreadsB{
T T 1 T
[Mem — B:[0] | [Mem — B:[0] ] [Mem — B:[7]] [Mem — B:[7]] 1

Figure 4: Experiment to examine the write allocation policy of L2.

modifies B. Despite a hit in L1, L2 always receives X’s write
operation due to the write-through property of L1. Thus, if L2
employs the no-write allocate policy, B in GPU memory will
be updated; conversely, if L2 uses the write allocate scheme,
B in memory will preserve its original value. To check if the
value of B in GPU memory is updated, X can discard B first
and then read it. We discover that L2 caches in all the tested
GPUs use the write allocate scheme.

Exploiting timing differences between L1/L2 cache hits
and misses, we can reach the same conclusions. Even though
timing can be used for examining both inclusion and write
allocation policies, we need to emphasize that it may not be
easily used to infer the write policy.

3.5 L1 Cache Auto-Flushing

As outlined in Section 2.3, by default, GPU contexts are sched-
uled to take turns executing on the GPU. An interesting be-
havior we have noticed is that context switching automatically
flushes all the L1 caches. The experiment shown in Figure 5
demonstrates this auto-flushing behavior.

- Which value - Which value

re B o OO 0 e S s O i
2 context back Y reads B{ Y discards B Y reads B{

[Mem — B:[0] ] [Mem — B:[7]] 1 :[2 1

Figure 5: Experiment to demonstrate L1 cache auto-flushing.

At the outset, we prepare an incoherent cache hierarchy
state in which B holds different values in the L1 caches of X
and Y. This can be easily achieved by having Y load B first and
then X write 1 to B. It is apparent that if B persistently resides
in Y’s L1 cache, Y will never see the value of B as 1. To induce
GPU context switches, we create and execute a dummy CUDA
program that has a PTX branch instruction infinitely looping
on itself. Accordingly, the chance that L1 caches are evicted
by other memory accesses is minimized. After the context is
switched back, we find that Y, regardless of which SM it is,
always sees the value of B as 1. This observation indicates
that GPU context switching triggers L1 cache flushing.

To verify that GPU context switching does not flush L2 and
write dirty cache lines back to memory, we subsequently let
Y discard B, followed by a load operation on B. In this case,
we find that Y retrieves 0, i.e., the original value of B. This
implies the fact that L2 is not flushed; otherwise, Y should
have consistently seen the same value no matter if discarding
B was performed or not.

3.6 Associativity and Replacement

Due to its auto-flushing behavior, L1 will not pose challenges
to cache side-channel attacks on GPUs, even though the LLC
is non-inclusive. Consequently, we only focus on the L2 cache
(i.e., the LLC) here for the sake of brevity.

Given a GPU, we begin by determining the associativity of
its L2 cache. For this purpose, we derive a list of addresses
{Ap,A1, -} that are mapped to an identical L2 cache set (see
Section 4.2 for the detailed procedure), and access them one-
by-one to find how many of them the cache set can hold. For
each GPU tested, we observe a peculiar behavior. € If we
access the addresses using only st, at most 7 of them can
be kept in a cache set. @ If we access the addresses using
only 1d, up to 16 of them can be finally kept in a set. @ If we
access the addresses using both 1d and st, a cache set can still
hold 16 blocks, but under certain access patterns, up to 8 can
be brought in by st. Thus, we deduce that the associativity of
L2 is 16 in NVIDIA GPUs, but a cache set’s 16 ways are not
used proportionately by loads and stores. We conjecture that
NVIDIA aims to maintain a dirty cache line ratio <50% in
its L2 design.

We further examine the dynamics of replacement within L2.
When only st is used, we find that the replacement among
the 7 dirty cache lines simply adheres to the LRU policy. In-
triguingly, when only 1d is used, replacements start appearing
regularly as a cache set is being filled over 9 ways, but after all
the 16 ways are occupied, the replacement behavior conforms
to LRU (refer to Appendix B for more details).

I I

AR AT A

[ 1
|
[
T'T
[T

0 2 2 2 0 7
AIAAAAAL DL L LT Pdh]s:
AR AT A A ] 58 X R LY I

Figure 6: Priming an L2 cache set (writing A, - - - ,Ag followed by
reading A7,--- ,A;s) and then accessing other addresses.

Our attack primitive needs to prime cache sets while mak-
ing certain cache lines in them dirty. Apparently, due to the
limit on the number of dirty cache lines in a set, we cannot use
st alone to achieve priming. In our case, we look to verify
whether 7 stores followed by 9 loads, or 9 loads followed
by 7 stores, can effectively populate a cache set, and we are
also interested in the replacement behavior in response to new
accesses after a cache set is populated.

Although filling an empty cache set with only 1d requires
more than 16 accesses (see Appendix B), we observe that a
combination of 7 stores and 9 loads, adding up to 16 accesses,
can effectively occupy an unused set. (The state S; in Figure 6
illustrates the case where 7 stores followed by 9 loads.) This
implies that L2 may not manage dirty and clean cache lines
in the same way.

When accessing new addresses after a cache set is filled
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with 7 stores and 9 loads, we find an interesting phenomenon
that the eviction patterns do not align with any known replace-
ment policy, which is depicted in Figure 6. We can see that
accessing A forces out not only the least recently used Ag
but also A7. While A7 has been accessed more recently than
Ay,---,Ag, itis the least recently read one via 1d. Our hypoth-
esis is that when the least recently used cache line is dirty and
gets evicted, the least recently read one will also be evicted.
The state transition from S5 to S4 in Figure 6 lends support
to this hypothesis. Note that the opposite is not true. If the
least recently used cache line is clean and becomes evicted,
the least recently written one will not be evicted.

Despite the L2’s unusual replacement behavior, we find
that after cache lines in a primed cache set are evicted, the
state can be reestablished by performing 7 stores and 9 loads
again. This determinism suffices for the scope of this study,
and the detailed analysis of its replacement policy is reserved
for future research. Following standard nomenclature, the
addresses corresponding to the 7 stores and 9 loads are said
to form an eviction set, and these addresses are referred to as
congruent.

4 INVALIDATE+COMPARE

Based on the learned properties of the GPU cache hierarchy,
we formulate the INVALIDATE+COMPARE attack primitive
for spying on a victim’s GPU cache activity in a timer-free
manner. Given an L2 cache set along with an eviction set
{Ao," -+ ,As,A7, - ,Ais5}, the initial primitive consists of the
following five steps:

Step 1: Write new values to addresses Ao, - - - ,Ag.
Step 2: Read the values at addresses A7, --- ,Ajs.
Step 3: Wait for the context to be switched away and back.
Step 4: Execute the discard instruction on Ay.
Step 5: Read the current value at Ao for comparison.
* Ifitis the original value, the victim did not access
the cache set during its running period.
« Ifitis the newly written value, the victim accessed
the cache set during its running period.

The rationale behind the primitive is that if the victim
fetched any data into the cache set, the dirty cache line corre-
sponding to Ag would have been evicted before we attempted
to invalidate it and hence the value within it would have been
committed to the memory; otherwise, no dirty cache lines
were evicted and when the one associated with Ay became
invalidated, the value within it would be lost in accordance
with the discard’s semantics. Therefore, the value at A after
performing the invalidation can accurately reveal if the cache
set is accessed by the victim. (The reason for the initial two
steps has been discussed above in Section 3.6.)

In this primitive, after Step 1 and 2 prepare the cache set

state, in Step 3, the attacker shall wait for the victim to carry
out some GPU computation. In other words, the attacker needs
to wait for the victim’s GPU context to get scheduled and later
the attacker’s GPU context will regain control again. Hence,
this step in essence is the attacker awaiting her own GPU
context to be switched out and then back in.

An SM is capable of simultaneously spying on multiple
cache sets, each of which is monitored by a separate thread.
For NVIDIA GPUs, a warp consists of 32 threads. When there
are multiple warps executing on an SM, they are scheduled
by a hardware scheduler unit. Considering the availability of
tens of SMs in a GPU, we are able to monitor hundreds of
cache sets in parallel.

It is important to highlight that the primitive in its current
form is intended only for illustrative purposes to aid in com-
prehension, and may not have practical utility in real-world
scenarios. This is because we notice that all (or most of) the
L2 sets appear to be accessed after a GPU context switch. To
make the INVALIDATE+COMPARE primitive useful, we need
to refine it, which will be described later in this section.

4.1 GPU Context Switch Detection

An important question we have yet to address pertains to the
realization of Step 3. More precisely, how can we find out that
the execution of the GPU context has been preempted and
then resumed? Here we propose two approaches, and both of
them are effective for Ampere GPUs, but only the second one
is suitable for GPUs in the Ada Lovelace generation.

In the first approach, we slightly relax the timer-free claim
by allowing the use of $clock64 that is the GPU’s timestamp
counter. (The measurement phase consistently remains timer-
free.) Our approach, as depicted in Figure 7a, keeps cycling
through a tight loop until an iteration takes more time than
a specified threshold T. This is indicative of an event where
the GPU context has been switched away and resumed in that
iteration, since the looping time is very stable in the absence
of context switching. Furthermore, delta can even help us
capture useful temporal information regarding competition
under the GPU scheduling.

| prev = 0; Increment M continuously

start = clock64(); —A —A—
3 do { SM Y _—,)H—_ .
4 delta = clock64() — start; P H
- ) 1 Victim's GPU:
( xfb(deita - prev > T) W”‘erf\m L i context mnSESIep 4,5
6 reak; H H
7 prev = delta; SM X ——r))—l- r. .
$ )} while (1); — Y New round

Step 1,2 Loopif Mis0 See M >0

(a) First approach. (b) Second approach.

Figure 7: How to detect if the context is switched away and back.

While this method is effective on Ampere GPUs, it does
not function as intended on Ada Lovelace GPUs. We discover
that, unlike the counter in Ampere GPUs, $clock64 in Ada
Lovelace ones (e.g., RTX 4060) does not represent an actual
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clock; instead, it acts as a logical clock specific to each GPU
context. Consequently, during a context switch, $clock64 of
one context does not increase to account for the execution
time of other GPU contexts.

The second approach, which does not rely on the times-
tamp counter, is built on the L1 auto-flushing behavior and
some other special properties of the GPU cache hierarchy. In
this approach, aside from the SMs tasked with monitoring
cache sets (dubbed as spy SMs), an additional SM is des-
ignated to continuously increment a flag variable. This flag
variable should be mapped to a non-monitored set to prevent
interference with the monitoring process. After a spy SM has
finished the first two steps, it writes O to the flag and then
repeatedly checks it until the value is no longer zero. Given
the L1’s incoherent and write allocate nature, copies of the
flag variable with two different values reside in the L1 caches
of the spy SMs and the SM dedicated to incrementing the
flag variable. Because of the L1’s write-through nature, each
increment to the flag results in an immediate update in L2. It
is not hard to see that the spy SMs cannot observe the updated
flag in L2 until the copies residing in their own L1 caches are
flushed due to context switching.

The second approach is visualized in Figure 7b, where X is a
spy SM and Y is the SM responsible for incrementing the flag.
Note that the effectiveness of the approach is not influenced by
whether or not the flag is evicted from L2 during the execution
of the victim’s GPU context. Similar to the delta value in
the first approach, the flag value here can also be used for
capturing temporal information. We shall underscore that the
second approach works well on GPUs in both Ampere and
Ada Lovelace generations.

4.2 Eviction Set Construction

The problem of finding congruent addresses to form evic-
tion sets for CPU caches has been studied extensively [2, 30,
59, 68]. In terms of our study, we adapt the commonly used
method in [30] by replacing its timing-based eviction check-
ing with the function shown in Algorithm 1. The principle of
this timer-free checking is essentially the same as that of the
primitive, namely, the written value will not survive unless
the cache line has been evicted before the invalidation.
Notice that, due to the limitation on the number of dirty
cache lines in an L2 cache set (as discussed in Section 3.6),
we need to run the method multiple times with respect to
different GPU memory chunks to accumulate sufficient con-
gruent addresses. While this is just a minor issue, a trickier
problem we encounter is that a large amount of online noise
(e.g., introduced by time-sharing) may cause the finding pro-
cess to fail. Certainly, if it were possible to derive eviction
sets offline only once and subsequently use them directly for
online attacks, these inconveniences could be eliminated. We
confirm that such a “one and done” approach is feasible.
First of all, unlike CPUs where the memory configuration

Algorithm 1: Timer-free eviction checking function.

inputs :An address a and a set of addresses S.
output :If a can be evicted by S, true; otherwise, false.
function check_eviction(a,S):
write Oxdeadbeef to a;
for each address e in S do
L write an arbitrary value (e.g., 0) to e;

execute the discard instruction on a;
read the current value v at a;
if v is equal to Oxdeadbeef then
| return true;
else
L return false;

can be altered, the memory setup in a GPU is not only static
but also identical for all instances of the same model. In other
words, any given physical address will be mapped into the
same L2 cache set on two GPUs of the same model (e.g., an
ASUS RTX 4060 and a PNY RTX 4060). Second, we observe
that NVIDIA drivers follow a pattern of allocating physically
contiguous GPU page frames and maintain a consistent start-
ing address for memory allocation; namely, there is minimal
randomization involved in this allocation process. Therefore,
we can construct eviction sets against a GPU offline and use
them online.

We should emphasize that while the driver begins memory
allocation at low physical addresses, we construct eviction
sets using memory chunks at a relatively high address (e.g.,
0x20000000 in our case studies). This strategy reduces the
likelihood of other GPU contexts occupying our required page
frames. At the onset of an online attack, by trying different
sizes of padding prior to memory allocation and testing if the
prepared eviction sets work, we can identify the right location.
It is worth mentioning that each padding size is a multiple of
the GPU page size, which is 2MB. This large stride allows
the search process to be completed swiftly.

We have also tried to derive the mapping function from the
constructed eviction sets for each GPU we experimented with.
Unfortunately, we have not been successful in this endeavor.
We observe that the number of L2 cache sets in all the tested
GPUs is not a power of 2, and they cannot be addressed using a
group of XOR functions. We leave the full reverse engineering
of the mapping functions for our future work.

4.3 Primitive Revision

We have mentioned that the attack primitive requires revision
because it lacks practical effectiveness in its present form.
Even though it is theoretically sound, we identify two primary
issues that prevent the primitive from yielding useful infor-
mation. The first issue is the non-negligible spatial overhead
introduced by GPU context switching. For example, on an
RTX 3060, we observe that a number of L2 cache sets appear
to have been accessed upon switching back, in spite of the
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fact that the other context belongs to a minimal GPU program
running merely a dummy infinite loop. Second, contrary to
some prior cache side-channel attacks on CPUs, where the
attacker can game the scheduler of the OS or hypervisor [10,
77], we have not found a viable method for exerting the same
influence over the GPU scheduler. As shown in Figure &, each
time slice allocated to a GPU context is not short, making it
very likely that the victim accesses most of, if not all, the L2
cache sets during this period. Hence, providing information
solely on whether a cache set is accessed or not barely offers
any useful insight into the cache activities of the victim.

To address this problem, we propose a revision to the last
two steps of the primitive. Instead of just checking whether
a cache set has been accessed, our revised primitive aims to
measure the degree of contention in a cache set. Note that one
key advantage of our timer-free primitive over the traditional
PRIME+PROBE is its ability to easily pinpoint which of the
first few cache lines in a set have been evicted. Capitalizing
on this feature, we modify the last two steps of the original
method to reformulate the primitive as follows:

Step 4: Execute the discard instruction on Ay, - - - ,Asg.
Step 5: Read the current value at A, - - - ,Ag for comparison.

e If Ag is not evicted (i.e., the old value), it is 0.
e If Ay is evicted and A; is not, itis 1.

e If A5 is evicted and Ag is not, it is 6.
e If Ag is evicted, it is 7.

Essentially, rather than only carrying out the invalidation
and comparison operations on Ay, we perform the invalidation
operation across all seven addresses, Ay, - - - ,Ag, and identify
the first one that is not evicted through comparison. We then
use the position of the found address in the range to encode
the intensity of contention in the corresponding cache set. For
instance, if Ag is not evicted, the intensity is encoded as 0
denoting the lowest, and if every one is evicted, the intensity
is encoded as 7 denoting the highest.

Note that for heavy workloads, the contention intensity may
always peak at its maximum of 7, which certainly does not
convey much information. To enable capturing higher levels
of contention in such cases, we can swap the order of Step 1
and Step 2, namely, we first read from A7,--- ,A5 and then
write to Ag, - - - ,Ag. In this variant, intensity O will be like an
aggregate of all the original values from O to 7, while intensity
1 can be treated as an equivalent to a hypothetical previous
intensity of 8, and so forth.

4.4 Execution Time v.s. Allocated Time Slice

Considering GPU context scheduling, it is crucial to examine
whether the execution of the primitive can potentially exceed
the allocated time slice before its completion. (If so, the effec-
tiveness of attacks may be affected.) To this end, we compare

the maximum duration needed to perform the primitive with
the minimum time slice allocated to a GPU context.

As illustrated in Figure 7b, when the attacker’s context is
switched back, it first executes Step 4 and 5, followed by Step
1 through 3. Since Step 3 is just waiting to be scheduled away,
the pertinent execution time is the cumulative time spent on
Step 4, 5, 1, and 2. The worst-case scenario for this time
occurs when all addresses of the eviction set are absent from
the L2 cache, particularly in the revised primitive where all 7
stores need to be invalidated. Figure 8 shows the distributions
of 10,000 execution times for the primitive on an RTX 3080.
These times are measured in the worst-case scenario when
monitoring 32, 256, and 2048 cache sets with 1, 8, and 64
SMs (i.e., each SM hosts one warp), respectively. We can find
that all the times are less than 12,000 clock cycles, which is
about 6us. Since the steps of the attack primitive are executed
immediately upon being rescheduled, as long as the allocated
time slice exceeds 6us, there is no concern about the primitive
failing to complete.
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Figure 8: Distributions of primitive execution times on an RTX 3080
GPU. The y-axis uses a logarithmic scale.

Regarding the GPU context scheduler, we have not found
any documentation providing information about its time slice
length. Given the inevitable presence of scheduling overhead,
we surmise that the time slice should not be less than 100us.
For an empirical validation, we run different GPU workloads
and measure the allocated time slices in an approximate way
(outlined in Appendix C). The analysis of the measured time
slices reveals that only around 0.04% of them fall below 1ms,
and among these, the shortest length observed is about 172us.
Therefore, we believe that the execution of the primitive can
always complete successfully in each round.

5 Case Studies

We present two case studies to demonstrate the effectiveness
of our INVALIDATE+COMPARE attack primitive. (Note that
the reference to the attack primitive here corresponds to the
revised version described in Section 4.3.) While the primitive
is applicable to both consumer- and server-grade GPUs, the
targets in these case studies are desktop applications, indicat-
ing that server-grade GPUs are not relevant to our scenarios.
Accordingly, we perform the case studies using the consumer-
grade GPUs listed in Table 1, namely the GeForce RTX 3060,
3080, and 4060.
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(d) Google sample 2.

(e) Facebook sample 2.

(f) Bing sample 2.

Figure 9: Memorygrams corresponding to three commonly visited websites (the x-axis represents 512 cache sets of the RTX 4060 GPU, while

the y-axis corresponds to time that progresses from top to bottom).

5.1 Threat Model

An attacker aims to extract certain sensitive information from
a victim through their routine use of a personal computer. The
victim’s computer is equipped with an up-to-date NVIDIA
GPU (that is in the Ampere or Ada Lovelace generation),
where the latest driver and CUDA, with all disclosed vulnera-
bilities fixed, have been installed.” No special settings for the
driver or CUDA are required (e.g., MPS may be turned on/off
and the performance mode may be set as auto/fixed).

Similar to many other works [11, 19, 27, 38, 79], we assume
that the attacker can run a piece of native code on the victim’s
computer with user-level privileges. Under this assumption,
it is evident that the attacker has no problem retrieving any
world-readable version information of software (e.g., the OS
or web browser). While this native code setting may seem less
consequential, we emphasize that its purpose is for showcas-
ing the application of our primitive. A broader attack scenario
will be discussed in Section 5.5.

We focus on two types of sensitive information here, which
are website visits and virtual keystrokes. In the case study on
stealing information about website visits, commonly referred
to as website fingerprinting, we assume that the victim uses a
modern web browser with default settings to regularly visit
popular websites. The attacker can use the same browser to
profile many possible ones to build a predictive model.

In the case study on retrieving keystrokes, we assume that
the victim inputs data by tapping the visual keys of a virtual
keyboard via a touchscreen or stylus. The virtual keyboard
used by the victim is the default one of the corresponding OS.
Once again, the attacker is assumed to be able to use the same
virtual keyboard to build a predictive model.

5.2 Eviction Set Preparation

As a preparation step, we construct the eviction sets for the
L2 cache of each GPU model offline. (See Section 4.2 for the
reason of this process.) For each GPU model, we use a chunk

2 At the time of this writing, the latest GPU driver version is 535.113.01
and the latest CUDA version is 12.2.

of GPU memory, twice the size of the L2 cache, starting at
the physical address 0x20000000 to identify the eviction sets.
To demonstrate that the manufacturer has no bearing on this
process, we tested two RTX 3080 GPUs from different brands
(Founders Edition and Gigabyte) and two RTX 4060 GPUs,
also from different vendors (MSI and PNY). Our results affirm
that, given the same GPU model, the eviction sets remain
consistent across vendors.

Note that, in terms of RTX 3060, we have identified 1152
distinct eviction sets for its L2 cache. This equates to 2.25MB
(i.e., 1152 x 16 x 128B = 2.25MB), not the size of 3MB as
reported by TechPowerUp [64]. In the absence of NVIDIA’s
official documentation, it is unclear which size is the correct
one. Nevertheless, this discrepancy does not impact the case
studies we conduct. With respect to other models, the L2 sizes
match the reported ones (e.g., we find 2560 eviction sets for
RTX 3080’s L2, which is exactly SMB).

5.3 Website Fingerprinting

As our first case study, we demonstrate how to identify the
web pages browsed by a user, essentially mounting a website
fingerprinting attack. Information regarding website visits is
typically viewed as significant to privacy, given its potential to
reveal a person’s sensitive aspects (e.g., political affiliations,
health conditions, and special hobbies). Several prior studies
have exploited vulnerabilities in NVIDIA drivers to achieve
this objective [27, 38], but as the corresponding software flaws
have been addressed, their approaches are no longer effective.

5.3.1 Investigation

Over time, a variety of website fingerprinting techniques have
been proposed, like those in [1, 12, 14, 19, 47, 49, 52, 56, 67].
Among the existing techniques, several exploit information
leakage over cache hierarchies. Ours bears a resemblance to
these works (e.g., that of Oren et al. [47]), yet with differences.
While their methods rely on a (high-resolution) timer to use
primitives such as PRIME+PROBE to capture the CPU cache
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behavior, we use our timer-free attack primitive to measure
GPU cache contentions.

The potential to leverage the monitored GPU cache behav-
ior for website fingerprinting arises from the fact that modern
web browsers, like Chrome and Firefox, enlist the GPU’s as-
sistance for rendering web pages. In effect, when the GPU
helps render a web page, the majority of its computational
tasks are contingent upon the contents and design of that web
page. For example, the rasterization process that converts web
page elements (e.g., text, images, and vector graphics) into
pixels happens entirely on the GPU, and the compositing pro-
cess that assembles the separately rasterized layers of a web
page into the final image for display is also performed by the
GPU. Their workloads depend significantly on the contents
of the web page being rendered and how it is designed.

Our website fingerprinting technique leverages contentions
in GPU L2 cache sets. We find that during the rendering of
a web page, nearly every cache set will be accessed by the
browser’s GPU context within each of its allocated time slices,
but the number of used cache lines varies among different
sets. The INVALIDATE+COMPARE primitive empowers us to
capture this behavior since it measures the contention intensity
within the monitored cache sets. Note that, as the rendering
process can extensively occupy the L2 cache space, we choose
to use the variant with reading 9 addresses first followed by
writing 7 addresses.

Figure 9 demonstrates the traces of contention intensity in
512 cache sets of the RTX 4060 GPU when three popular
websites are being browsed in Chrome. A trace shown in Fig-
ure 9 contains 128 INVALIDATE+COMPARE measurements.
(Each measurement is a vector of 512 elements whose value
range is from O to 7.) To follow the established parlance [47,
56], we also refer to these traces as memorygrams. It is ap-
parent that such memorygrams can provide certain insights
into the contention behavior of GPU cache during the web
page rendering process. More importantly, it is not difficult to
observe that such memorygrams can be utilized to effectively
distinguish between these three websites.

5.3.2 Evaluation

We evaluate our technique against a set of 50 websites, which
are detailed in Appendix D. These websites are popular in the
English-speaking world and chosen according to Similarweb
rankings. As the main purpose of this case study is to illustrate
the practical use of our attack primitive, we believe that a
closed-world setting will suffice at this point. (The major
challenge in open-world settings is how to achieve reliable
open set recognition, which falls outside the scope of this
paper.) In addition, due to Chrome’s dominant market share,
we focus our evaluation solely on this browser. The OS used
in our evaluation is Ubuntu 20.04.

For each website, we gather 100 memorygrams similar to
the ones depicted in Figure 9. Regardless of the GPU model,

we choose to let one SM monitor 64 L2 cache sets (i.e., two
warps running on an SM). Due to the relatively small L2 sizes
in RTX 3060 and 3080, we can monitor all of their cache sets
using 18 and 40 SMs, respectively. However, there are 12,288
cache sets in an RTX 4060 GPU but only 24 SMs, and thus
we just monitor 1472 of them using 23 SMs with the last SM
used for context switching detection (see Section 4.1).

Each memorygram consists of the contention intensity mea-
surements in 5 seconds. As we have 50 websites, our data set
has 5,000 memorygrams in total. For the task of classifying
memorygrams into respective websites, we use the standard
DenseNet-121 model. To assess the performance of our web-
site fingerprinting, we conduct a 5-fold cross-validation on our
collected data set. For each fold, we determine its accuracy,
precision, and recall. As all websites are treated equally in
our evaluation, we employ macro-averaging when calculating
precision and recall (see Appendix D).

Table 2: Results of the 5-fold cross-validation.

Accuracy Precision Recall
Max. Min. Avg. Max. Min. Avg. Max. Min. Avg.
RTX 3060 | 98.9% | 98.1% | 98.4% | 98.9% | 98.1% | 98.4% | 99.0% | 98.2% | 98.5%
RTX 3080 | 99.3% | 98.5% | 98.9% | 99.3% | 98.5% | 98.9% | 99.4% | 98.6% | 98.9%
RTX 4060 | 99.5% | 98.5% | 99.0% | 99.5% | 98.5% | 99.0% | 99.5% | 98.6% | 99.0%

The results of the 5-fold cross-validation are presented in
Table 2. From the results, we can observe that the accuracy in
each fold on any GPU is >98% and the average accuracy over
the 5 folds is >98% as well, which highlights the effectiveness
of our website fingerprinting technique. Meanwhile, it is noted
that both the precision and recall in each fold are also >98%,
which indicates that when a memorygram is classified as
belonging to a website, there is a >98% chance it is correct
and when a memorygram originates from a website, there is
a >98% chance it will be accurately recognized as such.

To substantiate that the underlying platforms will not affect
the results as long as the same GPU model is used, we evaluate
the fingerprinting performance using two separate computer
machines, M| and M,, whose configurations are specified in
Table 3. Both of them are equipped with an RTX 3080 GPU.
We highlight that the RTX 3080 GPU cards are of different
brands (Gigabyte and Founders Edition).

Table 3: Computers equipped with different RTX 3080 cards.

Machine | GPU Brand CPU Motherboard Main Mem.

M, Gigabyte AMD Ryzen 5 5500 Asus Prime B450M-A 1T 16GB
M, Founders Ed. | Intel Core i3-10100 | ASRock H570 Steel Legend 32GB

On the machine M, 100 memorygrams per website are
collected, and a DenseNet-121 model is trained using these
memorygrams. On the machine M,, 20 memorygrams per
website are collected, and we apply the trained model to clas-
sify such data. Figure 16 in Appendix E shows the resulting
confusion matrix. In summary, the average accuracy is 97.7%,
precision is 97.7%, and recall is 97.8%, when tested with
1,000 samples from M. It is evident that the results compara-
tively align with those of the 5-fold cross-validation.
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In reality, most websites update their page content very fre-
quently, often on a daily basis or even on an hourly basis. An
interesting scenario to investigate is whether the model, once
trained, can maintain its effectiveness in fingerprinting web-
sites for a longer term. To assess this, we train a DenseNet-121
model with the initial 5,000 memorygrams of our RTX 3080.
Subsequently, for each website, we gather an additional 10
memorygrams on the 3rd, 5th, and 7th days after the original
data collection for testing. Figure 10 presents the results.
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Figure 10: Results of effectiveness testing over time.

As anticipated, there is some degradation in performance,
but it still maintains a substantial level of effectiveness. Even
after one week, our accuracy can still reach 82.40%. Aside
from trying to exactly fingerprint the websites, we evaluate
its Top-3 accuracy as well, which remains high and relatively
stable over time (around 93%). It is intriguing to see that for
certain websites tending to update their contents frequently,
such as YouTube and BBC, our model is still able to accurately
identify them. Irrespective of frequent content changes on
these websites, their overall page layout or structure does
not alter as much. For example, the number and positions of
pictures and/or videos are stable but only the materials shown
by them are changed. Our conjecture is that this structural
consistency is the main contributing factor to the model’s
fingerprinting effectiveness over time, as it can lead to similar
web page rendering workload and patterns.

5.4 Virtual Keystroke Extraction

In the second case study, we aim to recover more fine-grained
and sensitive information beyond merely website visit data.
To this end, we focus on the keystrokes made by a user on a
virtual keyboard (also known as an on-screen keyboard) and
show that INVALIDATE+COMPARE enables us to steal them.

Note that using a virtual keyboard is not unusual in practice.
For example, it is common and crucial among people with
special needs (e.g., those with disabilities), and it is treated as
a countermeasure against keyloggers (even though its effec-
tiveness is debatable [40]). Moreover, with the proliferation of
touchscreen-based laptops and monitors, virtual keyboards are
becoming increasingly popular for day-to-day tasks. Major
consumer-facing OSes all provide default virtual keyboards
as an accessibility feature.

5.4.1 Investigation

In a GUI-based modern OS, its windowing system (e.g., X11
or Wayland in Linux) provides the protocol and mechanics for

graphics rendering and input handling. Built on top of this, the
desktop environment (e.g., GNOME or KDE) offers the GUI
interface. (Roughly speaking, the desktop environment is an
application running under a windowing system.) Usually, the
default virtual keyboard bundled with the OS is an integrated
feature of the desktop environment [5].

Windowing systems are often designed with considerations
for efficient graphics rendering, and they generally attempt
to avoid re-rendering the entire screen when only a small
portion of the screen changes. Take X11 with the DAMAGE
extension as an example.’ (This extension is incorporated in
nearly all display server implementations of X11, such as the
widely used Xorg.) When a graphical element in an appli-
cation running under this setup is modified, the DAMAGE
extension identifies the affected region and marks it as “dirty”.
Compositing window managers compatible with X11 system
will then focus on re-compositing only the “dirty” region of
the surfaces to enhance efficiency.

With respect to a virtual keyboard, when a key is activated,
it normally exhibits certain local visual effects (e.g., shading
the surroundings of the key). Consequently, the windowing
system should focus on re-rendering only that particular area.
Note that windowing systems typically leverage the power of
GPUs for graphic rendering, and they also maintain various
buffers in GPU memory, one of which in fact corresponds to
the desktop environment. When a virtual keystroke is made, it
is conceivable that only the parts of this buffer associated with
the “dirty” regions (i.e., those affected by the keystroke) are
accessed. This implies that distinct keys may access different
GPU memory addresses. Therefore, we hypothesize that it is
possible to produce distinguishable traces in the GPU cache
when pressing different keys.

(c) Key ‘a’ sample 2. (d) Key ‘b’ sample 2.
Figure 11: Reshaped memorygrams corresponding to pressing keys
‘a’ and ‘b’ on the GNOME virtual keyboard under the default X11
windowing system when an RTX 3080 GPU is used.

As evidence supporting our hypothesis, Figure 11 depicts
two pairs of memorygrams generated on an RTX 3080 when
pressing the letters ‘a’ and ‘b’ under the X11 windowing
system. Note that the original memorygrams have a dimension
of 5 x 2560, because we monitor 2560 L2 cache sets and the
keystroke visual effect rendering induces about 5 GPU context
switches. For clarity in visualization, we reshape them into

3The newer Wayland windowing system has the concept of “dirty” regions
handling from the ground up.
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50 x 256. Moreover, we have filtered the level 7 intensity
to prevent visual clutter. While there are similarities among
them, it shall not be hard to find that discernible and repeatable
patterns do exist to classify these two keys.

5.4.2 Evaluation

We carry out our evaluations on a Linux platform running
Ubuntu 20.04. By default, Ubuntu 20.04 uses X11 as its win-
dowing system.” In terms of the desktop environment, we use
the default GNOME coming with the OS.

The GNOME virtual keyboard displays only letters every
time it is launched. As a first step, we investigate how accu-
rately the memorygrams can be used to deduce the pressed
letters. For this purpose, we collect 100 memorygrams for
each letter, which are used to train a DenseNet-121 model.
Given a GPU, the number of monitored cache sets and the
number of warps on each SM are consistent with our previous
case study. Subsequently, we capture another 10 memory-
grams per letter for testing. The resulting confusion matrices
are presented in Figure 12.
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(a) RTX 3060. (b) RTX 3080. (c) RTXu 4060.

Figure 12: Heat maps corresponding to the testing results based on
memorygrams for ‘a’ to ‘z letters.

From the confusion matrices, we can observe that letters,
in most cases, are distinguishable. The average accuracies
for RTX 3060, 3080, and 4060 are 83.1%, 98.1%, and 67.7%
respectively. In comparison, a random guess will yield an
accuracy of just 3.8%. This disparity underscores the informa-
tion leakage from GPU cache activities during the rendering
of keystroke visual effects on the screen.

For the RTX 3060 GPU, we note a peculiar trend: the recog-
nition performance for letters ‘1’, m’, and ‘n’ is substantially
lower than for the other letters. Conversely, the RTX 3080
outperforms both, delivering the best results. It is interesting
to note that while RTX 3080 has a larger cache size than
RTX 3060, it is significantly smaller than that of RTX 4060.
However, the recognition performance of RTX 4060 is the
lowest.

The lower performance of the RTX 4060 relative to the
RTX 3060 and 3080 can be attributed to the fact that we only
monitored 1472 cache sets for the RTX 4060, whereas all

4Although newer versions of Ubuntu, e.g., 22.04, have made Wayland the
default windowing system, there are compatibility issues with NVIDIA GPUs.
As aresult, when NVIDIA GPUs are detected, the system will automatically
switch back to X11.

cache sets are monitored for the other two GPUs. While this
configuration suffices for coarse-grained tasks like website
fingerprinting, fine-grained tasks necessitate the selection of
more appropriate cache sets. We believe that by identifying
the most relevant ones, the performance on the RTX 4060 can
be substantially improved.

To access the numbers, users have to utilize the switch key
located at the bottom left, and when activated, the numbers
replace the first row of 10 letters exactly. We aim to determine
if the switch action and the numbers can be differentiated
from the letters (especially those in the first row) using our
memorygrams. To this end, we use 100 samples each for the
letters, numbers, and both switching actions (to numbers and
back to letters) to train a DenseNet-121 model, and another
10 samples for testing.

Considering the action of switching to or from numbers,
our data set comprises 37 classes. For the GPUs RTX 3060,
3080, and 4060, the average accuracies achieved are 68.6%,
77.3%, and 67.3%, respectively. Intriguingly, despite the num-
bers and the letters from the first row occupying the same
screen position, they are distinguishable to some extent. (The
corresponding confusion matrices are given in Figure 15 in
Appendix E.) We believe the distinguishability between char-
acters, such as ‘p’” and 0’ is due to each being mapped to
distinct buffer addresses in the GPU memory.

A further point of interest is the contrasting performance
trends between the GPUs. While both RTX 3060 and 3080
exhibit a decrease in accuracy, the RTX 4060’s performance
remains very consistent. This stability can be attributed to
RTX 4060’s very large cache size, which has the capacity
to house the entire frame buffer (even though we have not
chosen the most appropriate ones).

Next, we evaluate if we can extract a user’s system login
password entered via the virtual keyboard. For demonstration
purposes, we select four commonly used and pwned pass-
words as listed by the National Cyber Security Centre [39].
These four passwords are given in Table 4.

0 500 1000 1500 2000 2500

Figure 13: GPU L2 contention intensity trace, where the x-axis gives
cache sets and the y-axis gives the time (derived from the recorded
context switch times as stated in Section 4.1).

We capture the GPU L2 contention intensity traces when
the victim is prompted to input their system login pass-
word. This scenario can occur frequently because, by default,
Ubuntu, along with many other Linux distributions, goes to a
black screen after 5 minutes of inactivity. Upon returning, the
user is asked to provide the login credentials. Figure 13 illus-
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trates a trace captured on an RTX 3080 GPU corresponding
to the input of the password shown in the first entry of Table 4.
From this trace, it is evident that the individual memorygrams
can be readily distinguished. The topmost bar signifies the
system’s awakening from the black screen state, followed by
the second bar which indicates the act of toggling the num-
ber/letter switch.

Table 4: Results of inferring four commonly used login passwords. A
correct inference is denoted by v/and an incorrect one is denoted by
X. The symbol ‘@’ indicates the action of switching between letters
and numbers.

Password Keystrokes RTX 3060 RTX 3080 RTX 4060
123456 @123456 VXX XS XSS VXX
qwerty querty 124824 5224 XX
abcl23 abc@123 2. 22,744 XX VXXX

lgaz2wsx | 81@qaz@2Cwsx | VXVXV/ X/ X/ | VXXV X/ XS | VIRV XX

For our evaluation, we employ a DenseNet-121 model,
training it with 300 samples for each character. An analysis of
Table 4 reveals that we can indeed decipher many segments
of these passwords. A significant portion of the errors stems
from the confusion between numbers and letters. The most
reliably recognized keystroke is the switching between letters
and numbers.

5.5 Discussion

A common limitation across both case studies is that they
require the execution of native code with user-level privileges
on the victim’s machine. However, it is essential to note that
such a condition is not always necessary for employing the
primitive in some more practical scenarios. For example, we
find that many major cloud service providers (e.g., Azure [34])
offer VMs powered by NVIDIA vGPUs, and in this context,
our INVALIDATE+COMPARE primitive can be leveraged to
facilitate cross-vGPU side-channel attacks without requiring
native code execution on the victim’s VM. Moreover, a num-
ber of companies have adopted virtual desktop infrastructures
sharing high-end GPUs to support their daily business opera-
tions [42, 46], creating additional venues where the primitive
can be used for potential side-channel attacks.

We should also mention that unlike website fingerprinting,
the demonstrated virtual keystroke extraction is a more fine-
grained attack, whose success greatly depends on whether the
victim’s on-screen keyboard uses the same GPU memory area
as the one used by the attacker during profiling. While this is
difficult to control when the GPU is actively in use, we have
discovered that when the system is idle for a certain period,
the X11 server reduces its usage of GPU physical memory to
a fixed level. Upon activation, the system normally utilizes
the same GPU memory area for the virtual keyboard, which
creates a favorable scenario for the attacker to perform the
keystroke extraction.

6 Countermeasures

To prevent the exploitation of our timer-free attack primitive,
we propose several possible countermeasures. The first one is
to simply disable the use of the discard instruction. To this
end, we can directly remove the support for this PTX instruc-
tion in the compiler toolchain. However, this straightforward
patch can be easily circumvented by altering instructions in
the compiled binary files to match the encoding of discard.
An alternative method is to enable the NVIDIA driver to in-
spect user programs for discard instructions and reject the
launch of their kernels if detected. While such an in-driver
defense raises the bar for attackers, it can still be bypassed by
modifying instructions in GPU code pages at run time.

A more effective solution is to disable this instruction in
hardware. Nevertheless, due to the lack of publicly accessible
information, it is uncertain whether the instruction can be
disabled via a GPU firmware update, or if a less desirable
hardware modification is necessary. Even if a firmware up-
date can achieve the objective, the potential ramifications for
existing software still need to be determined.

As the root cause of the examined information leakage
stems from observable contentions in the GPU L2 cache, the
other mitigation direction we can work on is to seal off this
source. Given the fact that GPU contexts cannot execute in
parallel, our focus narrows to managing the serialized use of
the L2 cache. One feasible way to achieve this is to let the
runtime flush the contents in L2 every time GPU contexts are
scheduled. While clean cache lines can be directly invalidated,
dirty ones need to be written back to GPU memory. A primary
concern with this approach lies in its potential impact on GPU
performance. However, as L2 flushing is only triggered upon
scheduling GPU contexts, an event that typically occurs on
the millisecond level, our anticipation is that the performance
degradation may be limited.

Additionally, given that eviction sets can be prepared a
single time offline and then utilized across all future online
attacks, it is undeniable that the task of an attacker is consid-
erably eased. This convenience arises from the way NVIDIA
drivers allocate GPU page frames, favoring physical contigu-
ity and consistently starting the allocation from the same ad-
dress. To neutralize this benefit for attackers, NVIDIA should
consider introducing a degree of randomness into its drivers
for GPU memory allocation.

7 Related Work

Extensive studies have been conducted on cache side-channel
attacks in the past two decades, and the majority of them
target cache hierarchies in CPUs like x86 and ARM [4,
32]. Overall, these studies exploit various attack primitives,
which can be classified into eviction-based and flush-based
types. PRIME+PROBE is the representative of the eviction-
based attack primitives [48], and it can be used for leaking
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information across domains established by browser sand-
boxes [47, 55], SGX enclaves [35, 54, 70], VMs [15, 17,
30], and even networks [25, 61]. In terms of flush-based prim-
itives, FLUSH+RELOAD [10, 73] is the most notable one and
has been employed in a number of attacks [9, 18, 24, 28,
69]. Flush-based primitives typically can offer finer leakage
granularity than eviction-based ones, but they need to have
shared memory with the victim. Our attack primitive, in spite
of using a flush-like instruction on GPUs, is fundamentally
eviction-based.

Traditionally, cache side-channel attack primitives require
a high-resolution timer to distinguish between hits and misses.
As exceptions to this rule, several timer-free ones have been
devised, like PRIME+ABORT [2], DPRIME+DABORT [23],
S2C [74], and mwait-based primitives [76]. While these prim-
itives target x86 and ARM CPUs, ours is developed for
NVIDIA GPUs.

With GPUs becoming indispensable in modern computing,
their security issues have garnered much attention. There have
been works that examine website fingerprinting on GPUs [27,
38,57, 60, 72, 75]. While some of them capitalize on software
vulnerabilities present in device drivers [27, 38], others hinge
on coarse-grained contention, whether over PCle [57, 60] or
on the rendering pipeline [72]. These studies largely sidestep
delving into the GPU’s microarchitectural intricacies, which
is a primary emphasis of this paper.

On the other hand, techniques for keystroke extraction via
GPUs have also been investigated [38, 60, 72]. These studies
exploit the dependence of inter-keystroke timings on key dis-
tance and location to deduce which key is pressed [36, 58].
In contrast, our work is similar to approaches that leverage
different cache activities to directly extract the keys [9, 69].
Moreover, a GPU keylogger that reads the keyboard buffer
over PCle bus has been described in [26].

Besides our work, there exist other studies on exploiting
data caches of discrete GPUs for information leakage, all of
which are built on the traditional PRIME+PROBE primitive [3,
37]. In [37], several covert channels for data exfiltration are
constructed, but they require operation under MPS. In [3],
other than covert channel attacks, an application fingerprinting
case study is presented, albeit limited to only 6 applications.
Note that restricting access to timers, or adding noise to them,
which are used on CPUs, can also be applied to GPUs to
mitigate such PRIME+PROBE-based attacks; however, these
countermeasures will not affect attacks utilizing our timer-free
primitive.

8 Conclusion

In this paper, we have unveiled certain previously-unknown
characteristics of NVIDIA GPU caches for the first time and
introduced a new GPU cache side-channel attack primitive.
This new primitive enables effective spying on GPU cache
activities without relying on timers. Capitalizing on this ap-

proach, we have successfully orchestrated website fingerprint-
ing and keystroke extraction attacks on NVIDIA’s latest Am-
pere and Ada Lovelace GPUs. To our knowledge, these repre-
sent the first timer-free cache side-channel attacks on GPUs.
Our work highlights the need to scrutinize the information
leakage possibilities within GPU caches against microarchi-
tectural attacks.

Availability. The proof-of-concept implementation of our
primitive, including the method for constructing GPU L2
cache eviction sets, is available at https://github.com/0
x5eclab/invalidate-compare.git.
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A Supplement to Write Policy Study

To confirm that B is never evicted from X’s L1 cache in the ex-
periment presented in Section 3.3 (see Figure 2), we proceed
with the following three steps after Y reads B (recall that here
Y always retrieves 1) — First, Y discards B. Next, Y reads B to
check its value. Finally, X reads B to check its value.

We consistently observe that after Y executes the discard
instruction on B, its subsequent read returns 0, as expected
since B is now fetched from GPU memory. Notably, X con-
sistently retrieves the value 1 for B. If B had been evicted
from x’s L1 cache, X would also retrieve 0, echoing Y’s read
value after invalidation of B. Therefore, this indicates that B
remains in X’s L1 cache throughout the experiment presented
in Section 3.3.

B Replacements during Set Population

In the case where only 1d is used, we surprisingly observe
replacements in the course of filling a set, as illustrated in Fig-
ure 14. Starting from an empty cache set, we first read from 8
addresses (i.e., Ag,Aq, - - ,Ag), reaching the state Sy. Interest-
ingly, when loading from another address Ao, the cache line
corresponding to Ay is evicted, even though the cache set is
only half full. However, when reading from Ao, no eviction
occurs until the subsequent load. This process continues until
the cache set reaches the filled state (i.e., the state S14). Af-
ter this point, the cache set’s replacement behavior using 1d
aligns with the LRU policy. Notably, the initial replacement
pattern does not match any known policy.
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Figure 14: Populating an L2 cache set using 1d.
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List of fingerprinted websites

Table 5

3: www.amazon.com

2: www.adobe.com
5: www.apple.com

1: www.accuweather.com

4: www.aol.com

7: www.bbc.com
10: www.booking.com

13: www.craigslist.org
16: www.ebay.com

6: www.bankofamerica.com

9: www.bing.com
12: www.cnn.com

8: www.bestbuy.com
11: www.chase.com

15: www.duckduckgo.com

18: www.etsy.com

14: www.discord.com

17: www.espn.com
20: www.fandom.com

21: www.foxnews.com

19: www.facebook.com
22: www.google.com

23: www.homedepot.com  24: www.imdb.com

26: www.linkedin.com
29: www.msn.com

27: www.live.com

25: www.instagram.com
28: www.max.com
31: www.nfl.com

30: www.netflix.com
33: www.office.com

32: www.nytimes.com
35: www.reddit.com
38: www.spotify.com
41: www.twitter.com

36: www.roblox.com
39: www.tumblr.com

34: www.quora.com
37: www.slack.com

40: www.twitch.tv

42: www.usatoday.com
45: www.whatsapp.com
48: www.youtube.com

44: www.weather.com
47: www.yahoo.com
50: www.zoom.us

43: www.walmart.com

46: www.wikipedia.org
49: www.zillow.com
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