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Abstract

Given two phases in equilibrium in a porous solid, the heavy phase lying above the light
phase in a gravitational field, we stabilize this adverse density arrangement by heating
from below and derive a formula for how steep the temperature gradient must be to
do this. The input temperature gradient has two effects on the stability of our system.
Its effect on the heat convection is destabilizing, its effect on the heat conduction at
the surface is stabilizing. By directing our attention to the case of zero growth rate,
we obtain the critical value of the input temperature gradient as it depends on the
permeability of the porous solid, the density difference across the surface, the distance
between the planes bounding our system, and the physical properties. Our problem
makes connections to the Bénard problem where it has two, one, or no critical points,
and to the Rayleigh—Taylor problem where it has no critical points.

Keywords Phase-change - Porous media - Rayleigh—Taylor stabilization

1 The problem

In Fig. 1, we have two phases lying in a porous solid in a gravitational field, say,
water in equilibrium with water vapor. The phases are separated by the plane z = 0.
The system is bounded by the planes z = d and z = —d. At first, these are no-flow,
constant-temperature surfaces. The heavy phase, e.g., water, is the » phase. It lies
between z = 0 and z = d, above the light phase, water vapor, which lies between
z = —d and z = 0, whereupon we have a heavy fluid lying above a light fluid. This
adverse density difference is unstable. Our view is that heating the light fluid, cooling
the heavy fluid, can stabilize this unstable density arrangement. Our aim is to establish
that this is so.
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Fig. 1 A heavy phase lying above a light phase in a porous solid

We cite two of the many studies of the vaporization of water in a porous rock.
These two, viz., Schubert and Straus [1] and Tsypkin and II’ichev [2], lead us to try
to understand the physics of the stabilization of an adverse density difference. Their
models differ in the way the conditions holding at the top and bottom planes bounding
the reservoir are set. Their stability predictions result upon solving their dispersion
equation for the growth constant, denoted o, of a small displacement of the surface
having a wave number, denoted k. The solution is obtained by numerical methods.

We do not solve our equations numerically. We either drop o from our domain
equations or we direct our attention to the case where o is zero. This case tells us
everything we wish to know about our problem. What draws our attention to this
problem is a figure published by Schubert and Straus [1]. It presents a surprising
result. In the figure, the growth rate of a small displacement is plotted vs the wave
number of the displacement. The surprise is this: the curve may have two neutral
points. Yet the Rayleigh—Taylor problem from which this problem is derived has no
neutral points. Our aim is to try to understand the existence of two neutral points once
two immiscible phases are replaced by two phases in equilibrium and then heated from
the high temperature side.

We may also ask: If two phases are in equilibrium in a gravitational field, the heavy
phase above the light phase, why would heating from the high temperature side be
stabilizing? There are several answers to this question. First, we can see this in nature
and that is Schubert and Straus’ starting point [1]. Second, heating two gravity-free
phases in equilibrium from the high temperature side is known to be stabilizing, cf.
Appendix A, and third, we can turn gravity off in the Schubert and Straus problem [1]
and obtain stability.

The problem of stabilizing the Rayleigh—Taylor instability by a phase change also
arises in the context of film boiling, where a thin layer of vapor lying on a hot solid
wall is overlain by its liquid. We direct the readers attention to the work of Tanaka [3]
due to the clear physical arguments presented in the construction of a simple model.
Likewise, we cite Konalov and Lyubumova [4] who give a more detailed model with
clear physical arguments.

Our job is to present a model, i.e., a physical description that does not pretend to
be complete but that captures what we think to be the central physical processes at
work. Our model will lead to a formula that will explain the effect of these physical
processes. We will turn to other conditions holding at the bounding planes, replacing
no-flow by constant pressure at the top and bottom (Tsypkin and II’ichev [2]) and
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replacing no-flow at the top by constant pressure, retaining no-flow at the bottom
(Schubert and Straus [1]).

1.1 Our model

We assume all physical properties are constants. The densities are denoted p* and p.
We denote the viscosities by u* and u and the thermal diffusivities by o* and «. We
assume the thermal conductivities are the same and equal to the thermal conductivity
of the solid, denoted by A. This ought to be a fair approximation due to the fact that
the porosity of geological rock is of the order of 1072 [1, 5]. The permeability of the
porous rock is denoted K.

Surface tension is stabilizing but it is important only at very small wavelengths.
Our aim is to stabilize an adverse density difference at large wavelengths. Thus, we
do not take surface tension into account.

The pressure and the velocity satisfy Darcy’s law in each phase whereupon we have

Kl Z—E(Vp—p?),? =gk )
and
V-7 =0 )
and therefore,
VvZp =0. (3)
The heat equation is
V- VT =aVT. ©)

Replacing T by T*, u by u*, p by p*, etc. we have the equations holding in the *,
or heavy phase. We assume that time derivatives in our domain heat equations need
not be taken into account, i.e., we assume the important time dependence is due to
the motion of the surface where we denote the surface separating our heavy and light
phases by

z=27Z(x,1).

Across this surface, we assume that the temperature and the pressure are continuous
and that the mass and the heat balance are given by

pi (VU —W)=p"" - (V*—W) 5)
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and
AT VT — A7 -VT*=L7 (V- %) (6)
where
— —
U =un,
- -
— k _ZX l
n —
(14222
and
Z;
u = -1
(1+2Z3):2

and where £ denotes the latent heat multiplied by po. Our problem is closed by assuming
that the surface is always at equilibrium, i.e., that the pressure is the vapor pressure at
the prevailing temperature.

Our plan is to find out whether or not a small displacement of the equilibrium
surface grows or dies out. We write the displacement of the surface

Z(x,t) = Zo+€Zi(x,1),

where Z| = Z 1 cos kx €°! and our aim is to obtain ¢ as a function of k.
The base solution, denoted by the subscript zero, is

dro _ o 90 _ .
dz & 4 &
and
W="0=u",
Zo=0
and
uo =0,

where %, the base temperature gradient, is our input.

1.2 The perturbation problem

We denote the perturbation variables by the subscript 1. The perturbation problem is
solved on the base domain, the effect of the displacement of the base surface then

@ Springer



Stabilizing an adverse density difference...

Page 5 of 23 1

appears in the boundary conditions. We write our perturbation variables in the form

p1 = pi1(z) coskx e’
vz, = 0, (z) coskx €77,
Ty = T1(z) coskx e,

etc.

whereupon our perturbation problem on the light and heavy fluid domains is

dzﬁl 2
——— —k“p; =0,
dz? p1
. K dp;
= e
nodz
Ty 5. . 1dT
i S ,
dz? ! Yo dz
d2 Ak
pl _kZﬁl =0,
dz?
. Kdpy
21 M* dZ
and
LI i _ g 14T
d22 2 * dz :

(N

®)

©)

(10)

(1)

12)

At the top and bottom, we have no-flow, constant-temperature planes bounding our

system. Thus, we have
“ % "
atz=d: T\ =0=1v}
and
at 7 = —d: fl =0=ﬁzl.

Across the reference interface, we have

at 7 =0:
. . dpo . . dpg
| — — T+ Z =0,
P11+ 2 4z (p1 + Z &z
A A% dT, d7Tr
T\—T, =0, dueto—oz—o,
dz dz

13)

(14)

15)

(16)
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p(b —0Z1) = p* (0, —0Z)), duetov,, =0= vl (17)
and
dafy A" L, . d*Ty 4T
P —0Zp), duet =0= . 18
dz dz 3 Wa =0 Z1), dueto dz? dz? (15

The problem is closed by writing the equilibrium condition upon displacement of the
surface. In terms of py and T} itis, at z = 0,

. ~dpy  dP [ . dTy
W—=—|\T1 +2Z—
Pt dz dT( + 1dz)

Thus, if the temperature changes by d7', the pressure changes by d P where

ar = (G )ar
dr

and where ( Ir ) along the equilibrium P vs T curve is given by the Clapeyron equation.
Hence, we have, at z = 0,

Pr=\ar) " " lar @z ~ az | !

S20 < 0 is set by gravity, where dTO is our input and where we have

dP\ d T() d dpo
<0
a7 ) dz  dz
cf., Fig. 2, i.e., to have vapor, the pressure must be less than the equilibrium pressure,
to have liquid, it must be greater.

where ¢ T

1.3 Solving the perturbation problem
Taking into account that 0, = 0 at z = —d and 0}, = 0 at z = d, we solve Egs. (7),

(8), (10), and (11) obtaining

p1 = C {coshkz + tanh kd sinhkz},
K

U;1 = ——kC {sinh kz + tanh kd coshkz},
“w

pi = C*{coshkz — tanh kd sinhkz}
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Fig.2 Gravity acting on liquid and vapor phases in contact in a temperature gradient

and

K
Y = ——k ﬁ* C* {sinh kz — tanh kd coshkz}.
V)

Then, we solve Eqgs. (9) and (12) obtaining

1dTy

N K 1
T = Acoshkz + Bsinhkz + — kC (———> —
"

T {z cosh kz + tanh kd z sinh kz}

o dz

and

f’l* = A*coshkz + B*sinhkz

K 1 dT; 1
+—k PR (20 {zcoshkz — tanh kd z sinh kz} .
TSl Thal o dz ) 2k

Thus, at z = 0, we have
pi=c

Ak K M
v;; = —ktanhkd —C7,
2 w

’1:1* — A*,
ary K 1dTp\ 1

L kB* 4 —k (=20 = 2 o
dz 1% o dz ) 2k a*p*
pr=C,

R K

V] = ——ktanhkd C,

nw
’f] =A
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and

dT K 1dTy\ 1
L _kB+ =k (—-22)—cC
dz " a dz ) 2k

Duetof"l =0atz=—dandf1*=0atz=d,wehave

. K 1dT5\ 1 kd
Acoshkd — Bsinhkd — — (——— C=0

n a dz ) 2k coshkd -
and
K 1dTo\ 1 kd
A*coshkd + B*sinhkd + — (——=2) ——=_ 2 ¢+,
n o dz ) 2k coshkd o*u*
whereupon, adding these equations, we have
(B — B*)tanhkd = A + A* LK (_12dTo
- an = — |-
AW a L dz
kd
X — (c -2 c*) . (20)
2k cosh” kd o* >

We turn to Egs. (15), (16), (17), (18), and (19), all at z = 0. We write these equations
in terms of our unknown constants C, C*, etc. First, Eq. (16), temperature continuity,
tellsus A = A*and thus A+ A*in Eq. (20)is 2A. Then, Eq. (19), the phase equilibrium
condition, is

C
dT dz dz

ap dPdTy  dpo) -
=d—TA+{ 0 po}zl Q1)

and we turn to Eq. (18), the heat balance across the surface. It is

LK 1 AdTp\ 1 o
k(B—B )+ ——k|-————)=(C- o
( )+A;L (aﬁdz)Zk( a*u* )
L

K R
= — {——ktanhde —oZl}
A 2

whereupon dividing by k and multiplying by tanh kd, we have

LK 1A dTy\ 1
(B—B*)tanhkdz—x—tanhkd<————0) (c — c*)

" al dz ) 2k B o pu*
LK R
~ 22 tanh’kd (€ - 7). (22)
A \rk tanh kd

@ Springer



Stabilizing an adverse density difference... Page 9 of 23 1

Then, using Eq. (20) to eliminate B — B* and Eq. (21) to eliminate 2 A, we have

K ; dPdTy  dpo| ,
2D b kd | € 7, :2C—2{ 0 po}zl
dT 1 —ktanhkd

dP LK ldeo kd o
——— d— (tanhkd — —— | | C — C* 23
+diu ( ol dz>2 kd(an coshzkd>< o* > @3)

and this is an equation in C, C — Ot‘z[li" C* and Z,.
We turn to Eqgs. (15) and (17), pressure continuity, and the mass balance across the
surface, to close our problem. Equations (15) and (17) tell us

C—C*+(p*—p)gZ1=0
and

K ~
——ktanhkd pC — poZ; = —ktanhkdp C* —p*oZ)
w

whereupon we have

o o o pF— o A
c- “c*:<1+ p)C——p P 2w
o*u* o*p* oa*  p* Ektanh kd

and

w* (p* — p) o 5 . 5
1+ C== Zi —(p* — p)gZ. (25)
< /w> woop* %ktanhkd Lo g

We notice that at o equal to zero

ol
sgn <C - — *C > = sgn(C)
aru
and

sgn(C) = —sgn(21).

Thus, we have three homogeneous, linear equations in C, C — aorlZ* C*,and Z,, viz.,
Egs. (23), (24), and (25). These equations tell us how o must depend on k in order
that we have a solution other than C, C*, and 7 1 all zero.

We derive our equation for the growth rate, o, of a small displacement in Appendix
A. It gives the growth rate in terms of the wave number, k, of the displacement and in

terms of the input variables, e.g., — dTZO, p* — p, K, etc. It is explicit in o due to our
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guess that the only important time derivatives are those having to do with the motion
of the surface.

Before we do this, we set o to zero and obtain a formula which gives us the wave
numbers where the growth rates are zero. This will be our most important formula. It
will tell us the critical values of the input variables. And, at o equal to zero, dropping
time derivatives in the domain equations is no longer a guess.

To do this, we set o to zero in Eq. (23), we replace C — £ C* by (1 + af—;) C,

a*p*

we multiply by (1 + Z;’f) and we set (1 + Z;’f) C to —(p* — p)gZ1, whereupon we
obtain
PLK
~ =R anh?kd (—(p* —
aT g En (=" = p)g)

=2(—(p* = p)g) — 2 <1 + M*’f) {dp o _ db }
o

dP LK 1 A dTy ap 1 1
+—=—-——=—F 1+ —d—
dT A u oL dz a*p* ) 2 kd
kd
x | tanhkd — ————— | (—(p* — .
( cosh? kd) ( G ,o)g)
We then rewrite this

w*o\[(dpr\dTo _dpo
—2(1+W){(ﬁ) P

P 2 (LLAO( e
dP\ L K - * Ak
(W)TF a L dz a*p* ) 2 kd
kd
X (tanh kd — —2> + tanh? kd
cosh” kd
and defining A and B via

and

1A\ 1 ap
B=|—-——"3]=d|!1 0,
( a L ]2 < +a*p*) g

we have our formula for the wave numbers where a small displacement is neither
growing nor dying out, i.e., where the growth rate is zero. It is

1
A= Bﬁ {tanhkd —

kd
—2} + tanh? kd = RHS, (26)
cosh” kd
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B increasing

RHS

kd —
Fig.3 The curve RHS vs kd at increasing values of B

where A and 55 do not depend upon k and where {3_1; % - dﬂ} must be negative.

This formula is written in terms of dimensionless variables, i.e.,

P dTy dpo
{ﬁﬁ——} dP LK d( lx\dTo)ld
d, ,———and | ———=—) =
(0*—p)g AT x p al dz )2

are all dimensionless.
The right-hand side, viz.,

1 kd
RHS = Ba {tanhkd — —} + tanh? kd

cosh? kd

is not negative. It is bounded and, unless B is near zero, as kd increases from zero it
rises from zero to its peak value before falling and leveling off at 1.

To obtain the wave numbers where growth rates are zero, we first plot the right-
hand side of Eq. (26) vs kd, cf., Fig. 3. Along each curve growth rates are zero, below
each curve growth rates are positive, above each curve growth rates are negative. The
larger the value of B the larger the region of positive growth rates, i.e., increasing
B is destabilizing. This is one effect of % and it tells us that heat convection is
destabilizing.

Then, having set the value of B and having drawn the RHS vs kd curve, we obtain
the kd’s at zero growth rate by setting .A and noticing where the horizontal line along
which A is constant intersects the RHS vs kd curve. Thus, we have different numbers
of neutral points depending on the value of A. If A is negative, all displacements
are unstable. If A lies on (0,1), we have one neutral point. If A is greater than 1
but less than the peak of the RHS vs kd curve, we have two neutral points and if A
lies above the peak all displacements are stable, cf., Fig. 4. Above A equal to 1, we
have 2 or 1 or O neutral points. Thus, our problem has a connection to the Bénard
problem, cf., Appendix D. Below A equal to 1 and especially below A equal to zero,
our problem makes its connection to the Rayleigh—Taylor problem. Figure 4 shows a
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S
A—» ----------------------------------------------------------------
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A 1_
RHS
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A Sl c @) == == mimmimie e i m G e = i = = e i - ]t
0 kd
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A e
(a)

(b)

Fig. 4 Given B3 and the curve RHS vs. kd, a neutral points, denoted by e’s, at increasing values of A and
b stability, denoted by S or U, of small displacements of wave numbers kd at increasing values of A

sketch revealing the information contained in Eq. (26). Neutral points are apparent.
But there is more. Given A and B, we can say whether a displacement of a given wave
number is or is not stable. The larger the value of A, the greater the stability, and all
displacements are stable whenever A lies above the peak of the RHS vs kd curve at
B. This is the second effect of dd% and it is stabilizing.

In our view, dTO ? is the input variable, all else remaining fixed. Both A and B depend
on dT" . In Fig. 5 we plot two cases, one where | O | is large and A lies above the peak
of the RHS vs kd curve, the other where |dT° | is small and A lies below the peak.

Thus, if we start a series of experiments by setting |7 dTO | to a large value, at first A lies
above the peak of the RHS vs kd curve and all dlsplacements are stable. Then upon
decreasing | 0 |, both will fall and .4 will reach the peak of the RHS vs kd curve, also

falling, whereupon | d°| will have reached its critical value, i.e., a further decrease
will open an interval of unstable wave numbers, i.e., displacements having positive
growth rates. Figure 6 illustrates the result of this critical point construction.
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A
T ’d—;‘ large
RHS
Y s e
A
dar,
‘dz small
0
kd —

Fig.5 The line A constant and the curve RHS vs kd at two values of |

d7 0, one large, the other small

RHS
Acrit g
, dT,
i dz |
\ crit
o s
(kd) crit kd

Fig.6 Obtaining the critical value of the input temperature gradient

We can ask: Can the permeability be too large, i.e., is it always true, upon increas-
ing |dT°| that A rises faster than the peak of the curve RHS vs kd? Surely, if the
permeabllity is large enough A cannot rise fast enough. We can find an upper bound
on K at large values of the temperature gradient. At larger K’s , A does not rise faster

than the peak of the curve. Thus, to have A rise fast enough, assuming we have large
values of —%, we must have

l>l(p*—p)gdé<1+ f))

1 kd
x greatest value Of@ tanhkd — ———

cosh? kd

where the greatest value of k]—d {tanh kd — %} is about % and where the smaller
d, the larger the range of stable K’s.
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1.4 The far-field conditions of Tsypkin and Il'ichev [2] and those of Schubert and
Straus [1]—the case of zero growth rate

Tsypkin and II’ichev [2] assume the far-field boundaries are constant pressure planes.

Thus, assuming p} = O at z = d and p; = 0 at z = —d, we obtain, at 0 = 0, the
formula
tanh kd
A=B ar;{d +1=RHS. 27)

For large values of d, Eq. (27) agrees with the result of setting d to infinity obtained in
Appendix C. Unlike Tsypkin and II’ichev, we have retained heat convection, though
heat convection is always unimportant at large values of kd.

We plot RHS vs kd in Fig. 7. Along the curve o is zero, above it o is negative, and
below it o is positive. For A less than 1, all displacements are unstable. For A greater
than B3 + 1, all displacements are stable, and for 1 < A < B + 1, there is one neutral
point. Strangely, the formula is /A = 1 if heat convection is dropped.

If we assume that only the top boundary is a constant pressure plane, we have the
model of Schubert and Straus, and we obtain, at o = 0, the formula

* dp\dly d
—2(1+1£2 tdnlzifipggd—’;) -0 )
LHS = () LK
dT /) » n
1AdTp\ 1 . 1 kd ap 3 )
=(—-——="—"")-d — (tanhkd - —— tanh” kd tanh” kd
( a L dz ) 2 kd ( coshkd a*p* "
= RHS,

where both LHS and RHS depend on kd and where LHS goes to A and RHS goes to
1 as kd grows large.

B+1f-.

RHS | TS

0

kd —
Fig.7 The curve RHS vs kd for the model of Tsypkin and II’ichev [2]
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LHS 15

kd

(a) The curveb LHS and RHS vs kd given a large  (b) The curves LHS and RHS vs kd at the critical
dT,
|

value of \ dz 0| where all displacements are sta-  value of |

ble and a small value of | dzo | where there is one
neutral point due to A < 1 and where all dis-
placements to the right of the neutral point are
unstable.

Fig.8 The model of Schubert and Straus [1]

In Fig. 8a, we plot LHS and RHS vs kd for two cases, one where |95 & 4% | is Jarge, and
the other where it is small. In the first case, all displacements are stable, in the second
all kd’s lying to the right of the neutral point are unstable. Then, reducing |%| from

its original large value, we reach the critical value of |dd% |, cf., Fig. 8b.

1.5 The advantage of having a formula

Equation (26) tells us the wave numbers of displacements whose growth rates are
zero. This information and more is displayed in Fig. 4. Thus, having A and B, we can
say whether a displacement of wave number kd is or is not stable, though we cannot
say what the growth or decay rate is. To do this, the formula for ¢ in Appendix A is
needed.

We rewrite — { (dT0 )— dpo ~la { P(— dTO) pg}. Then, we observe that g appears
twice in 4 but not 1n B Its effect is always destablhzmg The larger the g, the smaller
the A and the larger the range of unstable wave numbers.

L1kew1se appears twice in A but not in 5. Its two effects oppose one another
and for large enough g;, i.e., large enough L, its effect on A is small.

The inputs p* — p and K appear in .4 but not in B, the input d appears in 53 but not
in A and the input — % appears in both A and B.

Upon setting B3, and thus the RHS vs kd curve, at small enough values of either
p* — por K, Ais large enough that all the displacements are stable. Then, we can
obtain a critical value of A by increasing either p* — p or K.

From A, ;; there obtains (0* — p)crir or K.ris, all else being held fixed. Increasing
either p* — p or K increases the flow and thus the convection of heat.

Upon setting A greater than 1, at small enough values of d, B is small, and the
peak of the RHS vs kd curve is near 1. All displacements are then stable. This is a low
flow limit where the far-field planes are blocking the upward and downward flows.
Increasing d, i.e., increasing I3, the flows are increasing and the peak of the RHS vs kd
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d increasing

dcn’t
RHS

=)

kd —

Fig.9 Given A greater than 1, the curve RHS vs kd at increasing values of d passing through d,;;

curve rises to the value of A4, cf., Fig. 9. Thus, d reaches its critical value. Increasing
d alittle more opens an interval of unstable wave numbers.
Turning to the input temperature gradient we see that { (—dTO) — pg} must be

positive and therefore — %—TZ must be positive. This maintains liquid over vapor in the
face of the pressure decreasing downward. Then, we see that unless

2 (1453 {37 (-) s

(p*—p)g

exceeds 2, we have A negative and all displacements are unstable. Upon increasing

ddeo we have A, B, and the peak of the RHS vs kd curve all rlsmg Rising A is

stabilizing, rising B is destabilizing. These are the two effects of — d—z. Their physics
is explained in the next section.

1.6 What is going on?

We can attach a physical interpretation to what our equations are telling us. To do
this, we direct our attention to a neutral state, i.e., a steady state where the growth rate
is zero and where the displacement is then a standing wave whose wavelength is the
prediction of our model. Upon setting o to zero, we have

sgn(C) = —sgn(Z1),
whereupon water is evaporating at a trough and water vapor is condensing at a crest.
The flows are sketched in Fig. 10. Heat must be supplied by our input temperature

gradient to account for the evaporation at a trough and downward heat convection
must be overcome to do this.
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Fig. 10 A sketch of the flows at /r\
a neutral state, downward at a Pl St
, ~
trough, upward at a crest 57 S
e N
4 N
a Z
N N 2 .
L % . 7’

Setting o to zero in Eq. (22) and then eliminating (B — B*) via Eq. (20), we have

Lk
—=Z tanh’kd C
A

LK [ 1AdTp\1 1 kd
=24+ 22 (————0) —d— <tanhkd - —2> (C . ﬂc*) .
Al 2 kd cosh” kd o*p*

Then, setting o to zero in Eq. (24), we have

whereupon we have
sgn(A) = —sgn(C),

where A = T (z = 0).

Thus, at a trough 7T} must be negative and therefore upon displacement the tem-
perature gradient is sharpened. It then remains to find the wave number at which the
sharpened temperature gradient overcomes the adverse heat convection and balances
the heat of vaporization at a trough.

In fact, the stronger the base temperature gradient, the more it is sharpened on
displacement. This is explained in the Appendix B. But we can turn to

i 2220 298 (7 7,400
p1 Yz T ar ! Yaz )

which holds at the base surface assuming the displaced surface is in equilibrium. Then,

if g—? is large enough, we see that 77 is nearly -7 dd%. Thus at a trough 77 is more

negative the more negative dd%, i.e., the sharper the base temperature the more it is
sharpened upon displacement of the surface.

1.7 Conclusion

Assuming we have two phases in equilibrium in a gravitational field, the heavy phase
lying above the light phase, we can stabilize this adverse density difference by heating
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from below and by setting the temperature gradient strong enough. We derive a formula
from which we can obtain the critical value of this input temperature gradient where
for all stronger gradients, all small displacements are stable.

The input temperature gradient exerts two effects on the stability of a small dis-
placement. It strengthens the convection of heat. This is destabilizing. It steepens the
temperature gradient near a displaced surface. This is stabilizing. We can be sure that
these two effects come into balance at a critical input gradient by making sure the
permeability of the porous rock is small enough. The dependence of the stability of
a small displacement of a given wave number on the temperature gradient, the den-
sity difference, the permeability, the vertical height of our two-phase system, etc. are
predicted by our zero growth rate formula.

Appendix A: Obtaining a formula for the growth rate of a small dis-
placement

Just before we set o to zero we have Eqgs. (23), (24), and (25). They are

dP LK )
S22 anh?kd :c+ ;zl}

dT 1 p K tanh kd
dPdT, d
—oc -0 ol
dar dz dZ
dP LK [ 1 xdT kd
il d— tanhkd — ——< ) (c = 2 ),
dT A u al dz )2 kd cosh? kd (0% That
(28)
c- 2K c*:( “p)C—ﬁp S (29)
(0% That o*p* a*  p* Ektanhkd
and
w* (p* = p) o 5 . .
1+ c=" Zi—(p*—p)g Z1. 30)
( MP) R %ktanhkd 1= "= plg 2y ¢

These are linear, homogeneous equations for C, C*, and 7, and we wish to have a
non-zero solution. Thus, eliminating “” C* and then C and requiring that Z;
not be zero, we obtain our equation for the growth rate of a small disturbance. It is

1 kd
A — tanh?(kd) — B— [ tanh(kd) — —————
anh”(kd) kd (an( ) coshz(kd)>

=—7 - 1—|—— tanh”(kd) +
sk tanh(kd) (p*—p)g "

1= L 1 kd
* M o
+—>»F (= — =) B— (tanh(kd) - ———— | } . 31
1+%<u a*) kd( (k) coshz(kd)) 1)
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1 < A < peak

Fig. 11 The growth rate of a small displacement as a function of its wave number. The curve RHS vs kd is
held fixed. The values of A are increasing such that at the least .A all wave numbers are unstable until at
the greatest A all wave numbers are stable

where ordinarily we have % >land % < L.

WesketchK(p <55z Vs kd in Fig. IMforA<0,0<A<1,A=1,1<A<
m

the peak of the curve 3 ﬁ (tanh kd —
of this curve, where B is held fixed.

_kd kd) + tanh? kd vs kd and A > the peak

Limiting formulas

We give a few limiting forms of Eq. (31). First, we assume that the latent heat is very
large. Then, we have

o d

—tanh®kd = —— . (1 + “-) tanh? kd
‘rkd tanhkd (p* — p)g u

or

* o
(1 + M—) T = P =P
M ﬁk tanh kd

This is the Rayleigh—Taylor formula. Large latent heat implies small vaporization
and in this limit, we recover the immiscible fluids result, e.g., water lying above steam
in a porous rock.

Second, we turn gravity off. To do this we multiply our equation by (p* — p)g, set
g to zero and obtain
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* d dTq d
-2+ 52) [ 8 -
(8£) LK
T) A 1
M_( _ﬁ)
g 12 2 L p*
== 1+ tanh kd+—+etc.
K k tanh kd ( u) TP%%

Thus, given ddﬂ < 0, we have o negative for all positive wave numbers. It is for

this reason that we propose to stabilize an adverse density difference by heating from
below.
Now assume that kd is large. Then, we have

R (] _ L
o d 1 w u( p*)
A—1=-2 ¢ 1y I N
£ (p* —p)gkd <+ )+ B

whereupon o is a negative multiple of kd (A — 1). Thus, as kd increases, o is positive
and increasing or negative and decreasing according as A is greater or less than 1.

If on the other hand, kd is small and approaching zero we observe that ¢ is a positive
multiple of —(kd)?.A whereupon it approaches zero through positive or negative values
as kd approaches zero according as A is negative or positive.

Appendix B: Why do we set ‘:‘iz" less than zero in order to stabilize two
phases in equilibrium?

InFig. 12, we have a solid phase in equilibrium with its liquid. The pressure is set using
up one degree of freedom, otherwise it has no role. Thus, the equilibrium temperature
is fixed and upon displacement we have

A ~ dTp
T'+Zi— =0 atz=0.
dz

This connection between T} and is not quite so clear in our problem where we
have

- dip
p1+ 1dZ ar 1

~ d dpP 7 dT;
Po (T 47 o>
dz

We assume no gravity and no-flow, we drop time derivatives from our domain
equations and set d to infinity. Our perturbation problem is then

Solid: dle — KT =0 = T," = D*e*
L1qu1d d T‘ — k2T =0 = T, = Cek*
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Fig. 12 A sketch of a solid and a solid %

liquid phase in equilibrium. The B

liquid is heated, the solid is 2 i g

cooled *::-------------_:'-’ --------------- " -
SN - liquid

AtZ=0WChaVCf1=f1* - C=D*,f1+ZAl%=O = C:—ZAI%
and
dfl dfl* ,C A~ ﬁ R
— ———=—(—027Z1)) = 2kC=—-——0Z.
dz dz A( D P

Thus, we obtain

dy £
w2 ==

O‘,
dz

whereupon a displaced interface returns to zero if and only if dd% is less than zero.

Appendix C: Setting the bounding planes far apart

We might imagine that we could have learned all that we wish to know by setting d
to infinity at the outset. This is not so. If we do this, we obtain the k’s at zero growth
rate via

1 A dTy ap \ 1
=|-—=— 1 — + 1 =RHS
A ( aﬁdz)( * >2k+

a*p*

where RHS vs k is sketched in Fig. 13.

o

Fig. 13 The curve RHS vs £k in the case where the planes bounding the system are very far apart
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If A is less than 1 all displacements are unstable, if A is greater than 1 there is one
value of k where o is zero.

This limit agrees with the case where at finite values of d the bounding planes are
held at constant pressure and are not no-flow planes.

Appendix D: The Bénard problem

Our problem has a Rayleigh-Taylor side. To see it, turn to Fig. 11 in Appendix A and
look at the o vs kd curves at A < 1. We see two critical points at A > 1. This tells us
that our problem also has a Bénard side, and to see that this is so we derive the neutral
curve for the Bénard problem.

RHS _
large K
1 (R R L AR D
n
kd —
(a)
RHS
103 e i G
large d
critical d
ksmalld
) kd —
(b)

Fig. 14 The Bénard problem. The line LHS constant and the curve RHS vs kd, a LHS at small, critical and
large values of K, b RHS vs kd at small, critical, and large values of d
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A fluid lies in a porous solid between a hot, no-flow plane at z = 0, and a cold
no-flow plane at z = d. The density of the fluid depends on the temperature via

p = po— poB(T —Tp), B > 0.

There is one phase yet heavy cold fluid lies above light hot fluid and this adverse
density difference will be unstable if the temperature gradient is steep enough or the
permeability of the porous solid is large enough. The fluid is at rest in the base state.
Our job is to find out if a perturbation of wave number k grows or dies. It is neutral if,
given the Rayleigh number, k satisfies

(12 + k2d?)? K [ 1dTy
@z =R P
k=d %

>d2 (oo B).

o dz

Then eliminating pg 8, we have a formula that is like Eq. (26), viz.,

2)

LHS = %
w(p* = p)g

1 dTp k2d?
=(-———)d ————— =RHS, 32
( o dz) (72 4 k2d?)? (32)

where p* — p = p(z = d) — p(z = 0) and where the RHS vs kd is not negative,
rising to its peak value as kd increases then falling back to zero as kd continues its
increase. In Fig. 14, we sketch the line LHS constant and the curve RHS vs kd in Eq.
(32). The LHS is changed by changing the permeability of the solid rock. The RHS is
changed by changing the distance between the bounding planes.

This figure suggests that the part of Fig. 4 lying above A = 1 is Bénard-like.
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