
Fast Approximation Algorithms for Piercing Boxes by Points∗

Pankaj K. Agarwal
†

Sariel Har-Peled
‡

Rahul Raychaudhury
§

Stavros Sintos
¶

Abstract

Let B = {b1, . . . , bn} be a set of n axis-aligned boxes in Rd where d → 2 is a constant. The
piercing problem is to compute a smallest set of points N ↑ Rd that hits every box in B, i.e.,
N ↓bi ↔= ↗, for i = 1, . . . , n. The problem is known to be NP-Hard. Let p := p(B), the piercing
number be the minimum size of a piercing set of B. We first present a randomized O(log logp)-
approximation algorithm with expected running time O(nd/2 polylog(n)). Next, we show that
the expected running time can be improved to near-linear using a sampling-based technique, if
p= O(n1/(d→1)). Specifically, in the plane, the improved running time is O(n logp), assuming
p < n/ log!(1)

n. Finally, we study the dynamic version of the piercing problem where boxes
can be inserted or deleted. For boxes in R2, we obtain a randomized O(log logp)-approximation
algorithm with O(n1/2 polylog(n)) amortized expected update time for insertion or deletion of
boxes. For squares in R2, the update time can be improved to O(n1/3 polylog(n)).

Our algorithms are based on the multiplicative weight-update (MWU) method and require
the construction of a weak ω-net for a point set with respect to boxes. A key idea of our work
is to exploit the duality between the piercing set and independent set (for boxes) to speed up
our MWU. We also present a simpler and slightly more e!cient algorithm for constructing a
weak ω-net than in [Ezr10], which is of independent interest. Our approach also yields a simpler
algorithm for constructing (regular) ω-nets with respect to boxes for d = 2, 3.

1 Introduction

Problem statement A box is an axis-aligned box in Rd of the form
∏

d

i=1[ωi,εi]. A one
dimensional box is an interval , and a two dimensional box is a rectangle . Let B = {b1, . . . , bn}
be a set of n boxes in Rd. A subset N → Rd is a piercing set of B if N ↑ R ↓= ↔ for every
box b ↗ B. The piercing problem asks to find a piercing set of B of the smallest size, which we
denote by p := p(B) and call the piercing number of B. Although the piercing problem can
be defined over arbitrary geometric objects such as disks and halfspaces, here we focus on boxes.
The piercing problem is a fundamental problem in computational geometry and has applications in
facility location, sensor networks, etc.
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The piercing problem is closely related to the classical geometric hitting-set problem: Given a
(geometric) range space ! = (X ,R), where X is a (finite or infinite) set of points in Rd and R ↘ 2X

is a finite family of ranges, defined by simply-shaped regions such as rectangles, balls, hyperplanes
etc. That is, each range in ! is of the form R ↑ X , where R ↗ R is a geometric shape (strictly
speaking, ! = (X , {R ↑ X | R ↗ R}) but with a slight abuse of notation we will use (X ,R) to
denote the range space). A subset H ↘ X is a hitting set of ! if H ↑ R ↓= ↔ for all R ↗ R. The
hitting-set problem asks for computing a minimum-size hitting set of !. The piercing problem is
a special case of the hitting-set problem in which ! = (Rd,B). Instead of letting the set of points
be the entire Rd, we can choose the set of points to be the set of vertices in A(B), the arrangement
of B,1 and the range space is now ! =

(
V, {b ↑ V | b ↗ B}

)
, where V := V(B) is the set of vertices

in A(B). It is easily seen that B has a piercing set of size p if and only if ! has a hitting set of
size p. Hitting set for general range spaces was listed as one of the original NP-complete problems
[Kar72]. Furthermore, the box piercing problem is NP-Complete even in 2D [FPT81], so our goal
is to develop an e”cient approximation algorithm for the piercing problem.

In many applications, especially those dealing with large data sets, simply a polynomial-time
algorithm is not enough, and one desires an algorithm whose running time is near-linear in |B|. In
principle, the classical greedy algorithm can be applied to the range space (V,B), but |V| = O(nd), so
it will not lead to a fast algorithm. Intuitively, due to the unconstrained choice of points with which
to pierce boxes of B, the piercing problem seems easier than the geometric hitting-set problem and
should admit faster solutions and better approximations. In this paper, we make progress towards
this goal for a set of boxes in both static and dynamic settings.

Related work The well-known shifting technique by Hochbaum and Maass [HM85] can be
used to obtain a PTAS when B comprises of unit-squares or near-equal-sized fat objects in any fixed
dimension. Efrat et al. [EKNS97] designed an O(1)-approximation algorithm for a set of arbitrary
“fat” objects that runs in near-linear time in 2d and 3d. Chan [Cha03] gave a separator-based

PTAS for arbitrary sized fat objects, with running time O(nω
→d

). Chan and Mahmood [CM05]
later gave a PTAS for a set of boxes with arbitrary width but unit height. All of the above results
consider a restricted setting of boxes. Surprisingly, little is known about the piercing problem
for a set of arbitrary axis-aligned boxes in Rd. By running a greedy algorithm or its variants
based on a multiplicative weight update (MWU) method, an O(logp)-approximation algorithm
with running time roughly O(nd) can be obtained for the box-piercing problem in Rd. Using
the weak ϑ-net result by Ezra [Ezr10] (see also [AES09]), the approximation factor improves to
O(log logp). An interesting question is what is the smallest piercing set one can find in near-linear
time. Nielsen [Nie00] presented an O(logd→1p)-approximation divide-and-conquer algorithm that
runs in O(n logd→1 n) time. We are unaware of any near-linear time algorithm even with O(logp)-
approximation ratio for d ≃ 3. We note that the piercing problem has also been studied in discrete
and convex geometry, where the goal is to bound the size of the piercing set for a family of objects
with certain properties. See e.g. [AK92, CSZ18].

We conclude this discussion by mentioning that there has been much work on the geometric
hitting-set problem. For a range space ! = (X ,R) and weight function ϖ : X ⇐⇒ R↑0, a subset
N ↘ X is an ϑ-net if for any R ↗ R with ϖ(R) ≃ ϑϖ(X ), we have R ↑N ↓= ↔. The multiplicative
weight update (MWU) method assigns a weight to each point so that every range in R becomes

1
The arrangement of B, denoted by A(B), is the partition of Rd

into maximal connected cells so that all points

within each cell are in the interior/boundary of the same set of rectangles. It is well known that A(B) has O(n
d
)

complexity [Ede87].
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“1/ep-heavy” and then one simply chooses a 1/ep-net. Using the MWU method and results on
ϑ-nets, Brönnimann and Goodrich [BG95] presented a polynomial-time O(logp)-approximation
algorithm for the hitting-set problem for range spaces with finite VC-dimension [VC71]. Later
Agarwal and Pan [AP20] presented a more e”cient implementation of the MWU method for
geometric range spaces. Their approach led to O ((|X|+ |R|) polylog(n)) algorithm with O(logp)-
approximation for many cases including a set of rectangles in Rd (see also [BMR18, CH20]). But it
does not lead to a near-linear time algorithm for the piercing problem because |X| = O(nd) in this
case. In another line of work, polynomial-time approximation algorithms for hitting sets based on
local search have also been proposed [MR10].

The MWU algorithm essentially solves and rounds the LP associated with the hitting-set
problem, see [Har11, Chapter 6]. Thus, the approximability of the problem is strongly connected
to the integrality gap of the LP. For the hitting-set problem of points with boxes for d ⇑ 3, Aronov
et al. [AES09] showed a rounding scheme with integrality gap O(log logp). Furthermore, Ezra
[Ezr10] showed the same gap holds in higher dimensions if one is allowed to use any point to do the
piercing. Surprisingly, Pach and Tardos [PT11] showed that this integrality gap is tight. While a
better approximation than the integrality gap can be obtained in a few cases [CH12, MR10], these
algorithms require a fundamentally di#erent approach. Thus, a major open problem is to obtain
an O(1)-approximation algorithm for the box-piercing problem.

Recently, Agarwal et al. [ACS+22] initiated a study of dynamic algorithms for geometric
instances of set-cover and hitting-set. Here the focus is on maintaining an approximately optimal
hitting-set (resp. set-cover) of a dynamically evolving instance, where in each step a new object
may be added or deleted. They introduced fully dynamic sublinear time hitting-set algorithms for
squares and intervals. These results were improved and generalized in [CHSX22, CH21]. Khan et al.

[KLR+23] proposed a dynamic data structure for maintaining a O(polylog(n))-factor approximation
of the optimal hitting-set for boxes under restricted settings, but no algorithm with sublinear update
time for the general setting is known.

Our results In this paper, we design an e”cient O(log logp)-approximation algorithm for
the box-piercing problem. Let B be a set of n boxes in Rd. A naive way to get an O(log logp)-
approximation is by using aforementioned MWU [AP20, BG95] based hitting-set algorithms on
the range space (V,B), and use Ezra’s [Ezr10] algorithm for computing a weak ϑ-net instead of
computing a strong ϑ-net. While this naive approach gives the desired approximation, it runs in
$(nd) time. We present the following results.

(A) A new MWU and its fast implementation. We present two algorithms in Section 2.
The first is essentially the one by Agarwal-Pan that computes a hitting set of the range space
(V,B) of size O(p log logp). We show that it can be implemented in O(n(d+1)/2 log3 n) expected
time (Theorem 2.1). To achieve the desired running time, we need a data structure to perform
all the required operations on V without ever explicitly constructing it. We present such a data
structure, which exploits the properties of the partitioning technique by Overmars and Yap [OY91].
For brevity, we include the details of this data structure in the full version of the paper [AHRS23].

Our main result is, however, a di#erent MWU algorithm tailored for boxes with
O(nd/2 log2d+3 n) expected running time (Theorem 2.2). It exploits the duality between the
piercing-set problem and the independent-set problem, along with fast approximation algorithms
for these two problems. The basic idea is to use the aforementioned approximation algorithm to
find a large set of independent boxes among the light boxes identified by the MWU algorithm in a
round. If the algorithm does not find such an independent set, then we can use a simple piercing-set
algorithm to compute a desired piercing set. Otherwise we double the weight of the boxes in the
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independent set. The idea of duality and approximation to speedup the MWU is critical to get a
near linear running time in the plane. As far as we are aware, the idea of quickly rounding the
dual problem and using it to speedup the primal algorithm, in the context of set-cover/hitting-
set/piercing-set for rectangles, was not used before.

(B) Piercing, clustering, and multi-round algorithms. We show that the natural
algorithm of first computing a piercing set P0 for a random sample of input boxes, and then piercing
the input boxes that are not pierced by P0 leads to an e”cient piercing algorithm. This algorithm
can be extended to run an arbitrary number of rounds. For clustering this idea was described by
Har-Peled [Har04] (but the idea is much older see e.g. [GRS98]). In particular, if the algorithm
runs ϱ rounds, then it needs to compute piercing sets ϱ times for sets of boxes of size (roughly)
p1→1/εn1/ε . By picking ϱ a su”ciently large constant, we obtain an O(ϱ log logp) approximation
algorithm that runs in near-linear expected time, provided that p= O(n1/(d→1)). See Theorem 3.1
and Corollary 3.1. For d = 2, this leads to the striking result that one can obtain an O(log logp)-
approximation algorithm with O(n logp) expected running time provided that p = O(n/ log15 n),
see Corollary 3.2.

(C) Dynamic Algorithms for Piercing. We consider the piercing problem for a set B of
boxes in R2 in the dynamic setting, i.e., at each step a new box is inserted into or deleted from B. Our
goal is to maintain an (approximately) optimal solution of the current set. We implement a dynamic
version of the multi-round sampling based algorithm in Section 3, and attain a randomized Monte
Carlo O(log logp)-approximation algorithm with O(n1/2 polylog(n)) amortized expected update
time. The update time improves to O(n1/3 polylog(n)) if B is a set of squares in R2. In principle,
our approach extends to higher dimensions but currently we face a few technical hurdles in its
e”cient implementation (Section 4).

(D) New constructions of (weak) ϑ-nets. We present a simpler and more e”cient
algorithm for constructing a weak ϑ-net then the one in [Ezr10]. In particular, given a set P of
n points in Rd, a weight function w : P ⇐⇒ R↑0, and a parameter ϑ ↗ (0, 1), it computes a set

N ↘ Rd of O(ϑ→1 log log ϑ→1) points (not necessarily a subset of P) in O(n + ϑ→1 logO(d2) ϑ→1)
expected time such that for any box b with ϖ(b ↑ P) ≃ ϑϖ(P), we have b ↑N ↓= ↔. The running
time can be improved to O((n + m + ϑ→1) logd ϑ→1) if we wish to guarantee above property for a
given set of m boxes, which is the case in our setting. Our technique also gives an e”cient algorithm
for constructing an ϑ-net of size O(ϑ→1 log log ϑ→1) for rectangles in d = 2, 3, which is somewhat
simpler than the one in [AES09]. We include the details of the construction in the full version of
the paper [AHRS23].

Building on the earlier work [AES09, Ezr10, PT11], our work brings the key insights of the
results to the forefront. Our main new ingredient is using poly-logarithmic di#erent grids to
“capture” the distribution of the point sets. This idea appears in the work of Pach and Tardos
[PT11] in the construction of the lower-bound, so it is not surprising that it is useful in the
construction itself (i.e., upper-bound).

2 Piercing set via multiplicative weight update (MWU) algorithm

We describe two multiplicative-weight-update (MWU) basedO(log logp)-approximation algorithms
for computing a piercing set for B. Let V = V(B) denote the set of vertices in the arrangement
A(B). As already mentioned, there is always an optimal piercing set N ↘ V of B. The basic idea
is to reweight the points of V such that all boxes become heavy. Specifically, we compute a weight
function ϖ : V ⇐⇒ Z+, such that for any box b ↗ B, we have ϖ(b ↑ V) =

∑
p↓b↔V ϖ(p) ≃ ϖ(V)/2pe.
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Dim preprocessing Std. operations sample

d = 1 O(n log n) O(log n) O(log n)

d = 2 O(n3/2 log n) O(
⇓
n log n) O(log n)

d > 2 O(n(d+1)/2 log n) O(n(d→1)/2 log n) O(log n)

Figure 1: We describe a data structure for maintaining (implicitly) the vertices of an arrangement
of boxes, under operations weight, double, halve, insert, delete, see Definition 2.1.

We then compute a weak 1
2pe

-net N of the range space (V,B) with respect to the above weight
function. By definition N is a piercing set of B. The two algorithms di#er in how the weights are
updated. Before describing the algorithms, we give the specifications of a data structure used by
both algorithms.

For a multi-set S ↘ B of boxes, and a point p ↗ Rd, let S ⇔ p = {b ↗ S | p ↗ b} be the multi-set
of all boxes in S containing p, let

(2.1) wS(p) := 2|S↗p|

be the doubling weight of p. For a finite set of points X ↘ Rd, let wS(X) :=
∑
x↓X

wS(p).

Definition 2.1. (Implicit arrangement data structure) Let B be a set of axis-aligned

boxes in Rd
(known in advance). Let C ↘ B be a set of active boxes (initially empty) and let

V(C) be the set of vertices of the arrangement A(C). Let S ↘ B be a multi-set of update boxes

(initially empty). S induces a weight function on the vertices in V(C) using Eq. (2.1). Here, we

require a data structure that supports the following operations:

(I) weight(b): given a box b, compute wS(V(C) ↑ b).

(II) double(b): given a box b ↗ B, adds a copy of b to the multi-set of update boxes S.

(III) halve(b): given a box b ↗ B, removes a copy of b from the multi-set of update boxes S.

(IV) sample: returns a random point p ↗ V(C), with probability wS(p)/wS(V(C)).

(V) insert(b): inserts b into the set of active boxes C.

(VI) delete(b): removes b from the set of active boxes C.

Figure 1 summarizes the performance of the data structure. We defer the implementation of
the data structure to the full version [AHRS23]. Omitting the details, we obtain the following
lemma:

Lemma 2.1. Let B be a set of n axis-aligned rectangles in Rd
. A data structure can be constructed in

O(n(d+1)/2 log n) time that supports every operation specified in Definition 2.1 in O(n(d→1)/2 log n)
time except for sample, which takes only O(log n) time.

Note that the halve and delete operations are not used by the basic algorithm.

2.1 Basic MWU algorithm The algorithm is a small variant of the Agarwal-Pan algorithm
[AP20]. The algorithm performs an exponential search on a value k, and it stops when k ≃ p and
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k ⇑ 2p. Specifically, in the ith stage, k is set to 2i. We next describe such a stage for a fixed value
of k (and i).

In the beginning of the stage, ϖ(p) = 1 for all p ↗ V. Let ϑ = 2
3k . A box b is ϑ-light if

ϖ(V ↑ b) < ϑϖ(V), and ϑ-heavy otherwise. The algorithm proceeds in rounds. In each round, it
scans all the boxes in B trying to find an ϑ-light box. If an ϑ-light box b is found, the algorithm
performs a doubling operation on its points. That is, it doubles the weight of each of the points in
V ↑ b. The algorithm performs the doubling on b repeatedly until b becomes ϑ-heavy (in relation
to the updated weight ϖ(V)). The algorithm then resumes the scan for ϑ-light boxes (over the
remaining boxes). Importantly, the algorithm never revisits a box during a round (thus a box that
becomes heavy during a round might become light again in that round). Let ς = ↖1/ϑ↙ ⇑ 2k. If ς
doubling operations are performed in a round, the algorithm aborts the round, and proceeds to the
next round. If a round was completed without ς weight-doubling being performed, the algorithm
computes a weak (ϑ/e)-net N of (V,B) using the algorithm described in Section 6 of [AHRS23].

Finally, if the number of rounds exceeds φ = c ln(|V|/k) at any stage, where c > 0 is a suitably
large constant, the algorithm decides the guess for k as too small, doubles the value of k, and
continues to the next stage, till success.

In order to implement the above algorithm, we use the implicit arrangement data structure
from Definition 2.1. At the beginning of each stage, we build an instance of the data structure on B

and add all the boxes to the active set using the insert operation. The doubling step with a box b
is performed using double(b) and the ϑ-lightness of a box is tested using the weight(b) operation.

Analysis The following lemma proves the correctness of the algorithm.

Lemma 2.2. ([AP20]) If k ↗ [p/2,p], then the algorithm returns a piercing set for B, of size

O(p log logp), where p= p(B) is the size of the optimal piercing set of B.

Proof. This claim is well known [AP20, Lemma 3.1], but we include a proof for the sake of
completeness.

Initially, the weight W0 of all the vertices of V is m= |V| = O(nd). Let Wi be the weight of V
after the ith doubling operation, and observe that

p2↘i/p≃
⇑ Wi ⇑ (1 + ϑ)iW0 ⇑ mexp(ϑi).

The lower bound follows as every doubling operation must double the weight of one of the p points
in the optimal piercing set (and to minimize this quantity, this happens in a round robin fashion).
The upper bound follows readily from the ϑ-lightness of the box being doubled. Taking i = tp, and
taking the log of both sides (in base 2), we have

logp+ t ⇑ logm+ ϑtp log e ⇑ logm+
2

3k
tp · 1.45 ⇑ logm+ 0.97t

p

k
.

Assuming k ≃ p, this readily implies that t = O(log m
k
). Namely, the algorithm performs at most

φ = O(k log(m/k)) doubling operations in a stage, if the guess k ≃ p.
Since every round performs exactly ς = ↖1/ϑ↙ = ↖3k/2↙ ≃ k doubling operations in each round,

except the last one, it follows that the algorithm performs at most φ/k = O(log m
k
) rounds.

So consider the last round. Assume the weight of V at the start of the round was W . At the
end of the round, the total weight of V is at most (1 + ϑ)ϑW ⇑ exp(ϑ ↖1/ϑ↙)W ⇑ eW . Every box
during this round, must have been heavy (at least for a little while), which implies that it had
weight ≃ ϑW , as weights only increase during the algorithm execution. This implies that all the
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boxes are ϑ/e-heavy at the end of the round. Thus, the weak ϑ/e-net the algorithm computes must
pierce all the boxes of B.

The above lemma shows that the algorithm succeeds if it stops, and it must stop in a stage if
k is su”ciently large.

Theorem 2.1. Let B be set of n axis-aligned boxes in Rd
, for some fixed d ≃ 2, and let p= p(B)

be the piercing number of B. The above algorithm computes, in O(n(d+1)/2 log3 n) expected time, a

piercing set of B of size O(p log logp).

Proof. The above implies that if the algorithm outputs a piercing set, then it is of the desired size
(it might be that the algorithm stops at an earlier stage than expected with a guess of k that
is smaller than p). Thus, it must be that if the guess for the value of k is too small, then the
algorithm double weights in vain, and performs too many rounds (i.e., their number exceeds φ),
and the algorithm continues to the next stage.

Let h = ∝logp′ and m= |V|. Overall, the algorithm performs at most

(2.2)
h∑

i=1

O(2i logm) = O(p logm) = O(pd log n)

doubling operations (i.e., double). Every round requires n weight operations. There are O(logm)
rounds in each stage, and there are h stages. We conclude that the algorithm performs

O(n logmlogp) = O(n log2 n)

weight operations. Thus, the overall running time (including preprocessing and activating all
boxes), is

O(n(d+1)/2 log n+ n · n(d→1)/2 log n · log2 n) = O(n(d+1)/2 log3 n).

Finally, the algorithm in [AHRS23] for computing a weak ϑ-net first chooses a random sample Q

of V of size O(ϑ→1 log ϑ→1) and then computes a weak ω

2 -net of (Q,B). Using sample, Q can be
computed in O(|Q| log n) time. Combining this with Lemma 6.12 in [AHRS23], we conclude that

a ϑ/e-net of (V,B) of size O(p log logp) can be computed in O
(
(n+ ϑ→1) logd n

)
time, which is

dominated by the data structure’s overall running time.

2.2 An improved MWU algorithm We now present an alternative algorithm for piercing
that exploits LP duality. Operationally, the improved algorithm di#ers from the basic one in a
few ways. The algorithm does not use the implicit arrangement data structure to maintain the
weights on V directly. Moreover, instead of doubling the weight of light boxes one at a time, the
algorithm performs “batch doubling”, i.e., it doubles the weights of a collection of boxes at the same
time. The algorithm also does not compute the weights of boxes exactly. Instead, it approximates
the weights using a suitable sample. This sample is periodically recomputed by a process we call
“batch sampling” that uses the implicit arrangement data structure in R(d→1). Before describing
the improved algorithm, we explore the duality between piercing sets and independent sets, and
discuss the details of batch sampling.
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p⇐(B) =min
∑

v↓V
xv

∞b ↗ B

∑

v↓b↔V
xv ≃ 1

∞v ↗ V xv ≃ 0.

i⇐(B) =max
∑

b↓B
yb

∞v ↗ V

∑

b↓B:v↓b

yb ⇑ 1

∞b ↗ B yb ≃ 0.

The LP for the fractional piercing number. The dual LP for the fractional independence
number.

Figure 2: LPs for the piercing and Independence problems. By duality, we have p⇐(B) = i⇐(B).

LP duality, piercing and independence numbers Let B be a set of boxes in Rd, and let V
be the set of vertices of the arrangement A(B). A subset X ↘ B is an independent set if no pair of
boxes of X intersect. The independence number of B, denoted by i(B), is the size of the largest
independent set X ↘ B. Observe that i(B) ⇑ p(B), as each box in an independent set must be
pierced, but no point can pierce more than one box in the independent set. Let p⇐ = p⇐(B) denote
the fractional piercing number of B, i.e., this is the minimum piercing number of B when solving
the associated LP, see Figure 2. The dual LP, is the fractional independence LP – it computes
(fractionally) a maximum independent set of boxes in B. The value of this LP i⇐ := i⇐(B) is the
fractional Independence number of B. By LP duality p⇐ = i⇐, see Figure 2. It is known, and
also implied by Lemma 2.2, that p⇐

⇑ p⇑ c1p⇐ log logp⇐, for some constant c1 > 0. This implies
that p⇐

≃ p/(c1 log logp).
We need the following standard algorithms for computing independent set and piercing set

of boxes. Better results are known [CC09, GKM+22, Mit21], but they are unnecessary for our
purposes.

Lemma 2.3. ([AvKS97]) Let B be a set of n boxes in Rd
. An independent subset of boxes of B

of size $(i⇐/ logd→1 n) can be computed in O(n logd→1 n) time, where i⇐ = i⇐(B) is the fractional

independence number of B.

Proof. This algorithm is well known and we sketch it here for completeness – it works by induction
on the dimension. For d = 1, a greedy algorithm picking the first interval with the minima right
endpoint computes the optimal independent set — the running time of this algorithm is O(n) after
sorting. It is straightforward to verify that one can assume that the LP solution in this case is
integral, and thus i⇐ = i(B).

For d = 2, compute the vertical line such that its x-coordinate is the median of the x-coordinates
of the endpoints of the boxes. Compute the optimal independent set of rectangles intersecting this
line (which is just the one dimensional problem), and now recurse on the two subsets of rectangles
that do not intersect the median line. This results in a partition of the set of rectangles B into
O(log n) sets, such that for each set, we have the optimal (fractional) independent set. Clearly, one
of them has to be of size $(i⇐/ log n).

For d > 2, the same algorithm works by approximating the optimal solution along the median
of the first coordinate (i.e., d⇐ 1 subproblem), and then recursively on the two subproblems. The
bounds stated readily follows.

The piercing problem can be solved exactly by the greedy algorithm in one dimension (i.e.,
add the leftmost right endpoint of an input interval to the piercing set, remove the intervals that
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intersect it, and repeat). For higher dimensions, one can perform the same standard divide and
conquer approach, used in Lemma 2.3, and get the following.

Lemma 2.4. ([Nie00]) Let B be a set of n boxes in Rd
for d ≃ 2. A piercing set P of B of size

O(p⇐ logd→1 n) can be computed in O(n logd→1 n) time.

Corollary 2.1. Let B be a set of n boxes in Rd
for d ≃ 2. Then the following two sets can be

computed in O(n logd→1 n) time:

(i) An independent set B
⇒
↘ B of B of size $

( p
logd→1 n log logn

)
, and

(ii) a piercing set P ↘ Rd
of B of size O(p logd→1 n).

Proof. By Lemma 2.3, an independent set B⇒ of size $
(

i↑

logd→1 n

)
can be computed in O(n logd→1 n)

time, and by Lemma 2.4, a piercing set P of size O(p logd→1 n) can be computed in O(n logd→1 n)
time. By Lemma 2.2, we have

|B
⇒
| = $

(
i⇐

logd→1 n

)
= $

(
p

logd→1 n log log n

)
,

Batch sampling For the purposes of our improved algorithm, we need to support the following
“batch sampling” operation. Given a set B of n boxes in Rd, a multiset (i.e., list) S ↘ B of boxes
such that |S| = O(n log n), and a parameter r > 0 such that r = O(n log n), the task at hand
is to compute a random subset R of r vertices of A(B), where each vertex v ↗ A(B) is sampled
independently with probability wS(p)/wS(V), see Eq. (2.1). This procedure can be implemented
using the data structure described in Definition 2.1, but one can do better, by sweeping along the
xd-axis and constructing the data structure in one lower dimension, as follows.

Let B⇑ be the collection of (d⇐ 1)-dimensional projections of the boxes in B, to the hyperplane
xd = 0. Let V ⇒ be the set of vertices in A(B⇑), the arrangement of B⇑ in Rd→1. Let F be the set of
xd-coordinates of all the vertices of the boxes of B.

Build D, an instance of the (d ⇐ 1)-dimensional data structure of Definition 2.1 on B⇑.
Importantly, initially all the boxes of B⇑ are inactive. Observe that V ↘ V

⇒
∈ F . Assume F is

sorted and the ith point (in sorted order) is denoted by ei. We perform two space-sweeps along
the xd-axis. In step i of a sweep, D represents the point-set Ji := (V ⇒

∈ {ei}) ↑ V lying on a
R(d→1)-dimensional subspace, and we compute ω(i), the total weight of vertices in Ji

At any step i of the first sweep, for every box b ↗ B that starts (resp. ends) at ei call insert(b)
(resp. delete(b)). This activates/deactivates all the vertices on the boundary on b. Similarly, for
every b ↗ S that begins (resp. ends) at ei, use double(b) (resp. halve(b)) operation on D to double
(resp. halve) the weight of the points in Ji ↑ b. Next, use the weight operation on D to get the
weight of all the points in Ji and store it in ω[i]. At the end of the first sweep, independently sample

r numbers from the set {1, ..., 2n} where the integer j is sampled with probability ω(j)/
2n∑
i=1

ω(i).

Let ↼(j) denote the number of times j was sampled.
Next, reset D and begin the second sweep. In step i of the second sweep, perform the same

operations except replace the weight-computing step with taking ↼(i) independent samples from Ji

using the sample operation on D.
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Observe that at the end of the first sweep ω(i)/
2n∑
j=1

ω(j) is the total probability mass of all the

points in Ji. Using this fact, it is easy to verify that at the end of the second sweep the sampled
points correspond to the desired subset R.

Initializing D takes O(nd/2 log n) time, and performing each step of the sweep takes

O(n(d→2)/2 log n)

time. Each sweep handles O(|S|) = O(n log n) events, hence, R can be computed in O(nd/2 log2 n)
time. We thus obtain the following:

Lemma 2.5. Let B be a set of n boxes in Rd
, and let S be a multiset of boxes such that

|S| = O(n log n). Let ϖ be the doubling weight function induced by S over the vertices V of A(B),
see Eq. (2.1). Given a parameter r > 0 such that r = O(n log n), a random subset R → V of size

r, where each vertex of V is sampled with probability proportional to its weight, can be computed in

O(nd/2 log2 n) time.

The new MWU algorithm As in the previous algorithm, the algorithm performs an
exponential search on k until k ⇑ 2p. For a particular guess k, the new algorithm also works
in rounds. The di#erence is how each round is implemented. Instead of doubling the weight of a
light box as soon as we find one, we proceed as follows. Let ϖ : V ⇒ R↑0 be the weight function at
the beginning of the current round. Observe that for any point p ↗ V, ϖ(p) = wS(p) where S is the
multi-set of boxes that doubled their weights so far, see Eq. (2.1). At the beginning of each round,
we process B and S to generate a random subset R → V of size O(k log n), such that for a box b ↗ B

one can determine whether it is light, i.e., ϖ(b) ⇑ ϖ(V)/4k by checking if |b ↑ R| ⇑ |R|/4k. By
processing R into an orthogonal range-counting data structure [Aga04], we can compute |b ↑ R|,
in O(logd→1 n) time, for any b ↗ B, by querying the data structure with b. By repeating this for all
boxes of B, we compute a set L ↘ B of light boxes.

Next, we compute an independent set of boxes I ↘ L using Lemma 2.3. There are several
possibilities:

• If |I| ≃ 2k, then the guess for k is too small. We double the value of k, and restart the
process.

• If |I| < c1k/ log
2d→1 n, then by Corollary 2.1, a piercing set P of L of O(k) points can be

computed in O(n logd→1 n) time. The remaining boxes of H = B \ L are (say) 1/4.01k-heavy.
By applying Lemma 6.12 in [AHRS23] to H and R, we compute a weak 1/4.01k-net N for
these boxes of size O(k log log k) in O(n logd n) expected time. The set P ∋N is the desired
piercing set of B of size O(p log logp).

• If |I| ≃ c1k/ log
2d→1 n, then we update S, the multi-set of boxes doubled so far, to S = S ∋I.

The algorithm now continues to the next round.

Remark 2.1. It is interesting to observe that the batch doubling operation in the above algorithm

corresponds to merely updating the list S. The actual work associated with the doubling is in

regenerating the sample R at the beginning of the next round. This is done by batch sampling as

described below.

Computing the random sample R in each round Let ϖ : V ⇒ R↑0 be the weight function
in the beginning of a particular round. Our goal is to compute a sample R → V , such that we can
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check if a box b ↗ B is light by checking if |b ↑ R| ⇑ |R|/4k. Recall that S denotes the list of
boxes for which the MWU algorithm had doubled the weights. Moreover, recall that the weight of
a vertex v ↗ V is 2|S↗v|, where |S ⇔ v| denotes the number of boxes in S that contain v. We use
the concept of relative approximations.

Definition 2.2. Let ! = (X ,R) be a finite range space, and R → X , and let ϖ : X ⇐⇒ R↑0 be a

weight function. For a range r ↗ R, let m(r) = ϖ(r ↑ X)/ϖ(X) and s(r) = |r ↑R| /|R|. Then, R is

a relative (p, ϑ)-approximation of ! if for each r ↗ R we have:

(i) If m(r) ≃ p, then (1⇐ ϑ)m(r) ⇑ s(r) ⇑ (1 + ϑ)m(r).

(ii) If m(r) ⇑ p, then s(r) ⇑ (1 + ϑ)p.

It is known [HS11, Har11] that if the VC-dimension of ! is d, then a random sample R of size
O
(

1
ω2p

[
d log 1

p
+ log 1

ϖ

])
, where each point is chosen with probability proportional to its weight, is

a relative (p, ϑ)-approximation with probability ≃ 1⇐ ↽. In view of this result, we can detect light
boxes of B (with respect to S) as follows. Set ϑ = 0.01, p = ω

20k , ↽ = 1
nO(1) . We chose a random

subset R ↘ V of r = O( k

ω2
log n) points. Then we have the following property for each box b ↗ B.

(I) If m(b) = ϖ(b ↑ V)/ϖ(B) ≃ (ϑ/20k) then 0.99m(b) ⇑ s(b) ⇑ 1.01m(b).

(II) If m(b) ⇑ ϑ/20k then s(b) ⇑ 1.01/20k.

Therefore to check if a box is b is light, it su”ces to check |b↑R|. As for computing the sample
R, observe that this is exactly what batch sampling is designed for, see Lemma 2.5.

Analysis The correctness of the new MWU follows from the previous one. We now analyze
the running time. Each round except the last round doubles the weight of $(k/ log2d n) boxes.
Since the total number of weight-doubling operations performed by the algorithm is O(p log n),
see [AP20], the algorithm stops within O(log2d n) rounds. In a particular round, the algorithm
uses batch sampling to recompute the random subset R which it uses to identify the set L ↘ B of
light boxes. Lemma 2.5 shows that the cost of batch sampling is bounded by O(nd/2 log2 n) time.
As discussed above, once R is computed, L can be identified in O(n logd→1 n) time. Finding an
independent set I ↘ L using Lemma 2.3 also takes O(n logd→1 n) time. Updating the multi-set S
of boxes whose weights have been doubled so far also takes O(n) time. The algorithm computes
a piercing set and a weak net only in the last round. Together, they take O(n logd n) time. The
running time for these steps is dominated by the the time for the batch sampling in each round.
Considering the need to do an exponential search for p, we obtain the following:

Theorem 2.2. Let B be set of n axis-aligned boxes in Rd
, for d ≃ 2, and let p = p(B) be the

piercing number of B. A piercing set of B of size O(p log logp) can be computed in O(nd/2 log2d+3 n)
expected time.

3 Multi-round piercing algorithm

Let B be a set of (closed) boxes in Rd, and let V = V(B) be the set of vertices of the arrangement
A(B). When considering a piercing set for B, one can restrict the selection of piercing points to
points of V. Two point sets Q,Q⇒ are equivalent for B if for all faces (of all dimensions) f of the
arrangement of B, we have that |Q↑ f| = |Q

⇒
↑ f|. Since |V| = O(nd), it follows that the number of

non-equivalent (i.e., distinct) piercing sets of size ⇑ t is bounded by O(ndt).
The key insight is that a piercing set for a su”ciently large, but not too large, sample is a

piercing set for almost all the boxes.
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Lemma 3.1. Let B be a set of n boxes in Rd
, ↼ ↗ (0, 1) and t > 0 be parameters, and let S ↘ B be

a random sample of size O(dt
ϱ
log n). If S can be pierced by a set Q of t points, then at most ↼n

boxes of B are not pierced by Q, and this holds with probability ≃ 1⇐ 1/nO(d)
.

Proof. Let F be the collection of all piercing sets of B with at most t points, where no two sets
in F are equivalent for B. Let F

⇒ =
{
X ↗ F

∣∣ |B \X| ≃ ↼n
}
be all the “bad” piercing set in F

that fail to stab ≃ ↼n boxes of B, where B \X = {b ↗ B | b ↑X = ↔}. By the above, we have that
m = |F

⇒
| ⇑ O(ndt). Fix a “bad” set X ↗ F

⇒. Let u = cdt
ϱ
lnn be the size of |S|, where c is a

su”ciently large constant. The probability that the set X is a piercing set for the sample S is at
most

⇀ = (1⇐ ↼)u ⇑ exp(⇐↼u) = exp(⇐c · d · t · lnn) =
1

ncdt
.

In particular, by the union bound, the probability that any set of F ⇒ will be a valid piercing set for
S is at most |F ⇒

|⇀ < 1/nO(d), for c su”ciently large.

3.1 A piercing algorithm via sampling Lemma 3.1 suggests a natural algorithm for piercing
– pick a random sample from B, compute (or approximate) a piercing set for it, compute the boxes
this piercing set misses, and repeat the process for several rounds. In the last round, hopefully,
the number of remaining boxes is su”cient small than one can apply the piercing approximation
algorithm directly to B. We thus get the following.

Lemma 3.2. Let B be a set of n boxes in Rd
, and let ϱ > 1 be a parameter. Furthermore, assume

that we are given an algorithm Pierce that for m boxes, can compute a O(log logp) approximate

to their piercing set in TP(m) time, where p is the size of the optimal piercing set for the given

set. Then, one can compute a piercing set for B of size O(ϱp log logp) in expected time

O
(
ϱTP

(
p1→1/εn1/ε log n

)
+ n logd→1p

)
.

Proof. We assume that we have a number k such that p ⇑ k ⇑ 2p, where p is the size of the
optimal piercing set for B. To this end, one can perform an exponential search for this value, and
it is easy to verify that this would not e#ect the running time of the algorithm.

The algorithm performs ϱ rounds. Let B0 = B. Let ↼ = (k/n)1/ε . In the ith round, for
i = 1, . . . , ϱ ⇐ 1, we pick a random sample Si from Bi→1 of size

m = O
(
dk↼→1 log n

)
= O

(
dk1→1/εn1/ε log n

)
= O

(
p1→1/εn1/ε log n

)
.

In the ϱth round, we set Sε = Bε→1. Now, we approximate the optimal piercing set for Si, by calling
Qi △ Pierce(Si). If the piercing set Qi is too large – that is, |Qi| ▽ k log log k, then the guess
for k is too small, and the algorithm restarts with a larger guess for k. Otherwise, the algorithm
builds a range tree for Qi, and streams the boxes of Bi→1 through the range tree, to compute the set
Bi = Bi→1 \ Qi, the boxes in Bi→1 not pierced by Qi. By Lemma 3.1, we have |Bi| ⇑ ↼ |Bi→1| ⇑ ↼in
with high probability. If |Bi| > ↼ |Bi→1|, we repeat round i, so assume |Bi| ⇑ ↼ |Bi→1|. In particular
|Sε | = |Bε→1| ⇑ ↼ε→1n ⇑ p1→1/εn1/ε . Therefore, the total time spent by Pierce(.) in ϱ rounds is
O(ϱTP(p1→1/εn1/ε log n)). Finally, during the first ϱ ⇐ 1 iterations, computing Bi takes

ε→1∑

i=1

O(|Bi→1| log
d→1

|Qi|) =
ε→1∑

i=1

O(↼in logd→1(p log logp)) = O(n logd→1p)

time. Clearly, ∋iQi is the desired piercing set.
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We can use the algorithm of Theorem 2.2, for the piercing algorithm. For this choice,

TP(m) = O(md/2 log2d+3 m).

We then get an approximation algorithm with running time

O

(
ϱ
(
p1→1/εn1/ε

)d/2
polylog(n) + n logd→1p

)
.

We thus get our second main result.

Theorem 3.1. Let B be a set of n axis-aligned boxes in Rd
, for d ≃ 2, and let ϱ > 0 be an integer.

A piercing set of B of size O(ϱp log logp) can be computed in

O
(
ϱpd/2→d/2εnd/2ε polylog(n) + n logd→1p

)
.

expected time, where p= p(B) is the size of the optimal piercing set.

The above algorithm provides a trade-o# between the approximation factor and the running
time. It readily leads to a near linear time algorithm if the piercing set is su”ciently small. For
example, by choosing ϱ = d, we obtain the following:

Corollary 3.1. Let B be a set of n axis-aligned boxes in Rd
for some fixed d ≃ 2, and assume

p(B) = O(n1/(d→1)). Then, a piercing set of B of size O(dp log logp) can be computed in

O(n polylog(n)) expected time.

If the piercing set is slightly sublinear, the above leads to an approximation algorithm with
running time O(n log n).

Corollary 3.2. Let B be a set of n axis-aligned rectangles in R2
for some fixed d ≃ 2, and assume

that it can be pierced by p = O(n/ log15 n) points. Then, a piercing set of B of size O(p log logp)
can be computed in O(n logp) expected time.

Proof. Pick a random sample S ↘ B of size O(n/ log7 n). The algorithm of Theorem 2.2 yields in
O(n) time a piercing set Q for S, of size u = O(p log logp). Preprocess Q for orthogonal range
emptiness queries – this takes O(p log2p) time, and one can decide if a rectangle is not pierced by
Q in O(logp) time. Lemma 3.1 implies that at most ↼n rectangles unpierced by Q, where

↼ =
p log8 n

n
.

Namely, the unhit set has size ↼n = O(n/ log7 n). Running time algorithm of Theorem 2.2 on
this set of rectangles, takes O(n) time, and yields a second piercing set Q

⇒ of size O(p log logp).
Combining the two sets results in the desired piercing set.

4 Dynamic Algorithm for piercing

We present a data structure for maintaining a near-optimal piercing set for a set B of boxes in
R2 as boxes are inserted into or deleted from B. By adapting the multi-round sampling based
algorithm described in Section 3, we obtain a Monte Carlo algorithm that maintains a piercing
set of O(p log logp) size with high probability and that can update the piercing set in O⇐(n1/2)
amortized expected time per update. (The O⇐() notation hides polylogarithmic factors). The
update time can be improved to O⇐(n1/3) if B is a set of squares in R2.

Copyright © 2024 by SIAM
Unauthorized reproduction of this article is prohibited4904

D
ow

nl
oa

de
d 

10
/1

0/
24

 to
 1

52
.3

.4
3.

50
 . 

R
ed

is
tri

bu
tio

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.si

am
.o

rg
/te

rm
s-

pr
iv

ac
y



Overview of the Algorithm We observe that the size of the optimal piercing set changes by
at most one when a box is inserted or deleted. We periodically reconstruct the piercing set using a
faster implementation of the multi-round sampling based algorithm in Section 3, as described below.
More precisely, if s is the size of the piercing set computed during the previous reconstruction, then
we reconstruct the piercing set after ∝s/2′ updates. To expedite the reconstruction, we maintain B

in a data structure as follows. We map a box b = [a1, a2]∈ [b1, b2] to the point b⇐ = (a1, b1, a2, b2) in
R4, and let B⇐ be the resulting set of points in R4. We store B⇐ into a 4-dimensional dynamic range
tree T , which is a 4-level tree. Each node v of T is associated with a canonical subset B

⇐
v
↘ B

⇐ of
points. Let Bv be the set of boxes corresponding to B

⇐
v
. For a box ↭ in R4, ↭↑B

⇐ can be represented
as the union of O(log4 n) canonical subsets, and they can be computed in O(log4 n) time. The size
of T is O(n log4 n), and it can be updated in O(log4 n) amortized time per insertion/deletion of
point. See [dBCvKO08].

Between two consecutive reconstructions, we use a lazy approach to update the piercing set, as
follows: Let P be the current piercing set. When a new box b is inserted, we insert it into T . If
P ↑ b = ↔, we choose an arbitrary point p inside b and add p to P. When we delete a box b, we
simply delete b⇐ from T but do not update P. If ∝s/2′ updates have been performed since the last
reconstruction, we discard the current P and compute a new piercing set as described below.

We show below that a piercing set of size s := O(p log logp) of B can be constructed in

O⇐
(
(pn)1/2 +min{p2, n}

)

expected time, where p is the size of the optimal piercing set of B. This implies the amortized
expected update time is O⇐ ((n/p)1/2 +min{p, n/p}

)
, including the time spent in updating T .

The second term is bounded by n1/2, so the amortized expected update time is O⇐(n1/2).
Reconstruction algorithm Here is how we construct the piercing set of boxes in R2. Let B

be the current set of boxes. We follow the algorithm in Theorem 3.1 and set the number of rounds
to 2. More precisely, perform an exponential search on the value of k, the guess for the size of the
optimal piercing set, every time we reconstruct the piercing set. For a fixed k, the reconstruction
algorithm consists of the following steps:

(I) Choose a random sample B1 of B of size r = c1(kn)1/2, where c1 is a suitable constant.
(II) Construct a piercing set P1 of B1 of size s = O(k log log k) in O⇐(r) time using the algorithm

in Section 2.2.
(III) Compute B2 ↘ B, the subset of boxes that are not pierced by P1. If |B2| > c2(kn)

1/2, where
c2 is a suitable constant, we return to Step 1. As described below, this step can be computed
in O⇐(min{k2, n}+ (kn)1/2) time.

(IV) Compute a piercing set P2 of B2, again using the algorithm in Section 2.2.
(V) Return P1 ∋ P2.

The expected running time of this algorithm is O⇐(min{k2, n}+ (kn)1/2), as desired.
Computing B2 We now describe how to compute B2 e”ciently using T . If p ≃ n1/2, then

we simply preprocess P into a 2-dimensional range tree in O(s log s) time. By querying with
each box in B, we can compute B2 in O(n log n) time [dBCvKO08]. The total time spent is
O(n log n). So assume p < n1/2. For a point p = (xp, yp) ↗ R2, let Qp → R4 be the orthant
Qp = {(x1, x2, x3, x4) | x1 ⇑ xp, x2 ⇑ yp, x3 ≃ xp, x4 ≃ yp}. Then, a box b → R2 contains p if
and only if B⇐

↗ Qp. Therefore, an input box b ↗ B is not pierced by P1 if b⇐ ↓↗
⋃

p↓P
Qp. Let

K = R4
\

⋃
p↓P

Qp. It is well known that the complexity of K is O(s2). Furthermore, K can be
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partitioned into O(s2) boxes with pairwise-disjoint interiors, as follows.
Let Q = {Qp | p ↗ P}, and let P̂ = {(xp, yp, xp, yp) | p ↗ P} be their corners. We sort P̂ by the

x4-coordinates of its points. Let % be an x4-interval between the x4-coordinates of two consecutive
points of P̂. For any value a ↗ %, the cross-section Qa of Q with the hyperplane ha : x4 = a is
a collection of s 3-dimensional octants, and Ka := K ↑ ha is the complement of the union of Qa.
Furthermore, the cross-section Ka remains the same for any value of a ↗ %. It is well known that
the complexity of Ka is O(s), and that it can be partitioned into a set Ra of 3-dimensional boxes in
O⇐(s) time. Hence, we can partition K inside the slab R3

∈% by the set R! = {R∈% | R ↗ Ra}.
By repeating this procedure for all x4-intervals between two consecutive points of P̂, we partition
K into a family R of O(s2) boxes.

Next, we query T with each box R ↗ R. The query procedure returns a set VR of O(log4 n)
nodes of T such that B

⇐
↑ R =

⋃
v↓VR

B
⇐
v
. We thus obtain a set V of O(s2 log4 n) nodes of T such

that B
⇐
2 =

⋃
v↓V

B
⇐
v
. If

∑
v↓V

|B
⇐
v
| ⇑ c2(kn)

1/2, we return
⋃

v↓V

Bv as B2. Otherwise, we return NULL.

The total time spent by this procedure is O⇐(min{n, k2} + (kn)1/2). Putting everything together
we obtain the following.

Theorem 4.1. A set B of n boxes in R2
can be stored in a data structure so that a piercing set

of B of size O(p log logp) can be maintained with high probability under insertion and deletion of

boxes with amortized expected time O(n1/2 polylog(n)) per insertion or deletion; p is the piercing

number of B.

Dynamic algorithm for squares in 2D If we have squares instead of boxes, then the
reconstruction time reduces to O⇐(p2/3n1/3), which leads to an amortized update time of
O⇐((n/p)1/3) = O⇐(n1/3). We proceed in a similar manner as before. There are two di#erences.
First, we now choose a random sample of size O(k2/3n1/3), and the algorithm works in three rounds.
After the first round, we have a piercing set P1 of size O(p log logp), and we need to represent
the set of squares not pierced by P1 as O⇐(p) canonical subsets, so that we can choose a random
sample B2 from this subset of squares. After the second round, we have a piercing set P2 of B2

of size O(p log logp). Finally, we find the subset B3 ↘ B of squares not pierced by P1 ∋ P2 and
compute a piercing set of B. It su”ces to describe how we compactly represent the set B2.

We map a square, which is centered at a point c and of radius (half side length) a, to the point
b⇐ = (c, a) ↗ R3. A point p = (xp, yp) ↗ R2 is now mapped to the cone Cp = {(x, y, z) ↗ R3

|

̸(x, y)⇐ p̸⇓ ⇑ z, z ≃ 0} with the square cross-section and p its apex; Cp is the graph of the
L⇓-distance function from p. It is easily seen that p ↗ b if and only if b⇐ ↗ Cp. Hence, a box
b ↗ B2 if it lies below all the cones of C = {Cp | p ↗ P1}. Using a 3D orthogonal range-searching
data structure, we can compute B2 as the union of O⇐(k) canonical subsets. We omit the details
from here and obtain the following.

Theorem 4.2. A set B of n squares in R2
can be stored in the data structure described above so

that a piercing set of B of size O(p log logp) can be maintained with high probability under insertion

and deletion of boxes in O(n1/3 polylog(n)) amortized expected time per insertion or deletion.
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