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Abstract

The problem of designing learners that provide guarantees that their predictions are
provably correct is of increasing importance in machine learning. However, learn-
ing theoretic guarantees have only been considered in very specific settings. In this
work, we consider the design and analysis of reliable learners in challenging test-
time environments as encountered in modern machine learning problems: namely
‘adversarial’ test-time attacks (in several variations) and ‘natural’ distribution shifts.
In this work, we provide a reliable learner with provably optimal guarantees in such
settings. We discuss computationally feasible implementations of the learner and
further show that our algorithm achieves strong positive performance guarantees
on several natural examples: for example, linear separators under log-concave
distributions or smooth boundary classifiers under smooth probability distributions.

1 Introduction

The question of providing reliability guarantees on the output of learned classifiers has been studied
previously in the classical learning setting where the training and test data are independent and
identically distributed (i.i.d.) draws from the same distribution [RS88, EYW 10, EYW12]. Conceptu-
ally, a reliable learner outputs a prediction and may output a correctness guarantee. We know that
the learner is correct on all points with the guarantee as long as the learning-theoretic assumptions
hold, e.g., realizability. While a trivial model that abstains from providing any guarantee is also a
reliable learner, we are interested in a reliable learner that provides the guarantee on as many points
as possible (useful in the sense of Rivest and Sloan [RS88]). [EYW10] provides a characterization of
optimal reliable learners in this classical learning setting.

However, the assumption that the training and test data are drawn from the same distribution is
often violated in practice. The mismatch may take the form of a ‘natural distribution shift’ when
the test distribution is different from the training distribution or ‘adversarial attacks’ when there is
an adversary that can perturb a test data point with the goal of changing the model prediction. This
is frequently accompanied by a significant performance drop, as well as the inability to guarantee
the usefulness of the algorithm. As a result, there is a significant interest in the study of test-time
attacks [GSS15, CW17, MMS™ 18] and distribution shift [LWS18, RRSS19, MTR21] among the
applied machine learning community. Furthermore, recently there has been growing interest in
the theoretical machine learning community for designing approaches with provable guarantees
under test time attacks [AKM19, MHS19, MHS22] as well as renewed interest in distribution shift
[BDBCP06, MMRO08, HK19]. All the prior theoretical work in the literature has mainly focused on
the effect of attacks or distribution shift on average error rate (e.g. [BDBCP06, AKM19]). However,
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this neglects a major relevant concern for users of machine learning algorithms, namely the ability to
provide correctness guarantees for individual predictions: i.e., reliability.

In this work, we advance this line of work by developing a general understanding of how to learn
reliably in the presence of corruptions or changes to the test set, specifically under adversarial
test-time attacks as well as distribution shift between the training (source) and test (target) data.

Our results. We consider algorithms that provide robustly-reliable predictions which are guaranteed
to be correct under standard assumptions from statistical learning theory, for both test-time attacks
and distribution shift. Our first main set of results tackles the challenging case of adversarial test-time
perturbations. For this setting, we introduce a novel compelling reliability criterion on a learner that
particularly captures the challenge of reliability under the test-time attacks. Given a test point z,
a robustly-reliable classifier either abstains from prediction, or outputs both a prediction y and a
reliability guarantee 1 with the guarantee that y is correct unless one of two bad events has occurred:
1) the true target function does not belong to the given hypothesis set H or, 2) a test-point z is
perturbed from its original point by adversarial strength of at least 17 (measured in the relevant metric).
In the case of distribution shift, we provide novel analysis and a complexity measure that extend
the classical notion of reliable learning to the setting when the test distribution is allowed to be an
arbitrary new distribution.

1.1 Summary of contributions

1. We propose robustly-reliable learners for test-time attacks which guarantee reliable learning in
the presence of test-time attacks, and characterize the region of instance space where they are
simultaneously robust and reliable. Specifically, under the realizable setting, for adversarial
perturbations within metric balls around the test points, we use the radius of the metric ball as a
natural notion of adversarial strength. We output a reliability radius n with a guarantee that our
prediction on a point is correct as long as it was perturbed with a distance less than 7 (under a
given metric). We further show that our proposed robustly-reliable learner achieves pointwise
optimal values for this reliability radius: that is, no robustly-reliable learner can output a reliability
radius larger than our learner for any point in the instance space (Theorem B.1, B.2).

2. The pointwise optimal algorithm is easy to derive from our definition. We discuss a computation-
ally efficient implementation of the optimal learners. (Section 4).

3. We discuss variants of these algorithms and guarantees appropriate for three different variants of
adversarial losses studied in the literature: depending on whether the perturbed point must have
the same label as the original point, or in lieu of this, whether the algorithm should predict the
true label of the perturbed point, or the same label as the original point (Definition 1).

4. We further introduce a safely-reliable region, which captures the challenge caused by the adver-
sary’s ability to perturb a test point to cause a reduction in our reliability radius (Definition 6).
As examples, we show that the safely-reliable region can be large for linear separators under
log-concave distributions and for classifiers with smooth decision boundaries under nearly-uniform
distributions and as a consequence, the robustly-reliable region is large as well (Theorem 3.3).

5. We extend this characterization to abstention-based reliable predictions for arbitrary adversarial
perturbation sets, where we no longer restrict ourselves to metric balls. We again get a tight
characterization of the robustly-reliable region (Theorem C.1).

6. We also consider reliability in the distribution shift setting where the test data points come from a
different distribution. We introduce a novel refinement to the notion of disagreement coefficient
[Han07], to measure the transferability of reliability guarantees across distributions. We provide
bounds on the probability mass of the reliable region under transfer for several interesting examples
including, when learning linear separators, transfer from /3; log-concave to 32 log-concave and
to s-concave distributions (Theorems G.1, G.2). We additionally bound the probability of the
reliable region for learning classifiers with general smooth classification boundaries, for transfer
between smooth distributions (Theorem G.3).

7. We further extend our reliability results to the setting of robustness tranfer, where the test data is
simultaneously under adversarial perturbations as well as distribution shift (Section J).

8. Finally, we demonstrate that it is possible extend our results into the agnostic setting. (Section 7)

Conceptual advances over prior work. Prior works on certified robustness [SKL17, CRK19,
WLF22] have examined pointwise consistency guarantees. The certified robustness guarantee is only
that a prediction does not change with an adversarial perturbation, but it does not guarantee that the



prediction is correct (neither for the original point nor the perturbation); in particular, a constant
function is always certified robust but it may not be useful. In contrast, our notion of robustly-reliable
learner guarantees that, for any test point x and perturbation z, if z has a distance less than 7 to x
(n = reliability radius), then the prediction will be “correct” (robust loss zero) in a sense informed
by which robust loss we are addressing; we discuss this idea for several different losses, leading to
different interpretations of this guarantee. In particular, for the stability loss, the prediction being
“correct” means that it predicts the true label of the original point x; this implies certified robustness,
but is even stronger, since it also guarantees the correct label. Prior work [BBHS22] introduces
the notion of a robustly-reliable learner for poisoning attacks which is different from our definition
that is tailored to test-time attacks with a guarantee in terms of a reliability radius. In distribution
shifts setting, we are the first to assess the transferability of reliability guarantees which differ from a
widely-studied metric of average error rate. For additional related work, we refer to Appendix A.

2 Preliminaries and problem formulation

Let X denote the instance space and ) = {0, 1} be the label space. Let H be a hypothesis class.
The learner £ is given access to a labeled sample S = {(z;,y;)}7, drawn from a distribution D
over X x ) and learns a concept Kt . X — Y. In the realizable setting, we assume we have a
hypothesis (concept) class H and target concept h* € H such that the true label of any x € X is
given by h*(z). In particular, S = {(z;, h*(x;))}~, in this setting. Given the 0-1 loss function
0:H x X — {0,1}, define errg(h, f) = L > (o.y)es {(h, ). We use Dy to denote the marginal

m
distribution over X'. We use I[-] to denote the indicator function that takes values in {0, 1}. We also
define BE (h*,r) = {h € H | Prp[h(z) # h*(x)] < r} as the set of hypotheses in H that disagree
with h* with probability at most r. During test-time, the learner makes a prediction on a test-point
z € X. We consider the following settings

1. Adversarial test-time attack. We consider adversarial attacks with perturbation function I/ :
X — 2% that can perturb a test point 2 to an arbitrary point z from the perturbation set ¢/ (z) C X
[MHS19]. We assume that the adversary has access to the learned concept h* as well as the
test point x, and can perturb this data point to any z € U(z) and then provide this perturbed
data point to the learner at test-time. We want to provide pointwise robustness and reliability
guarantees in this setting. We will assume that « € U(z) for all z € X. For any point z, we have
U L(2) := {x € X|z € U(x)}, the set of points that can be perturbed to z. We use perturbation
to refer to a point z € U(x) and the perturbation sets ¢/ (x) interchangeably.

2. Distribution shift. We consider when a test point z is drawn from a different distribution from
the training samples. In this case, we want to provide a pointwise reliability guarantee. We will
discuss more on this in Section 5.

2.1 Robust loss functions

In the applied and theoretical literature, various definitions of adversarial success have been explored,
each dependent on the interpretation of robustness; depending on whether the perturbed point must
have the same label as the original point, or in lieu of this, whether the algorithm should predict the
true label of the perturbed point, or the same label as the original point. To capture these, we formally
consider the following loss functions.

Definition 1 (Robust loss functions). For a hypothesis h, a test point x, and a perturbation function
U, we consider the following adversarially successful events.

1. Constrained Adversary loss [SZS 14, BBSZ23]. There exists a perturbation z of x that does not
change the true label of an original point x but h(z) is incorrect.
(ealhe) = sup  I[h(z) # b ().
z€U(x)
R*(2)=h*(z)
For a fixed perturbation z € U(z), define (%, (h, z,z) = T[h(z) # h*(2) A h*(2) = h*(x)].
2. True Label loss [ZL19, GKKW21]. There exists a perturbation z of x such that h(z) is incorrect.

Oy (hoa) = sup I[h(z) # h*(2)].

z€EU(x)



Figure 1: Different perturbation sets considered in ¢t , fst (left), £ca (mid) and £jo (right). The
dashed line represents the decision boundary of ~* and the background color of red and blue represents
the label 0 and 1 respectively. The ball around each point describes the possible perturbation set
U(x) and the shaded area inside each ball is the allowed perturbation. In ¢y, 51, we consider all
perturbation in I/ (x) while in {ca, we consider perturbations that do not change the true label of the
perturbed point. Lastly, in {14, an adversary only perturb points where the original true label is 0.

In this case, if the true label of the z changes, then the learner need to match its prediction with
the new label. For a fixed perturbation z € U(x), define (% (h, x, z) = I[h(z) # h*(2)].

3. Stability loss [AKM19, MHS19, MHS22]. There exists a perturbation z of x such that h(z) is
different from h*(x).

Cer (h,x) = sup I[h(z) # h*(x)].
z€U(x)

In this case, we focus on the consistency aspect where we want the prediction of any perturbation
z to be the same as the prediction of x and this has to be correct w.r.t. x i.e. equals to h*(x). For
a fixed perturbation z € U(x), define (% (h,x, z) = I[h(2) # h*(z)).

4. Incentive-aware Adversary loss [ZC21]. We take inspiration from economics application where
we assume that the label 1 is a more favorable outcome e.g. loan approval for which an adversary
has no incentive to make any perturbation when the original label is 1. Define the perturbation set

U(z) ; h*(x)
{z} S h*(2) =

and define an incentive-aware adversary loss as

0 (hyx) = sup  I[h(z) # h*(x)].
z€U (x,h™)

0
UIA(l',h*) = { 1

For a fixed perturbation z € U(x), define (0, (h,x,2) = I[h(2) # h*(x) A 2 € Upa(, h*)].
We say that h is robust to a perturbation function U at x w.r.t. a robust loss £ if (" (h,z) =0.

Remark. /sr, {15 are robust losses that we can always evaluate in practice on the training data since
we are comparing h(z) with h*(x) which is known to us on the training data. For {ca, {11, we are
comparing h(z) with h*(z) for which z may lie outside of the support of the natural data distribution
and we may not have access to h*(z). We illustrate the relationship between these losses by making
a few useful observations.

* In the robustly-realizable case [MHS20] when the perturbation function / does not change the
true label of any z in the training or test data, then all the losses £ca, ¢1, {sT are equivalent. This
corresponds to a common assumption in the adversarial robustness literature, that the perturbations
are “human-imperceptible”, which is usually quantified as the set of perturbations within a small
metric ball around the data point.

* We provide an illustration of the perturbation set considered in various robust losses in Figure 1.
By considering these perturbation set, we have the following implication {1, — fca, fst — fca
and st — 1o where {1 — {5 means robustness w.r.t. /1 implies robustness w.r.t. £o.



3 Robustly-reliable learners w.r.t. metric ball attacks

Although our robust losses are defined for any general perturbation set, we first consider the case
where the perturbation sets are balls in some metric space. Such attacks are widely studied in the
literature, in particular, for balls with bounded L,-norm. Moreover, the radius of the metric ball
serves as a natural notion of adversarial strength that allows us to quantify the level of robustness. We
will later (Theorem C.1) present results for general perturbation sets as well.

Let M = (X, d) be a metric space equipped with distance metric d. We use the notation B pq(x, ) =
{2/ € X | d(z,2") < r} (resp. B4, (z,r) = {o’ € X | d(z,2") < r}) to denote a closed (resp.
open) ball of radius r centered at x. We will sometimes omit the underlying metric M from the
subscript to reduce notational clutter. We formally define a metric ball attack as follows.

Definition 2. Metric-ball attacks are defined as the class of perturbation functions Upg = {u,, :
X — 2% | u,(z) = Bum(x,n)}, induced by the metric M = (X, d) defined over the instance space.

At test-time, given a test-point z € X', we would like to make a prediction at z with a reliability
guarantee. We consider this type of learner, a robustly-reliable learner defined formally as follows.

Definition 3 (Robustly-reliable learner w.r.t. M-ball attacks). A learner L is robustly-reliable w.r.t.
M-ball attacks for hypothesis space H and robust loss function ¢ if, for any target concept h* € H,
given S labeled by h*, the learner outputs functions h% : X — Y and r& : X — [0,00) U {—1}
such that for all v,z € X ifr5(2) = n > 0 and z € BS(z,n) then " (h&, x,z) = 0. Further, if
r5(2) = 0, then h*(2) = h5(2).

Note that £ outputs a prediction and a real value r (the “reliability radius”) for any test input. » = —1
corresponds to abstention (even in the absence of perturbation) i.e. when the learner is incapable of
giving a reliability guarantee for that prediction), and » = 1 > 0 is a guarantee from the learner that
if the adversary’s attack is in B ((«,7) then we are correct i.e. if an adversary changes the original
test point z to z, the attack will not succeed if the adversarial budget is less than 7. Lastly, when
r = 0, the learner provides a guarantee that the learner’s prediction at z is correct.

Definition 4 (Robustly-reliable region w.r.t. M-ball attacks). For a robustly-reliable learner L
w.r.t. M-ball attacks for sample S, hypothesis space H and robust loss function { defined above, the
robustly-reliable region of L at a reliability level 1) is defined as RR“(S,1) = {z € X | r5(x) > n}
for sample S and n > 0.

The robustly-reliable region contains all points with a reliability guarantee of at least 1. We use RRfV
to denote robustly-reliable regions with respect to losses £y for W € {CA, TL, ST,IA}. A natural
goal is to find a robustly-reliable learner £ that has the largest robustly-reliable region possible. First,
we note that predictions that are known by the learner to be correct are still known to be correct
even when the test points are attacked. Therefore, a test point z lies in the robustly-reliable region
w.r.t. £ca, f11, as long as we can be sure that h4 (%) is correct. This is equivalent to z being classified
perfectly, i.e. according to the true label. Therefore, the robustly-reliable region w.r.t. {ca, 1L is
given by the agreement region of the version space, which is the largest region where we can be sure
of what the correct label is in the absence of any adversarial attack [EYW10]. We recall the definition
of version space [Mit82] and agreement region [CAL94, BBLO6].

Definition 5. For a set H C H of hypothesis, and any set of samples S, let DIS(H) = {z € X :
3hy, ho € H s.t. hi(x) # ha(x)} be the disagreement region and Agree(H) = X' \ DIS(H) be the
agreement region. Let Ho(S) = {h € H|errg(h) = 0} be a version space: the set of all hypotheses
that correctly classify S. More generally, H,(S) = {h € H|errg(h) < v} forv > 0.

We can also characterize the robustly-reliable region with respect to other robust losses in terms of
the agreement region in the following Theorem.

Theorem 3.1. Let H be any hypothesis class. With respect to M-ball attacks and lyy, for n > 0,

(a) there exists a robustly-reliable learner L such that RRS,(S,m) D Aw, and
(b) for any robustly-reliable learner L, RR5,(S,n) C Aw.

Specifically, for the robust loss Ly, the optimal robustly-reliable region Ay are



Robust loss ¢y Optimal robustly-reliable region Ay

Leas b {z | z € Agree(Ho(9))}
Cst {z | B?(2,m) C Agree(Ho(S)) A h(2) = h(z),Vz € B°(2,7),Yh € Ho(5)}
U (AstN{z [ h*(2) = 1}) U{z | z € Agree(Ho(S5)) A h*(z) = 0}

Proof. (Sketch) We provide the construction of the optimal robustly-reliable learner Ly such that

RRfV""‘(S, 1) 2 Aw and later show that for any robustly-reliable learner £, we must also have
RRﬁ,(S7 n) € Aw. We start with {ca, {11, consider a learner L, that predicts using an ERM
classifier and outputs = oo for all points in the agreement region of H((.S). Any prediction in
Agree(H(S)) is reliable because it also agrees with h* (h* € Ho(S) by realizability). On the other
hand, for z € DIS(H(.5)), there exist hy, ho € Ho(S) that disagree on z. For any learner L, it is
not possible to guarantee that h*(z) is correct as we may have h* = hy or h* = ha.

Now, for {sr, ca The first condition guarantees that h(xz) = h*(z),Vz € B°(z,n). Combined with
the second condition we have h(z) = h(z) = h*(z),Vz € B°(z,n). Thus, L,y is a robustly-reliable
learner. On the other hand, for a robustly-reliable learner £, consider z € RRSLT(S7 n) for n > 0. We
must have h*(z) = h*(x),Vz € B°(z,n). Using a similar argument to the case for {ca, {11, we
have z € Agree(H(S)). If there exists © € B°(z,n) that x & Agree(H(.9)), there exists hy, hg €
Ho(S) that k- (2) # hy () or h*(2) # ha(z). It is not possible to guarantee that h*(z) = h*(z) as
we may have h* = h;y or h* = hy. Therefore, we must have B°(z,7n) C Agree(Ho(S)). Finally,
we cannot have = € B°(z,n) that h(z) = h*(z) # h*(z) since this contradict with h(z) = h*(x).
Therefore, we must have h*(x) = h*(z). Since we have x € Agree(Ho(S)), this implies that
h(z) = h(z) for h € Ho(S). For {1, the construction is similar to £sr. For full proof, we refer to
Appendix B. O

For /st, the learner is able to certify a subset of the agreement region, which satisfies two additional
conditions: hg must be correct on all possible points x that could be perturbed to an observed test
point z, and the true label of z should match the true label of z. We denote the second condition
of h(z) = h(x),Vz € B°(2,n),Vh € Ho(S) as the label consistency condition. For {14, since
robustness w.r.t. £gt implies robustness w.r.t. £14, we have Agy C Aja. In addition, with an incentive-
aware adversary, whenever h(z) = 0, we must have h* () = 0 since the adversary does not perturb
a data point with the original label 1. Therefore, we can additionally provide a guarantee on z that
lies in the agreement region and h(z) = 0. We remark that we can identify the term h*(z) for any
point z € Agree(Ho(S)) due to the realizability assumption.

We have provided a robustly-reliable learner with the largest possible robustly-reliable region for
losses fca, f1L, £sT, f1a- However, we note that the probability mass of the robustly-reliable region
may not be a meaningful way to quantify the overall reliability of a learner because a perturbation
z may lie outside of the support of the natural data distribution and have zero probability mass. It
seems more useful to measure the mass of points « where any perturbation z of x still lies within the
robustly-reliable region. We formally define this region as the safely-reliable region.

Definition 6 (Safely-reliable region w.r.t. M-ball attacks). Let L be a robustly-reliable learner w.r.t.
M-ball attacks for sample S, hypothesis class H and robust loss function (. The safely-reliable
region of learner L at reliability levels 11, ns is defined as

1SRG, (S,m1,m0) = {w € X | Buq(w,m) N {z | h*(2) = h*(x)} € RRE,(S,m2)},

2. SRG (S, m1,m0) = {x € X | Byq(z,m1) C RRS,(S, 1)} for W € {TL, ST},

3. SR;(S,m,m2) = {z € X | h*(z) = 0 ABum(z,m) C RRE(S,m2)} U{z € X | h*(z) =
1Az € RRE(S,m2))}.

The safely-reliable region contains any point that retains a reliability radius of at least 72 even after
being attacked by an adversary with strength 7;. In the safely-reliable region, we consider a set of
potential natural (before attack) points =, while in the robustly-reliable region, we consider a set of
potential test points z. In the following subsections, we show that in interesting cases commonly
studied in the literature, the probability mass of the safely-reliable region is actually quite large.



Figure 2: The robustly-reliable region for {ca, f1r (left), {st (mid) and £1 (right) for linear separators
with an Ly-ball perturbation. The background color of blue and red represents the agreement region
of class 1 and 0 respectively. In this case, we can remove the label consistency condition and reduce
the robustly-reliable region into the ‘n-buffered’ agreement region.

3.1 Safely-reliable region for linear separators under log-concave distributions is large

We provide the probability mass of safely-reliable regions with respect to different losses for linear
separators when the data distribution follows an isotropic (mean zero and identity covariance matrix)
log-concave (logarithm of density function is concave) distribution under a bounded Lo-norm ball
attack. For full proof, we refer to Appendix D. We will rely on the following key lemma which states
that the agreement region of a linear separator cannot contain points that are arbitrarily close to the
decision boundary of ~A* for any sample S.

Lemma 3.2. Let D be a distribution over R® and H = {h : x — sign((wp,, x)) | w, € RY, |lwpll2 =
1} be a class of linear separators. For h* € H, for a set of samples S ~ D™ such that there is no
data point in S that lies on the decision boundary, for any 0 < ¢ < d, there exists 6(S, ¢,d) > 0 such
that for any x with ¢ < ||z|| < d and |{(wp~, z)| < 6, we have x & Agree(Ho(S5)).

A direct implication of the lemma is that any Lo-ball B(z,7) that lies in the agreement region must
not contain the decision boundary of A* and must contain points with the same label. This allows us
to remove the label consistency condition and instead focus on whether the ball B(x, n) lies in the
agreement region. Intuitively, the reliable region is now given by the ‘n-buffered’ agreement region
where we only select points that have a distance at least 1 from the boundary of the agreement region
(Figure 2). We provide bounds for the probability mass of the safely-reliable region below and we
refer to the full proof in Appendix D.

Theorem 3.3. Let D be isotropic log-concave over R% and H = {h : x — sign({wp,,z)) | wy, €

R?, ||wp||2 = 1} be the class of linear separators. Let B(-,n) be a Lo ball perturbation with radius
n. For S ~ D™, form = O(Z(VCdim(H) + In })), for an optimal robustly-reliable learner L,

(a) Pr(SR% (S,m1,m2)) > 1 — 2 — O(Vde) with probability at least 1 — 6,

(b) SRE,(S,m1,m2) = SR%, (S, m1,12) almost surely,

(¢) Pr(SR5(S,m1,m2)) > 1 — 2(m1 + 12) — O(V/de) with probability at least 1 — 6,
(d) Pr(SRE(S,m1,m2)) > 1 — (1 +n2) — O(V/de) with probability at least 1 — 4.

The O-notation suppresses dependence on logarithmic factors and distribution-specific constants.

We remark that we can’t always remove the label consistency condition for a general perturbation set.
For example, consider U(z) = B(x — a,n) U{z} UB(x + a, ), is made of two L4 balls with center
r — a,x + a, with appropriate value of a, 7, we may have each ball lie in the different side of the
agreement region so that the whole perturbation set lie in the agreement region but contain points with
different labels (Figure 3). We also provide bounds on the probability mass of the safely-reliable
region for more general concept spaces beyond linear separators, specifically, classifiers with smooth
boundaries in Appendix E.

4 On computational efficiency

Given the definition, it is possible to implement computationally efficient robustly-reliable learners.
For example, for linear separator concept classes under bounded Lo-norm attack. The optimal



Figure 3: The perturbation set is represented by two dashed balls. This lies inside the agreement
region but contains points with different labels.

Distribution P
Distribution Q

Figure 4: The disagreement region and the agreement region under a distribution shift where P and
Q are isotropic (left) and where there is a mean shift (right).

robustly-reliable learner Loy, described above may be implemented via a linearly constrained
quadratic program that computes the (squared) distance of the test point z to the closest point 2’ in
the disagreement region. This gives us the reliability radius, since for linear separators one must cross
the decision boundary to perturb a point to a differently labeled point
min ||z—2/||?
w,w’,z’
s.t. (w, zi)y; >0, for each (z;,y;) € S,
(w', x;)y; > 0, for each (z;,y;) € S,
(w, '), ') < 0.

Given training sample .S, for any given test point z, the learner £ can efficiently compute the solution
s* to the above program and output v/s* as the reliability radius. We show that the variant of this
objective also provides a reliability radius for a wide range of hypothesis classes under Lo ball attacks
(see Lemma F.1). In addition, we can relax this objective into a regularized objective that gives a
lower bound on the reliability radius of ||z — 2*||?, when 2* is the solution of

hi, ha, z* = argmin ||z—2'||> + A(R(h, SU{(2/,0)}) + R(W,S U{(z',1)}))
h’ ’ ’

v

when ]A%(h, S) is the empirical risk of h on S. We provide a more detailed discussion in Appendix F.

5 Robustly-reliable learning under distribution shift

We now consider the reliability aspect for distribution shift, a different kind of test-time robustness
challenge when the test data comes from a different distribution than the training data. Formally, let
‘P be the training distribution and let Q be the test distribution. We assume the realizable distribution
shift setting, i.e. there is a target concept h* € H such that the true label of any x € X is given by
h*(x) at training time and test time, or errp(h*) = errg(h*) = 0. As observed earlier, points that



are known by the learner to be correct (reliable) are still known to be correct even when it is drawn
from a different distribution. This reliability guarantee holds even when the distributions P and Q
do not share a common support, a setting for which many prior theoretical works result in vacuous
bounds. For example, suppose X = R", P and Q are supported on disjoint n-balls, and # is the
class of linear separators. Then the total variation distance, the H-divergence [KBDG04, BDBC10]
as well as the discrepancy distance [MMRO8] between P and Q are all 1. While recent work of
[HK19] does apply in this setting, they do not focus on the reliability guarantee. In this work, we are
interested in quantifying the transferability of reliability guarantee transfer between distributions P
and Q. We recall the notion of reliable prediction [EYW10].

Definition 7 (Reliability). A learner L is reliable w.r.t. concept space H if, for any target concept
h* € H, given any sample S labeled by h*, the learner outputs functions hg : X — Y and
a% : X — {0,1} such that for all v € X if a(z) = 1 then h’(x) = h*(x). Else, if a5(z) = 0, the
learner abstains from prediction. The reliable region of L is R*(S) = {z € X | a5(x) = 1}.

We define the following metric to measure the reliability of a learner under distribution shift.

Definition 8 (P— Q reliable correctness). The P— Q-reliable correctness of L (at sample rate m,
Sfor distribution shift from P to Q) is defined as the expected probability mass of its reliable region
under Q) when trained on a random training S ~ P™, i.e. Pry.0 s~pm [z € RX(S)).

The disagreement coefficient was originally introduced to study the label complexity in agnostic
active learning [Han07] and is also known to characterize reliable learning in the absence of any
distribution shift [EYW10]. We propose the following refinement to the notion of disagreement
coefficient, which we will use to give bounds on a learner’s P— Q reliable correctness.

Definition 9 (P— Q disagreement coefficient). For a hypothesis class H, the P— Q disagreement
coefficient of h* € H with respect to H is given by
Pro[DIS(Bp(h*,r
Op.a(c) — sup PreDISBr (")

r>e T

where Bp(h*,r) = {h € H | Prp[h(z) # h*(z)] < r}.

)

This quantifies the rate of disagreement over Q among classifiers which are within disagreement-balls
w.r.t. h* under P, relative to the version space radius. The proposed metric is asymmetric between
P and Q, and also depends on the target concept h*. More simple examples are in Appendix H.
We show that the P— Q-reliable correctness of our learner may be bounded in terms of the P—Q
disagreement coefficient using a uniform convergence based argument. The proof details are in
Appendix L.

Theorem 5.1. Let Q be a realizable distribution shift of P with respect to H, and h* € H be the
target concept. Given sufficiently large sample size m > 5 (d+In %) the P— Q-reliable correctness
of L, the optimal robustly-reliable learner, is at least

L >1— ce
z~Q],;A)S‘I:va'[x c€R (S)] >1 @pﬁg e—0.

Here c is an absolute constant, and d is the VC-dimension of H.

In Appendix J, we show that this P — Q disagreement coefficient can be small for several examples
which implies that it is possible to transfer the reliability guarantee from one distribution to the other.
In particular, when learning linear separators, we provide bounds for transferring from 3, log-concave
to B2 log-concave and to s-concave distributions (Theorems G.1, G.2). In addition, when learning
classifiers with general smooth classification boundaries, we provide bounds for transferring between
smooth distributions (Theorem G.3).

6 Safely-reliable correctness under distribution shift

There is a growing practical [SSZ120, SIET20] as well as recent theoretical interest [DGH™'23] in
the setting of ‘robustness transfer’, where one simultaneously expects adversarial test-time attacks as
well as distribution shift. We will study the reliability aspect for this more challenging setting. We
note that the definition of a robustly-reliable learner does not depend on the data distribution (see



Definition 3) as the guarantee is pointwise. Our optimality result in Section 3 applies even when a
test point is drawn from a different distribution Q. In this case, the safely-reliable region instead
would have a different probability mass.

Definition 10 (P— Q safely-reliable correctness). The P— Q safely-reliable correctness of L (at
sample rate m, for distribution shift from P to Q, w.r.t. robust loss £) is defined as the probability
mass of its safely-reliable region under QQ, on a sample S ~ P™, ie.
POR{ (S,m,7m2) == Pr [z € SR;(S,m1,72)].
ZENQ,SNP’"

We consider an example when the training distribution P is isotropic log-concave and the test
distribution Q,, is log-concave with its mean shifted by y but the covariance matrix is still an identity
matrix (see Figure 4, right). We provide the bound on the P— Q safely-reliable correctness of this
example in Appendix J (see Theorem J.2).

7 Reliability in the agnostic setting

In the above, we have assumed that the training samples S' are realizable under our concept class H,
i.e. there is a target concept h* consistent with our (uncorrupted) data. In the agnostic setting, we can
have miny ¢y errg(h) > 0, meaning no single concept is always correct. We define a v-tolerably
robustly-reliable learner under test-time attacks in the agnostic setting as the learner whose reliable
predictions agree with every low-error hypothesis (error at most /) on the training sample ((BBHS22]
have proposed the corresponding definition for data poisoning attacks).

Definition 11 (v-tolerably robustly-reliable learner w.r.t. M-ball attacks). A learner L is robustly-
reliable w.rt. M-ball attacks for sample S, hypothesis space H and robust loss function ! if,
Sfor every concept h* € H with errg(h*) < v, the learner outputs functions h§ X = Yand
r5 + X — [0,00) U {—1} such that for all x,z € X ifr5(z) = n > 0and z € B (z,n)
then (" (h,x,2) = 0. Further, if r5(z) = 0, then h*(z) = h’(2). Given sample S such that
some concept h* € H satisfies errg(h*) < v, the robustly-reliable region of L is defined as
RR(S,v,n) = {z € X | r§(w) > n} forv,n > 0.

We generalize our results from Section 3 to the agnostic setting (proof details in Appendix K). Here
H,(S) ={h e H|errs(h) <v}.
Theorem 7.1. Let H be any hypothesis class. With respect to M-ball attacks and ¢y, for n > 0,

(a) There exists a robustly-reliable learner L such that RRE,(S,v,n) 2 Agree(H,(S)),
(b) For any robustly-reliable learner L, RR5,(S,v,n) C Agree(H,(S)).

8 Discussion

In this work, we generalize the classical line of works on reliable learning to address challenging
test-time environments. We propose a novel robustly-reliability criterion that is applicable to sev-
eral variations of test-time attacks. Our analysis leads to an easy-to-derive algorithm that can be
implemented efficiently in many cases. Additionally, we introduce a P — Q disagreement coeffi-
cient to capture the transferability of the reliability guarantee between distributions. The proposed
robustly-reliability criterion and the P — Q disagreement coefficient together provide a compre-
hensive framework for handling test-time attacks and evaluating the reliability of learning models.
This contributes to the advancement of reliable learning methodologies in the face of challenging
real-world scenarios, facilitating the development of more resilient and trustworthy machine learning
systems. Notably, key questions remain open, including, how to efficiently implement the algorithm
for a class of neural networks, and how to learn reliably with respect to any general robust loss
function?
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A Additional related work

Reliability. A learning model that outputs a confidence level is valuable in practical applications, as
it allows us to determine when to trust the model and when to defer the task to a human. However, it is
well-known that models like neural networks can exhibit high confidence, yet still produce incorrect
results [GPSW17]. To tackle this issue, there has been a line of works on learning algorithms
with uncertainty estimate [WR06, BCKW15, GG16, LPB17, MIG™19]. Unlike prior work, our
results take into account the relevant notion of robust loss. In particular, we extend the reliability
guarantees in perfect selective classification [EYW 12] and reliable-useful learning model [RS88] to
different robust losses under a test-time attack. Prior work on reliability under data poisoning attacks
[BBHS22] obtained similar results on training-time attacks, by providing guarantees that the learner
is always correct at any point that it makes a prediction provided the training data corruption does not
exceed a point-specific threshold. Our work is also related to learning algorithms with an abstention
option [YCJ16, CDM16, CDG ™18, PZ21, ZN22].

Robustness. Robustness against adversarial attacks is essential for the safe deployment of machine
learning models in the real world. Our focus in this work is on perturbation attacks, where we
aim to provide learners that remain robust even when the test data points are perturbed. It is
known that many modern approaches such as deep neural networks fail in this case even when
the perturbation is human-imperceptible [SZS* 14, GSS15]. There has been a lot of empirical
effort [MMS™18, ZYJT19, SNG119, RWK20, TKP*18, CRST19] as well as theoretical effort
[TSET19, SST*18, JSH20, RXY ™20, MHS19, MHS21, GKKM20, BPRZ23] to develop learners
with improved robustness, and more broadly to understand various aspects of adversarial robustness.
In particular, there is a line of work on certified robustness [CRK19, LAG™19, LCWC19] which
provides a pointwise guarantee that the prediction does not change, so long as the attack strength is
within a learner-specified ‘radius’ for the point. While the certified robustness research focuses on
this consistency aspect, our work addresses the reliability aspect where we hope to guarantee that the
prediction is also correct.

Distribution shift. A distribution shift refers to the phenomenon where the training distribution
differs from the test distribution which often leads to a degradation in the learner’s performance.
This has been studied under several different settings [QCSSL08], ranging from covariate shift
[Shi00, HGB*06, BBS07], and domain adaptation [MMRO08, BDBC*10, ZLLJ19, ZLWJ20] to
transfer learning [PY 10, TS10, HK19]. Many algorithms have been proposed to deal with the shift
which involves encouraging invariance between different domains [SS16, ABGLP19, RRR21] or
taking into account the worst-case subpopulation [ND16, DN21, SKHL20, CWG™19]. While prior
work typically focuses on the average performance on the target domain or subpopulation, we provide
point-wise reliability guarantees.

Learning with noise. There is extensive classic literature on learning methods which are tolerant
or robust to noise [KV94, Vap98]—including efficient learning under bounded or Massart noise
[ABHU15, DGT19], agnostic active learning [KKMSO08, Dan16], learning under malicious noise
[ABL14, BH21], to list a few. Recent work has considered reliable learning under some of these
classic noise models [HKLM20, BBHS22].

B Additional proof details for robustly-reliable learners w.r.t. metric ball
attacks

Theorem B.1. Let H be any hypothesis class. With respect to M-ball attacks and ca, for n > 0,

(a) there exists a robustly-reliable learner L such that RR5,(S,n) 2 Agree(Ho(S)), and
(b) for any robustly-reliable learner L, RRE,(S,1) C Agree(Ho(S)).

The results hold for RRS, as well.

Proof. (Proof of Theorem B.1) The robustly-reliable learner £ is given as follows. Set h§ =
argming, ., errg(h) i.e. an ERM over S, and r4(z) = oo if z € Agree(Ho(9)), else 75(2) = —1.
By realizability, errg(h5) < errg(h*) = 0, or k5 € Ho(S). We first show that £ is robustly-reliable.
For z € X,if r5(z) = n > 0, then z € Agree(Ho(S)). We have h*(z) = h%(z) since the classifiers
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h*,h% € Ho(S) and z lies in the agreement region of classifiers in Ho(S) in this case. Thus, we
have ¢, (h%, x, z) = 0 for any z such that z € BS (7). The 7 = 0 case corresponds to reliability
in the absence of test-time attack, so [EYW10] applies. Therefore, RRS, (S, 1) D Agree(Ho(S)) for
all n > 0 follows from the setting 75 (2) = oo if 2 € Agree(Ho(S)).

Conversely, let z € DIS(#Ho(S)). There exist h1, ha € Ho(S) such that hy(z) # ha(z). If possible,
let there be a robustly-reliable learner £ such that z € RRE, (.S, ) for some 1 > 0. By definition of
the robust-reliability region, we must have r4(z) > 0. By definition of a ball, we have z € B4 (2, 7)
for any 1 > 0, and therefore ¢, (h%, z, 2) = 0. But then we must have 74 (z) = h*(z) by definition
of {ca. But we can set h* = hy or h* = hy since both are consistent with S. But hq(z) # ha(z),
and therefore h’(z) # h*(z) for one of the above choices for h*, contradicting that £ is robustly-
reliable. O

Theorem B.2. Let H be any hypothesis class. With respect to M-ball attacks and {sr, for n > 0,

(a) there exists a robustly reliable learner L such that RRSLT(S, n) 2 Asr, and
(b) for any robustly-reliable learner L, RR5(S,n) C Asr,

where Asy = {z | B°(z,1) C Agree(Ho(S)) AVh € Ho(S),h(x) = h(z),Vz € B°(z,n)}.

Proof. (Proof of Theorem B.2) Given sample S, consider the learner £ which outputs b5 =
argmingc,, errg(h), and r5(2) is given by the largest > 0 for which B°(z, ) C Agree(Ho(S))
and h(z) = h(z), V & € B°(z,m),h € Ho(5), else n = 0if z € Agree(Ho(S)), and —1
otherwise. Note that the supremum exists here since a union of open sets is also open. By real-
izability, errg(h5) < errg(h*) = 0, or k5 € Ho(S). We first show that £ is robustly-reliable
w.r.t. M for loss lst. For z € X, if r5(2) = n > 0, then B°(z,7) C Agree(Ho(S)), in particular
z € Agree(Ho(S)). Moreover, by definition, for any € B°(z,7), we have h5(z) = h4(z) by con-
struction. Putting together, and using the property that distance functions of a metric are symmetric,
we have h%(z) = h*(x) for any x such that z € B°(x, 7). Thus, we have ¢4 (h4, z, z) = 0 for any
x such that z € B°(x, n). Thus L satisfies Definition 3.

Conversely, we will show that for any robustly-reliable learner £ w.r.t. g7, for any n > 0,
RRg7(S, 1) C Agree(Ho(S)),

which follows from similar arguments from Theorem B.1 which also apply to the /st loss. Let
z € DIS(Hy(S)). There exists hy, ha € Ho(S) such that hy(z) # ha(2). If possible, let there be
a robustly-reliable learner £ such that z € RR;.(.S, 7) for some 17 > 0. By definition of the robust-
reliability region, we must have r§ (z) > 0. By definition of a closed ball, we have z € B4 ((z, ) for
any 1 > 0, and therefore ¢l (h%, 2, 2) = I[h4(2) # h*(2)] = 0 which implies that R4 (z) = h*(z).
But we can set h* = hy or h* = hy since both are consistent with S. But h1(z) # ha(z), and
therefore h%(z) # h*(2) for one of the above choices for h*, contradicting that £ is robustly-reliable.
Next, we will show that, for any > 0,

RRE(S,7) € { | By (2n) C Agree(Ho(S))}-

We will prove this by contradiction. Suppose z € Agree(Hy(S)), but there exists ' € B4 (2, 1)
such that 2/ ¢ Agree(Hy(S)). Let there be a robustly-reliable learner £ such that 2 € RR&(S, 7).
By definition, we have ¢4y (h5,2,2) = 0 for any x that z € B9, (x,n). This implies that
ek (h5, 2, z) = 0 that is h5(z) = h*(2'). Because 2’ ¢ Agree(Hy(S)), there exists hi, hy €
Hy(S) such that hy (2') # hao(x’). We can set h* = hy or h* = hy since both are consistent with S.
But by (2') # ha(z'), and therefore h’(2) # h*(z) for one of the above choices for h*, contradicting
that £ is robustly-reliable. Finally, we will show that, for any n > 0,

RRSLT(S7 n) C {z | B4(2z,m) C Agree(Ho(S)) A h(z) = h(z), Vx € By(z,n),h € Ho(S)}.

Let z be a data point such that B4 ((z,1) € Agree(Hy(S)) but there exists ' € B4 ((z,7) such that
h(x") # h(z) for h € Hy(S). Let there be a robustly-reliable learner such that z € RR&;(S, 7). This
implies that £st(h%, x, 2) = 0 for any  that = € B ((z, 7). However, lst(h5, 2/, 2) = I[h5(2) #
R*(z")] = I[R4(2) # h5(2")] # 0, contradicting that £ is robustly-reliable. O
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Theorem B.3. Let H be any hypothesis class. With respect to M-ball attacks and ¢4, for n > 0,

(a) there exists a robustly reliable learner L such that RR,%(S’7 n) 2 A, and
(b) for any robustly-reliable learner £, RR5 (S, 1) C A,

where Ajp = (AstN{z | h*(2) = 1}) U {z | z € Agree(Ho(S)) A h*(z) = 0}.

Proof. (Proof of Theorem B.3) The construction of the robustly-reliable learner for /14 is similar to
the robustly-reliable learner for /s7. The key difference is that the reliability radius now depends on
the predicted label. Given sample S, consider the learner £ which outputs h%5 = argminy, ¢4, errs(h).

1. If h5(2) = 1, r5(2) is given by the largest > 0 for which B°(z,7) C Agree(Ho(S))
and h(z) = h(z), Vo € B°(z,n),h € Ho(S) and n = 0 when z € Agree(Ho(S)), and
—1 otherwise. Note that the supremum exists here since a union of open sets is also open.

2. If h5(2) = 0, 75(2) = oo when z € Agree(Ho(S5)), and —1 otherwise.

We first show that £ is robustly-reliable w.r.t. M for loss /1o. By realizability, errg(h%)
errg(h*) = 0, or K € Ho(S). For z € X, if h5(z) = 1 and r5(2) = n > 0, then B°(z,n)
Agree(Ho(S)), in particular z € Agree(Ho(.S)). Moreover, by definition, for any « € B°(z,7), we
have h§ (2) = h§ (x) by construction. Putting together, and using the property that distance functions
of a metric are symmetric, we have h’5(z) = h*(z) for any z such that z € B°(z, ). Thus, we have
¢k (h%, x, 2) = 0 for any x such that z € B°(z, 7). This also implies that ¢} (h%,z,z) = 0 since
Lst implies f1.

On the other hand, if h5(2) = 0 and 75(2) = oo, we have z € Agree(Ho(S)). This implies
that h5(z) = h*(z) = 0. For any z that z € Ua(w, h*), by the incentive-aware property of
the adversary, if h*(z) = 1, we must have Uja(z,h*) = {z} which implies that = = = and
h*(z) = h*(x) = 1. In our case, h*(z) = 0 also implies that we must also have h*(z) = 0.
Therefore, £ (h5, z, 2) = I[h5(2) # h*(2) Az € Uia(z, h*)] < T[h5(2) # h*(z)] = 0. Therefore,
we can conclude that £ satisfies Definition 3.

<
-

Conversely, we will show that for any robustly-reliable learner £ w.r.t. {1, for any n > 0,
RR3 (S, 1) N {2 | h§(2) = 0} C Agree(Ho(S)) N {z | h*(2) = 0}

Since z € Uia(2), for z to lie in the robustly-reliable region, we need ¢/ (h%, 2, 2) = T[h4(z) #
h*(z)] = 0 that is z must be reliable. By similar arguments from Theorem B.1, we have the result.

Next, we will show that, for any > 0,
RR{3(8,7) N {z | h§(2) = 1} C {= | Bi4(2,1) C Agree(Ho(5))}.

We will prove this by contradiction. Suppose z € Agree(H(S)), but there exists 2’ € B4 (2,7

)
such that 2/ & Agree(Ho(S)). Let there be a robustly-reliable learner £ such that z € RR5 (S, 7)
and h4(z) = 1. Because 2’ ¢ Agree(Hy(S)), there exists hy € Ho(S) such that hy (z') =
may have h* = h, since h; is consistent with S. However, we have Uia (2, hi) = BS, (2,7

(W ! 2) = Th(z) # h*(2') Az € Uia(2')] = 1

which contradicts with z lies in the robustly-reliable region. Furthermore, with a similar argument
that we can’t have h*(a’) = 0, we can show that the agreed label of any = must be 1,

RR{3 (S,7) N {z | h§(z) =1}
C {z| By (z,m) C Agree(Ho(S)) ANh(x) =1, Vo € By(z,m),h € Ho(5)}.
= AstrN{z | h*(2) =1}

This concludes that for any robustly-reliable learner £ with respect to /15, we have

RRILA(S, n) C (AstN{z | h*(2) =1})U{z | z € Agree(Ho(S)) Ah*(z) = 0}.

—~ o
5
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C General robustly-reliable learner

Definition 12 (General robustly-reliable learner). A learner L is robustly-reliable for sample S w.r.t.
a perturbation function U, concept space H and robust loss function ¢ if, for any target concept
h* € H, given S labeled by h*, the learner outputs functions hé : X = Yand a§ : X — {0,1}
such that for all z € X if a5(z) = 1 and z € U(x) then (" (h%,x,2) = 0. On the other hand,
if ag(z) = 0, our learner abstains from prediction. The robustly-reliable region of a learner L is
defined as RR*(S) = {x € X | a5(x) = 1}, the region that the learner L does not abstain.

We again obtain the pointwise optimal characterization of the robustly-reliable region in terms of the
agreement region. For {ca, {11 the robustly-reliable region would be the same as the region where we
can be sure of what the correct label is: i.e. the agreement region of the version space while for £gr, it
is the region of points z for which &/ ~(2) lies inside the agreement region of the version space, and
all classifiers in the version space agree on U ~!(z).

Theorem C.1. Let H be any hypothesis class, and U be the perturbation function.

(a) There exists a robustly-reliable learner £ w.r.t. U and {cy such that RRE,(S) D Agree(Ho(S)).
Moreover, for any robustly-reliable learner L, RRE,(S) C Agree(Ho(S)).

(b) The same results hold for RR%, as well.

(c) There exists a robustly-reliable learner £ w.r.t. U and lgr, such that RR5(S) D Asr, and for any
L robustly-reliable w.r.t. Lsy, RRS.(S) C Asr, where Agr = {z | U™ (2) C Agree(Ho(S)) A
h(z) = h(z), Vo e U™1(2),h € Ho(S)}.

(d) There exists a robustly-reliable learner L w.r.t. U and €}, such that RR,ﬁ(S ) D Aja, and for any
L robustly-reliable w.rt. {14, RRS(S) C A, where Ajy = (Asr N {z | h*(2) = 1)) U{z| 2z €
Agree(Ho(S)) A h*(z) = 0}

Proof. We first establish part (a). Given sample S, consider the learner £ which outputs h% =
argming 4, errg(h) i.e. an ERM over S, and a5 (z) = I[z € Agree(Ho(9))]. By realizability,
errg(h%) < errg(h*) =0, or h5 € Ho(S). We first show that £ is robustly-reliable. For z € X, if
a%(z) = 1, then z € Agree(Ho(S)). We have h*(z) = h’(z) since the classifiers h*, h% € Ho(S)
and z lies in the agreement region of classifiers in #(S). Thus, we have (%, (h5,z,2) = 0 for
any z such that z € U(x). RRE,(S) 2O Agree(Ho(S)) follows from the choice of a5(z) = I[z €
Agree(Ho(95))].

On the other hand, Let z € DIS(H((S)). There exist hy, ha € Ho(S) such that hy(z) # ha(z).
If possible, let there be a robustly-reliable learner £ such that = € RRE, (S). That is, a4(z) = 1.

We have z € U(z), and therefore ¢%, (h%, 2, z) = 0. But then we must have h5(z) = h*(z) by
definition of /c5. We can set h* = hy or h* = hsy since both are consistent with S. However,
hi(z) # ha(z), and therefore h(z) # h*(z) for one of the above choices for h*, contradicting that
L is robustly-reliable.

This completes the proof of (a). Essentially the same argument may be used to establish (b), by
substituting £ca with f1. We will now turn our attention to part (c).

Given sample S, consider the learner £ which outputs h5 = argmin, .4, errs(h), that is an ERM
over S, and a5 (z) = IU~1(2) € Agree(Ho(S)) A h5(x1) = h5(x2) ¥ 21,22 € UT1(2)]. By
realizability, errg(h5) < errg(h*) = 0, or h5 € Ho(S). We first show that £ is robustly-reliable
w.r.t. £st. For z € X, if a%(z) = 1, thenU ~1(z) C Agree(Ho(9)), in particular z € Agree(Ho(S)).
Moreover, by definition, for any z that z € U(x), we have h4(z) = h%(z) by construction of
a%(z). Putting together, we have h%(z) = h*(x) for any x such that z € U(z). Thus, we have

b (R, z, z) = 0 for any z such that z € U(x).
On the other hand, for any robustly-reliable learner £, we will show that

RRsﬁT (S) C Agree(Ho(9)).

Let z € DIS(H(S)). There exists hy, ho € Ho(S) such that hy(z) # ha(z). If possible, let there
be a robustly-reliable learner £ such that z € RR&;(S). That is, a5 (2) = 1. We have z € U~ (z),
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and therefore /41 (h%, 2, z) = I[h4(2) # h*(2)] = 0 which implies that h4(z) = h*(2). But we can
set h* = hy or h* = hy since both are consistent with S. However, hq(2) # ha(z), and therefore
h%(2) # h*(z) for one of the above choices for h*, contradicting that £ is robustly-reliable. Next,
we will show that
RR§;(S) C {= | U™ (2) € Agree(Ho(9))}-

We will prove this by contradiction, z € Agree(Hy(S)) but there exists 2/ € U~1(2) such that
2’ ¢ Agree(Ho(S)). Let there be a robustly-reliable learner £ such that 2 € RR%;(S). By definition,
we have (41 (h5, 2, 2) = 0 for any = that z € U(z). This implies that £2; (h4,2’,2) = 0 that is
h%(2) = h*(2'). Because 2’ ¢ Agree(Hy(S)), there exists h1, ha € Ho(S) such that hq(2) #
ho(z"). We can set h* = hy or h* = hy since both are consistent with .S. But hy(z’) # he(2’), and
therefore h’(z) # h*(z) for one of the above choices for h*, contradicting that £ is robustly-reliable.
Next, we will show that

RR4:.(S) C {z | U™ 1(2) C Agree(Ho(S)) Ah(z) = h(z), Yo € U™ (2),h € Ho(S)}.
Let z be a data point that i/ ~1(2) C Agree(H(S)) but there exists ' € U~1(2) that h(z') # h(z)
for h € Hy(S). Let there be a robustly-reliable learner that z € RR&(S). This implies that
lst(h%,z,2) = 0 for any x that 2 € U(z). However, (sr(h5,2,2) = I[h5(2) # h*(a')] =
[[h4(2) # h&(z")] # 0, contradicting that £ is robustly-reliable.

Finally, the proof of part d) is similar to the proof of part c). Given sample .S, consider the learner £
which outputs h% = argminy,c4, errs(h), that is an ERM over S, and

1. if hﬁ((zﬁ = 1, let a5(z) = IU~1(2) € Agree(Ho(S)) A h5 (1) = hE(z2) ¥V 21,72 €

2. if h5(2) = 0, let a5 (z) = [z € Agree(Ho(9))].

By realizability, errg(h5) < errg(h*) = 0, or h5 € Ho(S). We first show that £ is robustly-reliable
w.rt. fa. For 2 € X,if h5(2) = 1 and a4(z) = 1, then U~ 1(2) C Agree(Ho(S)), in particular
z € Agree(Ho(S)). Moreover, by definition, for any x that z € U(x), we have h5(2) = h5(z) by
construction of a’(z). Putting together, we have h5(z) = h*(x) for any z such that z € U(z). Thus,
we have (41 (h&,z,z) = 0 for any x such that z € U(z). This also implies that ¢ (h5, z,2) = 0
for any x such that z € U(x) since {st implies {14.

For z € X, if h5(2) = 0 and a5 (z) = 1, we have z € Agree(Ho(S)) and h5(2) = h*(z) = 0. By
the incentive-aware property of the adversary, any x such that z € U(z), we can’t have h*(z) = 1
since the adversary has no incentive to make any perturbation in this case. Therefore, we have
h*(x) = 0 and Uia (h*, 2) = U(x). We have £8y (b5, z,z) = I[h(z) # h*(x) Az € Uia(z, h*)] = 0.
We can conclude that our learner L is robustly-reliable w.r.t. £a.

Conversely, we will show that for any robustly-reliable learner £ w.r.t. {1, for any n > 0,
RR{ (S) N {z | h§(z) = 0} C Agree(Ho(S)) N {z | h*(z) = 0}.

Since 2 € Uia(2), for z to lie in the robustly-reliable region, we need ¢}, (h%, 2, 2) = I[h4(z) #
h*(z)] = 0 that is z must be reliable. By similar arguments from above, we have the result. Next, we
will show that,

RR{L(S) N {z | h§(z) =1} C {z | U (2) C Agree(Ho(S5))}.
We will prove this by contradiction. Suppose z € Agree(Hy(SS)), but there exists ' € U ~1(2) such
that 2/ ¢ Agree(Hy(S)). Let there be a robustly-reliable learner £ such that z € RR (S) and
h%(z) = 1. Because 2’ & Agree(Hy(9)), there exists hy € Hy(S) such that hy(2") = 0. We may
have h* = h; since h; is consistent with S. However, we have Uja (2’, h1) = U(z') and
bx (h5,a',2) =Th(2) # W (2') Az € Uia(2)] = 1

which contradicts with z lies in the robustly-reliable region. Furthermore, with a similar argument
that we can’t have h*(2’) = 0, we can show that the agreed label of any = must be 1,

RR{L(S,m) N {z | h§(2) = 1}
C{z U (2) C Agree(Ho(S)) Ah(z) =1, Vo € U (2),h € Ho(9)}.
= Ast N {Z | h*<2’) = 1}
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This concludes that for any robustly-reliable learner £ with respect to /15, we have

RRILA(S) C(Astn{z | h*(z) =1}) U{z | z € Agree(Ho(S)) A h*(z) = 0}.

We can also define a safely-reliable region for general perturbations as follows.

Definition 13. (General safely-reliable region) Let L be a robustly-reliable learner w.r.t. a perturba-
tion function U for sample S, concept space H and robust loss function £. The safely-reliable region
of a learner L is defined as SR“(S) = {x € X |U(x) C RR*(S)}.

D Additional proof details for safely-reliable region

Lemma D.1. Let D be isotropic log-concave over R% and H = {h : x — sign((wp,z)) | wy, €

R |lwy, |2 = 1} be the class of linear separators. Let B(-,1) be a Lo ball perturbation with radius
1. For S ~ D™, form = O(%(VCdim(H) + In })), with probability at least 1 — 6, we have

Pr({z | B(z,n) € Agree(Ho(S)}) > 1 — 2 — O(Ve).

Proof. (Proof of Lemma D.1) From uniform convergence (Theorem 4.1 [AB99]), for S ~ D™, for
m = O(Z%(VCdim(H) + In $)), with probability at least 1 — &, we have Agree(BX(h*,¢)) C
Agree(Ho(S)). From [BL13] (Theorem 14), for linear separators on a log-concave distribution
A={z:|z]2 < aVd} N {x: [(wp,2)| > CraeVd} C Agree(BE(h*,¢)) for some constant
C1. We claim that for any = € A, := {z : ||lz[|2 < av/d —n} N {z : [(wp~,z)| > CraeVd+n},
we have B(z,n) C A. Letz € A, consider z € B(z,n). We have ||z||2 < ||z — z||2 + ||z]|2 <

n+avd—n = avdand [(wy-,2)| > (wpe,2)| = [(wps, 2 = 2)] > CraeVd +n ||z —
z|| > CiaeVd. Therefore, 2 € A for any z € B(z,n) which implies that for any = € A,,
B(z,n7) C A which also implies that A,, C {z | B(z,n) C Agree(Ho(S))}. We can bound the
probability mass of A, with the following fact on isotropic log-concave distribution D over R4
[LVO7]: 1) Prpp(||z]| > avd) < e+, 2) When d = 1 Pryup(z € [a,b]) < |b— a| and
3) The projection (wp+, x) follows a 1-dimensional isotropic log-concave distribution. We have

Proop(dy) > 1= Pronp({z : ||z]] > avd —n}) = Proep({z : [{wi-, 2)] < CraeVd+n}) >

1- e_(a_ﬁ)H — 2C1aevd — 27 = 1 — 21 — O(+/de). The final line holds when we set

a:ln(\/laa). O

Proof. (Proof of Lemma 3.2) First, we will show that for any sample S ~ D™ with no points lying
on the decision boundary of h*, there exists a constant ¢ (S) such that for any h with a small enough
angle to h*, 0(wp, wp+) < d1, h must have the same prediction as 2* on S that is h € H(.S). Since

there is no point lying on the decision boundary, we have min,¢cg % > 0.

For 41, such that 0 < §; < mingcg W , 1 O(wp,, wp+) < 8y, forany z € S,
[(wp=, ) — (wh, )| < [Jwps — wp |||z
< O(wp, wp)||2||
< [{wps, ).

The second to last inequality holds due to the fact that the arc length cannot be smaller than corre-
sponding chord length, and the last inequality follows from the assumption 6(wy,, wp+) < §;. This
implies that (wp~, x)(wp,x) > 0 and h € H((S). Now, consider any x such that ¢ < ||z| < d.
We will show that there exists a constant 6 = (.S, ¢, d) such that if the margin of |(wy+, )| is
smaller than ¢ then x € Agree(Ho(S)). Since |(wp», z)| = ||| cos(8(wp=, z)) > ccos(f(wp=, z)),
§ > |(wp-,x)| implies that cos(6(wp+,x)) < 2 that is the angle between wy- and z is almost Z.
Intuitively, we claim that if 0 is small enough then there exists h € H(S) such that h(zx) # h*(z).
Without loss of generality, let (wp,-,z) > 0 (0(wp-,x) < 7). We will show that if §(wp-, x) is
close enough to 7, we can rotate wp~ to wy with a small enough angle so that O(wp, wp+) < 67 but
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Figure 5: For any set of samples S (blue and red points) with no point lying on the decision boundary
of a linear separator h*, for any 0 < ¢ < d, there exists an area around the decision boundary of
h* (formally defined as {z € R | ¢ < ||z|| < d, |{(wp+,x)| < §(S, ¢, d)}, illustrated by a purple
rectangle) such that for any point (purple star) in this area, there exists a hypothesis h that agree with
h* on S but disagree with h* at that point

(wn,x) <0 (O(wp, ) > F) as illustrated in Figure 5. Formally, we consider w;, = % for

some A > 0 (to be specified). We will show that there exists A such that 1) (wp,z) < 0, and 2)

0(wp, wp+) < 6. The first condition corresponds to A > <T/”’;'”h;> . The second condition leads to the

following inequality

(wp+ — Az, wp~)
-_ > cCoS 6
fwn =l = )
1-— X
M@, wn-) > cos(61)
V1 =2\, wp-) + [[2]2A2

Assume that \ < m, the inequality is equivalent to

(1 — Mz, wp+))? > cos?(61) (1 — 2M\(z, wp-) + ||z]|*A?)
(cos?(61)||z]|? — (z, wp=)*)A% 4 2\, wp,+ ) sin?(61) — sin®(d1) < 0.
Solving this inequality leads to

—2sin? (1) (z, wp+ ) + 2sin(d1) cos(61)y/(2]|2 — (z, wp-)?)
2(cos?(dr)[]|* — (2, wp+)?) '

A< >\max =

Therefore, there exists A that satisfies both of conditions 1), 2) if A\p.x > <$”;’”"2> Finally, we
c? tan(dy) (z,wp*) .
<6(S,¢,d) < N T TP E T then Apmax > I For x with

< 6, we have {&Wnt) < 8 < 3 and also
-7 [z — fl=[2 = 2

claim that if | (z, wp~)

|<x7wh*>

—2sin?(81)(z, wp+) + 2sin(d1) cos(d1)/(Jz]|2 = (2, wp-)?)
2(cos?(61)[]|* — (2, wn+)?)
o= sin?(81)(z, wp+ ) + sin(dy) cos(61)v/([[#]]2 — (x, wp-)?)
cos?(6y) |2
— sin%éﬂ% + sin(d1) cos(d1)4/(1 — (<wi‘1§,|h|'*> )2)
cos2(dy)
—sin®(01) & + sin(61) cos(61)4/ (1 — (5)2)
cos2(d1)d '

>\max =

v
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Figure 6: The safely-reliable region contains any point that retains a reliability radius of at least 7,
even after being attacked by an adversary with strength 7.

The last inequality follows from <z”’;”|r;> < C%. It is sufficient to show that

—sin®(81) & + sin(61) cos(61)4/ (1 — (5)2) 5

cos?(d1)d c?
) ) ]
& ftanz(él)c—Q + tan(d1)4/ (1 — (6—2)2) > dc—2

o tan() (- (5)7) > (@4 tan’(5,)) 5

o §(S,ed) < ¢ tan(0) .
T T /(d+ tan®(61))2 + 2 tan?(0;)

O

Proof. (Proof of Theorem 3.3) We know that for /¢4, ¢11, the robustly-reliable region is the same as
the reliable region. This is also a reason why the probability mass does not depend on 7,. Consider
the optimal robustly-reliable learner £, we have RRE, (S,72) = RR%, (S,72) = Agree(Ho(S))
(Theorem B.1). On the other hand, RR4:(S,72) = {z | B(z,m2) C Agree(Ho(S)) A h(z) =
h(z), ¥ x € B(z,m2), h € Ho(S)} (Theorem B.2). a) Since SR, (S,71,72) = {z | B(z,m) C
Agree(Ho(S))}. Applying Lemma D.1, we have the first result. b) Recall that SRE, (S, 71, 72) =
{zx € X | B(z,m) N{z | h*(z) = h*(x)} C Agree(Ho(S))}. We will show that for any
x € SREL(S,m1,m2), B(z,m) = B(z,m) N {z | h*(z) = h*(x)} by contradiction. Let z €
SRE, (S, m1,m2) and B(z,7;) contain two points with a different label, this implies that this ball
must contain the decision boundary of A* (B(z,m1) N {z | (w},z) = 0} # (). The ball must
also contain a point that has the same label as x with an arbitrarily small margin w.r.t. 2*. For any
a > 0, there exists z € B(z,n1) N {z | h*(z) = h*(z)} with |[(z,wy+)| < a. This is impossible
because by Lemma 3.2 the agreement region Agree(Ho(S)) can not contain point with arbitrarily
small margin if S' does not contain any point on the decision boundary of h*. This event has a
probability 1 as the projection (wp,«, ) also follows a log-concave distribution which implies that
Pr({(wp+,z) = 0) = 0. Therefore, with probability 1, B(z,7:) must contain points with the same
label and we can conclude that SRS, (S, 71,72) = SR%.(S,71,72). ¢) Similarly, by Lemma 3.2,
we can show that if B(z,75) C Agree(Ho(5)), B(z,72) then every point in B(z, 72) must have
same label with probability 1. Therefore, RR%(S,72) = {2 | B(z,12) C Agree(Ho(S))}. We
have SRE (S, 71, 72) = {z € & | Bu(e,m) C {2 | B(z,12) C Agree(Ho(S))}} = {v € X |
B (z,m+12) C Agree(Ho(S))} by a triangle inequality (see Figure 6). Applying LemmaD.1, we
have the result. d) With the result above we have RR5 (S, 72) = ({2 | B(z,712) € Agree(Ho(S))}N
{z | h*(2) = 1}) U (Agree(Ho(S)) N {z | h*(z) = 0}). Recall that SR (S, 71, m2) = {z € X |
h*(x) = 0AB (2, m) € RRA (S, m2)}U{z € X | h*(z) = 1Az € RREL(S, 72))}. Therefore, we
have SR (S, n1,m2) = ({2 | B(2,m2) C Agree(Ho(S))} N {z | h*(2) = 1}) U ({= | B(z,m) C
Agree(Ho(S))} N {z | h*(2) = 0}) We can conclude the result by applying Lemma D.1 and
symmetry. O

24



E Safely-reliable region for classifiers with smooth boundaries

We also bound the probability mass of the safely-reliable region for more general concept spaces
beyond linear separators. Specifically, we consider classifiers with smooth boundaries in the sense of
[vdVWI6].

Definition 14 (a-norm). Let f : C — R be a function on C C RY, and let o« € Rt. For

k= (ki,... kq) € Z%, let ||k||, = Z?Zl ki and let D¥ = ——9" We define a-norm of f

T Ok1zy...0Fdxy
as

|D¥ f(z) — D* f(2')]
flla := max sup|D*f(z)|+ ma S .
7] HkH1<f‘ﬂzeC’| (@) Ikli=la]l-1gterec | —a/|o[el+l

We define ath order smooth functions to be those which have a bounded a-norm. More precisely,
we define the class of ath order smooth functions FS = {f | ||f||la < C}. For example, 1st
order smoothness corresponds to Lipschitz continuity. We now define concept classes with smooth
classification boundaries.

Definition 15 (Concepts with Smooth Classification Boundaries, [Wan11]). A set of concepts Hg
defined on X = [0,1]%*! is said to have ath order smooth classification boundaries, if for every
h € HS the classification boundary is the graph of function xqy1 = f(x1,...,xq), where f € F¢
and (x1,...,xq+1) € X i.e. the predicted label is given by sign(xq+1 — f(x1,...,24q))

If we further assume that the probability density may be upper and lower bounded by some absolute
positive constants (i.e. “nearly” uniform density), we can bound the safely-reliable region of our
learner even in this setting. We start with analogues of Lemmas D.1 and 3.2 for concepts with smooth
classification boundaries.

We first bound the probability mass of points z for which B(z, n) is contained in the agreement
region of sample-consistent classifiers. We use the Lipschitzness of smooth functions to show that
such point = must lie outside of a ‘ribbon’ around the boundary of target concept h*, and adapt and
extend the arguments of [Wan11] to bound the probability mass of this ribbon.

Lemma E.1. Let the instance space be X = [0, 1]%"! and D be a distribution over X with a “nearly”
uniform density where there exist positive constants 0 < a < b such that a < p(x) < b for all
x € [0,1]%Y when p(z) is the probability density of D. Let HS be the hypothesis space of concepts
with smooth classification boundaries with d < o < oo, and B(-,m) be a Lo ball perturbation with
radius 1. For S ~ D™, for m = O(%(VCdim(H) + In §)), with probability at least 1 — 6, we have

Pr({z | B(z,n) C Agree(Ho(S)}) >1-2b(C+1)n—-0O (ba*dﬁ%asdﬁ%a) .

Proof. By uniform convergence (Theorem 4.1, [AB99]), for S ~ D™, for m = O(% (VCdim(H) +
In })), with probability at least 1 — &, we have Agree(BX (h*,¢)) C Agree(H(S)). Therefore,
it suffices to lower bound 7 := Pr{z | B(z,n) C Agree(BE(h*,¢))}. Let h* € HS be the
target concept and denote = (z1,...,74) € [0,1]?. Recall that the predicted label of (x,z441)
from h,h* is given by sign(zg+1 — fn(x)) and sign(xqr1 — fux(x)) respectively. Therefore,
h, h* would disagree on (i, 2441) when 2441 lies between fp,(x) and fp«(x). Denote @ (x) =
| ff’h;(?;)) p(@, x441)dx 41| be the probability mass of points that h disagree with h* over (x,z441)
for a fixed = € [0, 1]¢. With this notation, the probability mass of points (x,r4. 1) that h and h*
disagree with is given by f[o 14 |®}, (x)|dx. Furthermore, from a < p(x,z441) < b, we know that
al fn(®) = fre (@) < |Pn(@)] < O fn(®) = fo- (2)].

Consider i € Bp(h*,e), we have [, |Pn(x)|de < e. This implies that [i 4 [fn(®) —
fre(x)|de < f[o 14 |$|dw < £. Since the classification boundaries are assumed to be ath
order smooth with « > d, Lemma 11 of [Wan11] implies that || f, — fr+||cc = O ((%)ﬁ) where
|19][oc = SUPgepo,1)2 |g(x)|. Consider

1—m= Pr (3z€ B(z,n),3h € B(h*,¢),h(z) # h*(z)).

x~Dxy

Recall that for z = (2, z4+1), h(2) # h*(z) when z441 lies between h(z), h*(z) which implies
frne(2)—|fne (2) — fr(2z)] < zag1 < fr+(2)+|fn-(2) — fr(z)]. Since z € B(z, n) and the boundary
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Figure 7: For any set of samples S (blue and red points) with no point lying on the decision boundary
of a concept with smooth boundary h*, there exists a band around the decision boundary of i*
(formally defined as {z € R? | |fy«(x) — z4+1| < 0} (purple)) such that for any point (purple star)
in this area, there exists a hypothesis h (by translation) that agree with 2* on .S but disagree with h*
at that point.

functions fj, are C-Lipschitz (by Definition 14) we have | f},(z ) (@) < Cllz —z| < Cn
and |2q41 — @q41| < 7. This implies that fu-(x) — |fa+(2) — fu(2)] = (C' + 1)n < 2za41 <
oo (@) + | frn(2) — fr(z)| + (C + 1)n. We are interested in the set {x | 3z € B(z,n),3h €
B(h*,e),h(z) # h*(z)}, this leads to the inequality

far () = D = (C+ 1)y < 2ays < fue () + D+ (C+ 1)

when D = sup .eB(an) | fos(2) = fu(2)] < suppepn o) | fae = falloo = O ((5)7). Therefore,
heB(h* ,¢)

frx (®)+D+(C+1)n
l-7n< / / (@, Tat1)drat1de
0, 1]d fh (x)=D—(C+1)n

< 2b(( )n+ D)
:2b(0+1)n+0( a” Tagdra)

O

The above bound immediately implies a bound on the probability mass of the safely-reliable region
for /1, in combination with our previous results. The following lemma allows us to easily handle
the extension of our results to losses £ca and fs7 as well, where the safely-reliable region involves
additional constraints.

Lemma E.2. Let the instance space be X = [0,1]T! and D be a distribution over X. Let HS
be the hypothesis space of concepts with smooth classification boundaries with d < o < co. For
h* € HS, for a set of samples S ~ D™ such that there is no data point in S that lies on the decision
boundary, there exists 6(S) > 0 such that for any x = (x,xg41) with | fi- () — xa41| < 9, we have
x & Agree(Ho(9)).

Proof. Note that translation preserves smoothness, i.e. any concept h; w1th fr(x®) = fre(x) + 1
would also lie in HS. If [t| < 0(S) = minges |fa-(x) — 2441 must have the
same sign as (fp«(x) — xq41) for any x € S, that is hy would agree with h* on every point
in S. Furthermore, for any x with |fp~(z) — x441| < J, we can always translate h* to h; that
h¢(x) # h*(x) (see Figure 7). Therefore, x ¢ Agree(Ho(.9)). O

Equipped with the above lemmas, we establish bounds on the probability mass of the safely reliable
region for concept classes with smooth classification boundaries.

Theorem E.3. Let the instance space be X = [0,1]*! and D be a distribution over X with a
“nearly” uniform density where there exist positive constants 0 < a < b such that a < p(zx) < b for all
x € [0,1]%Y when p(z) is the probability density of D. Let HS be the hypothesis space of concepts
with smooth classification boundaries with d < « < oo, and B(+,n) be a Ly ball perturbation with
radius 1. For S ~ D™, form = O(Z%(VCdim(H) + In })) with no point lying on the decision
boundary of h*, for an optimal robustly-reliable learner L, we have
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(a) Pr(SR5 (S,m1,m2)) > 1 —2b(C + 1) — O (b(fﬁsﬁ) with probability 1 — 6,

(b) SRgA(Sv Msne2) = SR%L(Sv M, M2), N N

(¢) Pr(SR5(S,m1,m2)) > 1 —2b(C + 1) (1 +12) — O (ba™ T+ e+ ) with probability 1 — §,
(d) Pr(SRE(S,m1,m2)) > 1 —b(C +1)(n1 +12) — O (bafd%aed%a) with probability 1 — 6.

Proof. From Lemma E.2, the agreement region does not contain points that are arbitrarily close to
the boundary of h*. Therefore, we can remove the additional conditions on labels for SRé:A(S7 71,72)
and SRgp (S, 71, 772), that is SREA (S, m1,m2) = SREL(S, 1, m2) = {a | B(x,m) C Agree(Ho(S))}
and SR(S,m1,1m2) = {x € X | Bp(x,m) C {z | B(z,1m2) C Agree(Ho(S9))}} = {z € X |
Bo(z,m1 + n2) € Agree(Ho(S))}. Similarly, we have SRA (S, 71,7m2) = ({z | B(z,m2) C
Agree(Ho(S))} n{z | h*(z) = 1}) U ({z | B(z,m) C Agree(Ho(S))} N {z | h*(2) = 0}). The
result follows from Lemma E.1.

O

F More on computational efficiency

It is possible to extend the optimization objective to a wide range of hypothesis classes under the
following assumption.

Assumption 1. For a hypothesis class H, we assume that for any h* € H, a set of data points S
labeled by h* then for any points .,y that h*(x) # h*(y), the line that connects between x,y must
pass through a disagreement region of Ho(S),

A+ (1= Ny | Ae[0,1]} N DIS(Ho(S)) # 0.

For example, a class of linear separators and a class of classifiers with smooth boundaries satisfies
this assumption.

Lemma F.1. Let H be a hypothesis class and D be a distribution over R?. If H satisfies Assumption
1 then for a set of samples S ~ D™, the reliability radius of a test point z is given by

min ||z—2'||?
hoh? 2!

s.t. h € Ho(S),
h' € Ho(S),
h(z") # 1 ().

Proof. Let r be the largest reliability radius of a test point z that is if we perturb z by a radius
at most 7 then the perturbed point is still in the agreement region. Consider for any perturbation
2z’ that there exists h, h' that h'(z’) has a different label from h'(z). If H satisfies Assumption
1, h'(z) # h'(z') implies that the line between z, z’ must pass through the disagreement region.
Therefore, 7 < ||z — 2’||. On the other hand, let 73 be the solution of the optimization given above.
This implies that for any point 2’ that ||z — 2| < 7o, for any h, h’ € H(S), we must have that
h(z) = h(z') that is 2’ € Agree(Ho(S)). Therefore, we have 7o < r and we can conclude that
r=rg. O

Remark. This could be solved efficiently in practice. For example, in the case of linear separators,
the problem takes the form of solving a quadratic program for each test point. We observe that
our proof of Theorem 3.3 above suggests an alternate margin-based approach which might be
even more practical to implement, while retaining high probability reliability guarantees under
the distributional assumption. If h denotes an ERM classifier on sample S, one could check the
membership z € A, == {z: ||z]2 < av/d —n} N {z: |(w;,,z)| > CraeVd+ n} for any n > 0
by just computing the norm and margin w.r.t. h. A simple halving search (e.g. starting with n = %)
could be used to estimate the reliability radius.
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Further, we can relax this constrained objective into a regularized objective that can be solved using
empirical risk minimization. In the following Lemma, we show that this provides a lower bound on
the reliability radius.

Lemma F.2. (Relaxation of the optimization objective for reliability radius) Let H be a hypothesis
class and D be a distribution over R®. If H satisfies Assumption 1 then for a set of samples S ~ D™,
let hy, ho, z* be the optimal solution of the objective

hi,ho, 2" = argmi/nHz—z’H2 + AMR(h, SU{(Z,00}) + R(W,SU{(z',1)}))

k) )Z

when R(h, A) is an empirical risk of h on the sample A then ||z — 2*||> < r when r the reliability
radius of z.

Proof. Let h, b/, 2’ be the optimal solution of the optimization objective in Lemma F.1 so that the
reliability radius r is given by ||z — 2’||. Without loss of generality, let h(z') = 0 and h/(2’) = 1.
By definition, we have R(h, S U {(z,0)}) = 0and R(K',S U {(z/,1)})) = 0. Let hy, hy, z* be an
optimal solution of the objective in Lemma F.2 then we have

2= 2* 17 + AR (k1 S U {(=",0)}) + R(ha, S U{(z", 1)}))

<z = 2'11P + A(R(h, S UL, 0)}) + R(W, S U{(=/,1)}))
= Iz —'||?

Since the empirical risk is non-negative, we can conclude that ||z — z*||2 < ||z — 2/||* = 2. O

Similar observations also apply to the computation of the safely-reliable region. It may be useful to
compute the safely-reliable region when we want to estimate the robust reliability performance of an
algorithm on test data. In particular, this may be helpful in determining how often and where our
learner gives a bad reliability radius, which can inform its safe deployment in practice.

G Bounds on the P— Q disagreement coefficient

We will now consider some commonly studied concept spaces, and bound the P— Q disagreement
coefficient for broad classes of distribution shifts.

Linear separators and nearly log-concave or s-concave distributions. We give a bound on
Op_, o for P and Q isotropic nearly log-concave distributions [AK91] over R?, a broad class that
includes isotropic log-concave distributions.

Definition 16 (3-log-concavity). A density function f : RY — Rsq is 3-log-concave if for any
A € [0,1] and any w1, 22 € R%, we have f(Azy + (1 — Nx2) > e P f(x1)* f(22) A

For example, 0-log-concave densities are also log-concave. Also, since the condition in the definition
holds for A = 0, we have 8 > 0. Note that a smaller value of 5 makes the distribution closer
to logconcave. We have the following bound on ©p_, o for distribution shift involving nearly
log-concave densities. At a high level, we bound the angle between the normal vectors of the
linear separators with small disagreement with A* under P, and bound the probability mass of their
disagreement region under Q, by refining and generalizing the arguments from [BL13]. In particular,
we quantify how much near-logconcavity is sufficient for the angle bound to hold, which further
implies that any point in the disagreement region is either far away from the mean or close to the
margin.

Theorem G.1. Let the concept space H be the class of linear separators in R%. Let P be isotropic
Bi-log-concave and Q be isotropic Ba-log-concave, over R®. Then for 0 < B1, B2 <

1
= 56[Tog, @+ DT’
we have ©p_,o(c) = O(d"/?+ 3%z log(d/)).

Proof. Our proof builds on and generalizes the arguments used in the proof of Theorem 14 in
[BL13]. Let h € Bp(h*,r), i.e. d(h,h*) < r. We can apply the whitening transform from

Theorem 16 of [BL13] provided (1/20 + ¢;)+/1/C1 — ¢3 < 1/9, where C; = 11108204+ 11 and
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¢1 = e(C1 — 1)4/2C}. Tt may be verified that this condition holds for 0 < 31 < m. Now,

by Theorem 11 of [BL13] we can bound the angle between their normal vectors as 6(wp,, wp+) < cr
where c is an absolute constant. Now if z € X has a large margin |wp+ - z| > cra and small norm
[|z]| < «, for some o > 0, we have

lwp, - & — wpx - x| < ||wp, — wpe| - ||2]] < era.

Now the large margin condition |wp= - 2| > cra implies (wp, ) {(wp+, ) > 0, or h(x) = h*(z).
Since h € Bp(h*,r) was arbitrary, we have « ¢ DIS(Bp(h*,r))). Therefore, the set {x | ||z|| >
a} U{z | |wp~ - x| < cra} contains the disagreement region DIS(Bp(h*,7))).

By Theorem 11 of [BL13], since Q is an isotropic 3»-log-concave distribution, we have Prg[||z|| >
RVCd] < Ce Bt for C = ef2Mos2(d4 D], Thus setting a = v/Cdlog YC gives Prg[||x\| >

a] < ev/C'r. Also, by Theorem 11 of [BL13], for sufficiently small non-negative 35 < W’

we have Prg[lwy- - x| < cra] < drv/Cdlog g for constant ¢’. The proof is concluded by a union
bound and applying Definition 9. O

We further consider the case where the distributions belong to the broad class of isotropic s-concave
distributions. In particular, unlike 5-log-concave distributions, the distributions from this class can
potentially be fat-tailed.

Definition 17 (s-concavity). A density function f : R? — Rsq is s-concave for s € (—oo,1] U
{—o0} if for any X € [0,1] and any x1,29 € R% we have f(Ax1 + (1 — N)a2) > (Af(x1)® +
(1= \) ()"

Note that any s-concave function is also s’-concave if s > s’. Moreover, concave functions are
1-concave and log-concave functions are s-concave for any s < 0. Using results from [BZ17], we
adapt the arguments in Theorem G.1 to show a bound on the disagreement coefficient when P is
isotropic B-log-concave and Q is isotropic s-concave.

Theorem G.2. Let the concept space H be the class of linear separators in R%. Let P be isotropic
B-log-concave and Q be isotropic s-concave, over R%. Then for s > —1/(2d + 3) and sufficiently

small non-negative 3 < m, we have Op_,o(c) = O (\/8524-(;;(22;) (1— Es/(1+ds))) .

Proof. Similar to the proof of Theorem G.1, we can apply the whitening transform from Theorem
16 of [BL13] provided (1/20 4 ¢;)y/1/C1 — 3 < 1/9, where C; = ef1982(d+ D1 and ¢, =
e(Cy — 1)v/2C1. It may be verified that this condition holds for 0 < 8 < m. We can

also show that the set {x | ||z|| > a} U {x | |wy- - 2| < cra} contains the disagreement region
DIS(Bp(h*, 7).

By Theorem 11 of [BZ17], we have Pro|jwy- 2| < cra] < {2052 -cra. By Theorem 5 of [BZ17],
(14ds)/s

cist

1+d9>

for any ¢ > 16 and absolute constant c;. This implies Pro[||z|| > ¢1v/d2tds (1 — ps/(Hde))) < O
for some constant C. Thus setting a = ¢1v/d*92(1 — rs/(1+49)) gives Prol||z|| > a] < Or.

Also, for this a, we have Prg[|lwp- - 2| < cra] < 012(1+ds) cepVdHEEE (1 — s/ () ) =

>

since Q is an isotropic s-concave distribution, we have Prg[||z|| > tVd] < (1 -

Fs(d+2)
dVd p +ij(‘;12)( — r#/(14+49)) for constant ¢. The proof is concluded by a union bound and
applying Definition 9. O

Smooth classification boundaries. We also illustrate our notion for more general concept spaces
beyond linear separators. Specifically, we consider classifiers with smooth boundaries (Definition 15).
If we further assume that the probability density may be upper and lower bounded by an ath order
smooth function, we can bound the disagreement coefficient for shift from P to Q. Interestingly,
while [Wan11] need the distribution to be sandwiched between smooth functions, our result only
needs a lower bound on the smoothness of P and an upper bound on the smoothness of Q.
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Theorem G.3. Let the instance space be X = [0,1]%F1. Let the hypothesis space be HS, with
d < a < oc. If the marginal distributions Px, Qx have densities p(x) and q(z) on [0,1]%F! such
that there exists an ath order smooth function g(x) and ap, by € R+ such that a,g(x) < p(z) and

q(z) < byg(z) for all z € [0,1]9FL, then Op_,g(e) = O (b ap "¢ dw) .

Proof. We will extend the arguments from [Wanl1] to the distribution shift setting. Let =
(71,...,74) € [0,1]? and let h € Bp(h*, r) where h* € H, is the target concept. Denote

or (x) = f’;((a:) p(x, xa41)dxqs1, and BF (x f"(w q(T, 441)dxgyq. Itis easy to verify by

Frx ()
f);h*((;) g(z, xd+1)dmd+1 is ath order smooth. Since h € Bp(h*,r),

/ | B (a0)|dae S/ — @0 (z)|dz < —.
[0,1]4 [0,1]¢ Op ap

By Lemma 11 of [Wanll] this implies ||®p|[cc = O (( )HQ), and therefore ||®] |/, <

taking derivatives that &, (z) =

byl|®hlloe = O (b ap ’ rd+u> Since this holds for any h € Bp(h*,r), we have
sup H<I>%Hoo:O(bqa;mrcH%).
heBp(h*,r)
By definition of region of disagreement, we have

Pr [v€ DIS(Bp(h",r))l = Pr [z € Uneppneniz’ | A(a') # h"(2")}]

:EN X CUN

< 2/ sup ||<I) [|ood
[0,1] hGBp(h*,r)

—O(b ap rd+a).

The result follows from definition of ©p_, ¢ (€). O

H Simple examples for the P— Q disagreement coefficient

Example 1. (Non-overlapping spheres the same center) Let P, Q be uniform distribution over a
sphere with the center at the origin with radius 1 and 2 respectively. Let H be a class of linear
separators that pass through the origin and h* € H. By symmetry, we have

sup Pro(DIS(Bp(h*,1)))

Op_ole) =
r>e r
Prp(DIS(Bp(h*
— sup rp (DIS(Bp (R, 1))
r>e r
= @7) (E)
The disagreement coefficient from P to Q is the same as the disagreement coefficient on P.

Example 2. (Thresholds) Let P, Q be uniform distribution over an interval [—3, 1] and [—1, 1]
respectively. Let 7 be a class of a threshold function. Let h* have a thereshold at 0. We have
DIS(Bp(h*,r)) = [—r,r] and

Pro([—r, 7
O ole) = sup 2T
r>e r
2r
=2
r

compared to the disagreement coefficient Op(c) = 2.
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I Additional proof details for distribution shift

Proof. (of Theorem 5.1) If S ~ P™, withm > $(d +In t 5) for some sufficiently large constant
¢, we have by uniform convergence ([AB99], Theorem 4. 10) that with probability at least 1 — 4,
we have dp(h, h*) < dg(h,h*) + e for all h € H. Here dp(hi,hs) = Proopy [h1(z) # ha(z)],
and dg(hy, ho) = ‘S‘ > wes I[h1(x) # ho(z)]. Therefore, Agree(BHE (h*,€)) C Agree(Ho(S)) C

R*(S) in this event. Denoting this event by ‘E’ and its complement by ‘E’, we have

P RE(S) = P RE(S) | E1P P RE(S) | E|Pr[E
mNQ’SrNP,,L[wE (9] zwrg[xe (S) | E]Pr[E Hrwrg[we (S) | E]Pr[E]

)
> Prlee RE(S)| E]- (1-9)
> Prlre R5(S) | E] -6

> Prg[x € Agree(BX(h*,¢€))] — 6.

Noting Pr,.g[z € Agree(BX(h*,€))] = 1 — Pryo[z € DIS(B¥(h*,€))] and using Definition 9
completes the proof. O

J Safely-reliable correctness under distribution shift

There is a growing practical [SSZ120, SIET20] as well as recent theoretical interest [DGH'23] in
the setting of ‘robustness transfer’, where one simultaneously expects adversarial test-time attacks as
well as distribution shift. We will study the reliability aspect for this more challenging setting. We
note that the definition of a robustly-reliable learner does not depend on the data distribution (see
Definition 3) as the guarantee is pointwise. Our optimality result in Section 3 applies even when a
test point is drawn from a different distribution Q. In this case, the safely-reliable region instead
would have a different probability mass.

Definition 18 (P— Q safely-reliable correctness). The P— Q safely-reliable correctness of L (at
sample rate m, for distribution shift from P to Q, w.r.t. robust loss {) is defined as the probabil-
ity mass of its safely-reliable region under (), on a sample S ~ P™, i.e. PQRf(S, n,MN2) =
Pryng,s~pmlt € SRE(S,11,72)]-

We will now combine our results on test-time attacks and distribution shift to give a general bound on
the P— Q safely-reliable correctness for the different robust losses (Definition 1).

Theorem J.1. Let Q be a realizable distribution shift of P with respect to H, and h* € H be the
target concept. There exist learners for robust losses Uca, Uy, Ust, Lia with P—Q safely-reliable
correctness given by

(@) PORE,(S,m1,m2) = Procq[Ba(z,m) N{z | h*(2) = h*(x)} C Agree(Ho(S))],

(b) PORF, (S, n1,m2) = PraqBa(z,m) C Agree(Ho(S))],

(c) PORG(S,m,m2) = ProqBum(z,m) C {z | B°(z,n) C Agree(Ho(S)) A h(z) =
h(z), Vo € B°(z,n),h € Ho(S)},

(d) POR(S,n1.m2) = Pro~q[({z | B(z,m2) C Agree(Ho(S)} N{z | h*(z) = 1}) U ({z |

B(z,m) C Agree(Ho(S))} N{z | h*(z) = 0})].

Proof. The proof follows by applying Theorems B.1 and B.2, and using Definitions 6 and 18. [

We consider an example when the training distribution P is isotropic log-concave and the test
distribution Q,, is log-concave with its mean shifted by ;. but the covariance matrix is still an identity
matrix (see Figure 4, right).

Theorem J.2. Let P, Q be isotropic log-concave over RY. Let Q,. be a distribution after shifting
the mean of Q by u € R Let H = {h : © — sign((wn,x)) | wp € RY, |Jwyllo = 1} be the
class of llnear separators. Let B(-,n) be a Lo ball perturbation with radius 1. For S ~ P™, for
m = O(Z%(VCdim(H) + In })), for an optimal robustly-reliable learner L, we have
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(a) Pro, (SRF;(S,m,m2)) > 1 —2(n1 + ||ll2) — O(Vde) with probability 1 — 6,

(b) SRE4(S,m1,m2) = SR (S,m1,712),

(¢) Pro, (SR (S,m,n2)) > 1= 2(m + 12 + [|ull2) — O(V/de) with probability 1 6,
(d) Prg, (SR (S,m1,m2)) > 1 — (1 + n2 + 2||pl|2) — O(Vde) with probability 1 — 6.

The O-notation suppresses dependence on logarithmic factors and distribution-specific constants.

Proof. From triangle inequality, we know that B(x — u, r + ||||2) 2 B(z, 7). We can simply extend
the proofs from Theorem 3.3. Recall that SRE, (S, 71,7m2) = SR%, (S, m1,m2) = {z | B(z,m) C
Agree(Ho(5))} 2 {z | B(z — u,m + ||ullz) C Agree(Ho(S))} and SR (S, 11, 712) = {2 € X' |
Boi(z,m +n2) € Agree(Ho(S))} 2 {z € X' | Bm(x — p,m + n2 + [|ull2) S Agree(Ho(S5))}-
When z is drawn from a distribution Q,,, we know that z — . follows a distribution Q which is
isotropic log-concave. We can apply Lemma D.1 to bound the probability mass of the safely-reliable
region under Q,,. Similarly, we can do the same for SR{ (S, 71, 72). O

Similar bounds on reliability under robustness transfer may be given for linear separators under more
general source or target distributions, including isotropic 5-log-concave or s-concave distributions,
as well as for concept classes with smooth classification boundaries, by applying Theorem J.1 to the
examples from previous sections.

K Agnostic setting

Proof of Theorem 7.1. The robustly-reliable learner £ is given as follows.  Set hg =
argmingc,, errg(h) i.e. an ERM over S, and r5(2) = oo if 2 € Agree(H, (9)), else r5(z) = —1.
To study the robustly-reliable region, we assume there is some concept h* € ‘H which satisfies
errg(h*) < v. By definition of ERM, errg(h%) < errg(h*) = v, or h5 € H,(S). We first
show that £ is robustly-reliable. For z € X, if 75(2) = n > 0, then z € Agree(H,(5)).
We have h*(z) = h%(z) since the classifiers h*, h5 € H,(S) and z lies in the agreement re-
gion of classifiers in 7, (S) in this case. Thus, we have 2, (h4,x,2) = 0 for any z such that
z € B9 (x,n). Inthe n = 0 case, h*(z) = h%(z) by definiton and the same argument applies.
Therefore, RRE, (S, v,1) 2 Agree(H,,(S)) for all n > 0 follows from the setting 75(2) = oo if
z € Agree(H,(9)).

Conversely, let z € DIS(#H,(S5)). There exist hy,hy € H,(S) such that hy(z) # ha(z). By
definition, robustly-reliable learning with n = 0 is not possible for z. If possible, let there be
a robustly-reliable learner £ such that z € RRgA(S, v,n) for some n > 0. By definition of the
robust-reliability region, we must have 75(z) > 0. By definition of a ball, we have z € B%,(2,7)
for any 1) > 0, and therefore (2, (h4, 2, ) = 0 for every h* € H such that errg(h*) < v. But then
we must have h%(z) = h*(z) by definition of /ca. But we can set h* = hy or h* = hy since both

are in H,,(S). But hy(2) # ha(z), and therefore h%(z) # h*(z) for one of the above choices for h*,
contradicting that £ is robustly-reliable. O
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