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ABSTRACT

In this paper, we propose a policy gradient method for confounded partially ob-
servable Markov decision processes (POMDPs) with continuous state and obser-
vation spaces in the offline setting. We first establish a novel identification re-
sult to non-parametrically estimate any history-dependent policy gradient under
POMDPs using the offline data. The identification enables us to solve a sequence
of conditional moment restrictions and adopt the min-max learning procedure with
general function approximation for estimating the policy gradient. We then pro-
vide a finite-sample non-asymptotic bound for estimating the gradient uniformly
over a pre-specified policy class in terms of the sample size, length of horizon,
concentratability coefficient and the measure of ill-posedness in solving the condi-
tional moment restrictions. Lastly, by deploying the proposed gradient estimation
in the gradient ascent algorithm, we show the global convergence of the proposed
algorithm in finding the history-dependent optimal policy under some technical
conditions. To the best of our knowledge, this is the first work studying the policy
gradient method for POMDPs under the offline setting.

1 INTRODUCTION

Policy gradient methods in reinforcement learning (RL) have been extensively studied and utilized
across many tasks due to their adaptability and straightforward implementation schemes (Sutton
etal., 1999; Kakade, 2001; Silver et al., 2014). Despite its success in practice (Peters & Schaal, 2006;
2008b; Yu et al., 2017; Qiu et al., 2019; Li et al., 2022), most existing policy gradient methods were
developed for the fully observable environment with Markovian transition dynamics, which may not
known a priori. Little work has been done for the partially observable Markov decision processes
(POMDPs), which is a more practical model for sequential decision making in many applications
(Sawaki & Ichikawa, 1978; Albright, 1979; Monahan, 1982; Singh et al., 1994; Jaakkola et al., 1994;
Cassandra, 1998; Young et al., 2013; Zhang & Bareinboim, 2016; Bravo et al., 2019). In this paper,
we study policy gradient methods for finite-horizon and confounded POMDPs with continuous state
and observation spaces under the offline setting. Compared to existing literature, we consider a more
general setting where a flexible non-parametric model is used for the system dynamics of POMDPs,
and the history-dependent policy class is indexed by a finite-dimensional parameter. We establish
both statistical and computational convergence guarantees for the proposed policy gradient method
in POMDPs under the offline setting.

There are several challenges for studying policy gradient methods in confounded POMDPs under the
offline setting. First of all, in the offline data, the unobserved state variables at each decision point
are unmeasured confounders that can simultaneously affect the action, the reward and the future tran-
sition. Directly implementing standard policy gradient methods can incur bias estimation, leading
to suboptimal policies. Therefore identification is required for estimating the gradient of history-
dependent policies using the offline data. Second, when the state and observation spaces are contin-
uous, function approximation is inevitable for the gradient estimation. How to non-parametrically
and consistently estimate the policy gradient in POMDPs remains unknown. Lastly, since the policy
value to be optimized is a non-concave function with respect to the policy parameter, together with
unobserved continuous states, a global convergence for finding the optimal policy in POMDPs is
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challenging. For example, the potentially misspecified policy class cannot ensure the improvement
of the policy value by the estimated gradient towards optimality.

Our main contribution: We propose a policy gradient method in the offline setting for POMDPs
under a non-parametric model with both statistical and computational guarantees. Specifically, we
first establish a novel identification for directly estimating the gradient of any (history-dependent)
policy using the offline data, circumventing the issue of partial observability. Based on the identifi-
cation result, which leads to solving a sequence of conditional moment equations, we adopt the min-
max estimating procedure to compute the policy gradient non-parametrically using the offline data.
The estimated policy gradient is then incorporated into the gradient ascent algorithm for learning
the optimal history-dependent policy. As for theoretical contribution, we investigate the statistical
error for estimating the policy gradient at each step of our algorithm. In particular, we provide a
non-asymptotic error bound for estimating the gradient uniformly over the policy class in terms of
all key parameters. To establish the global (i.e., computational) convergence of our proposed algo-
rithm, we study the landscape of the policy value in POMDPs, and leverage the compatible function
approximation for proving the global convergence of the proposed policy learning algorithm. To the
best of our knowledge, this is the first work studying policy gradient methods for POMDPs under
the offline setting with a complete characterization of both statistical and computational errors.

2 RELATED WORK

Policy gradient in MDPs and POMDPs. There are mainly two lines of research on policy gradient
methods in Markov decision processes (MDPs). The first line focuses on off-policy policy gradient
estimation (Williams, 1992; Precup, 2000; Degris et al., 2012; Silver et al., 2014; Hanna & Stone,
2018; Liu et al., 2019; Tosatto et al., 2020; Xu et al., 2020; Kallus & Uehara, 2020; Xu et al., 2021;
Tosatto et al., 2021; Ni et al., 2022; Tosatto et al., 2022). The second line focuses on the convergence
of gradient ascent methods (Wang et al., 2019; Bhandari & Russo, 2019; Mei et al., 2020; Liu et al.,
2020; Zhang et al., 2020; Hambly et al., 2021; Agarwal et al., 2021; Xiao, 2022). Little work has
been done on the policy gradient in POMDPs. Azizzadenesheli et al. (2018) was among the first
that studied a policy gradient method in POMDPs in the online setting, where the unobserved state
at each decision point did not directly affect the action, and thus there was no confounding issue in
their setting. As a result, the gradient can be estimated by generating trajectories from the under-
lying environment. In contrast, our work, which considers POMDPs in the offline setting, meets
the significant challenge caused by the unobserved state, necessitating a more thorough analysis for
identifying the policy gradient using the offfine data. The presence of unobserved states also poses
additional challenges in demonstrating the global convergence of policy gradient methods for learn-
ing the optimal history-dependent policy. A substantial analysis is required for controlling the error
related to the growing dimension of the policy class in terms of the length of horizon.

Confounded POMDP. Employing proxy variables for identification in confounded POMDPs has
attracted great attention in recent years. For example, the identification of policy value given a sin-
gle policy has been investigated (Tennenholtz et al., 2020; Bennett & Kallus, 2021; Nair & Jiang,
2021; Shi et al., 2022; Miao et al., 2022). However, these studies are unsuitable for policy learning
because identifying all policy values within a large policy class to find the best one is computation-
ally infeasible. Another line of research focuses on policy learning in confounded POMDPs (Guo
etal., 2022; Lu et al., 2022; Wang et al., 2022). Nevertheless, these works either lack computational
algorithms (Guo et al., 2022; Lu et al., 2022) or necessitate a restrictive memorylessness assump-
tion imposed on the unmeasured confounder (Wang et al., 2022). In contrast to the aforementioned
works, we directly identify the policy gradient rather than the policy value, enabling the construction
of an efficient algorithm through gradient ascent update. Furthermore, the proposed policy iteration
algorithm circumvents the restrictive memoryless assumption imposed on the unobserved state that
is typically necessary for fitted-Q-type algorithms in POMDPs.

3 PRELIMINARIES AND NOTATIONS

We consider a finite-horizon and episodic POMDP represented by M := (S, 0, A, T, vy, { P},
{EX 1, {ri}L ), where S, O and A denote the state space, the observation space, and the action
space respectively. In this paper, both S and O are considered to be continuous, while A is finite.
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The integer T’ is set as the total length of the horizon. We use vy € A(S) to denote the distribution
of the initial state, where A(S) is a class of all probability distributions over S. Denote {P;}1_;
to be the collection of state transition kernels over S x A to S, and {&;}7_; to be the collection of
observation emission kernels over S to O. Lastly, {r;}7_; denotes the collection of reward functions,
ie,r : & x A — [—1,1] at each decision point ¢. In a POMDP, given the current (hidden) state
S; at each decision point ¢, an observation O; ~ &(- | S;) is observed. Then the agent selects an
action A, and receives a reward R; with E[R; | S; = s, A, = a] = (s, a) for every (s, a). The
system then transits to the next state Sy, according to the transition kernel P;(- | S, A:). The
corresponding directed acyclic graph (DAG) is depicted in Figure 1. Different from MDP, the state
variable S; cannot be observed in the POMDP.

In this paper, we focus on finding an optimal history-dependent policy for POMDPs. Let H; :=
(O1,A1,...,0, Ay) € Hy, where Hy = H§:1 O x A denotes the space of observable history up
to time ¢. Then at each ¢, the history-dependent policy 7, is defined as a function mapping from
O x H;_1 to A(A). Given such a policy 7 = {m; }I_,, the corresponding value is defined as

T
V(m) :=E"[> Ry | Si~ ],
t=1

where E™ is taken with respect to the distribution induced by the policy 7. We aim to develop a
policy gradient method in the offline setting to find an optimal policy 7* defined as,

*
™" € argmax V(n),

where II is a pre-specified class of all history-dependent policies. To achieve this goal, for each
decision point ¢, we consider a pre-specified class Ilg, to model 7f. A generic element of Ilg, is
denoted by 7y,, where 6; € ©; C R?:. The overall policy class is then represented by Ilg =

®th1 He,. Let 6 := vec(fy, 0z, ...,07) € © C R be the concatenation of the policy parameters
in each step, where do = Zthl de,. Similarly, we denote mp = {mp, }1_, € Ilg.

In the offline setting, an agent cannot interact with the environment but only has access to an offline
dataset generated by some behavior policy {m?}7_,. We assume that the behavior policy depends

on the unobserved state Sy, i.e., 7’ : S — A(A) for each t. We use P to denote the offline data

o . —1. . . . b
distribution and summarize the data as D := (o}, a*, 7*)"= ¥, which are N i.i.d. copies from P™ .

To find an optimal policy 7* using the offline data, the policy gradient VyV(my) =
VoE™ [Zf:l R, | S1 ~ 1] needs to be computed/estimated as an ascent direction when one is
searching over the policy parameter space O. In the vanilla policy gradient method, one can approx-
imate the optimal policy 7* via updating the policy parameter 6 iteratively for finitely many times,
i.e., at (k + 1)-th step, we can obtain #*+1) via

00D = 00 4 0 VoV (o) lg=gerr, (1)
where 7y, is a pre-specified stepsize. To implement the update rule (1), there are two main issues
in our problem: (1) estimation of the policy gradient V) () based on the offline dataset D with
function approximations and (2) the global convergence of the policy gradient method in POMDPs.
The challenge of Problem (1) lies in that the state variable S; is not observed and the policy gradient
may not be identified by the offline data. Furthermore, function approximations are needed when
both state and observation spaces are continuous. The challenge of Problem (2) originates from the
non-concavity of V(my), which requires an in-depth analysis of the underlying POMDP structure.
Additionally, the limited capacity of the policy class complicates the global convergence of gradient
ascent methods when state and observation spaces are continuous. In the following sections, we
provide a solution to address these two issues and derive a non-asymptotic upper bound on the
suboptimality gap of the output policy given by our algorithm.

Notations. Throughout this paper, we assume that [ is taken with respect to the offline distribution,
and E™ is taken with respect to distributions induced by my. Similarly, we use the notation X 1l Y
| Z when X and Y are conditionally independent given Z under the offline distribution. For any two
sequences {an 152, {bn}>2 4, an < by, denotes a,, < Cb,, for some N,C > 0 and every n > N.
If a,, < b, and b, < ay, then a,, < b,. Big O and Op are used as conventions. For any policy =
that depends on the observed data, the suboptimality gap is defined as

SubOpt(r) := V() — V(7).
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Figure 1: The directed acyclic graph of the data generating process in POMDPs, where states S
are not observed. Green arrows indicate the generation of actions via the behavior policy, while red
arrows indicate the generation through a history-dependent policy.

4 POLICY GRADIENT IDENTIFICATION

Since the state variable .S; is unobserved in POMDPs, standard off-policy gradient estimation meth-
ods developed in MDPs (Kallus & Uehara, 2020) are no longer applicable. As seen from Figure
1, S; can be regarded as a time-varying unmeasured confounder as it simultaneously confounds the
action A;, the outcome R; and the future state S;, in the offline data. Therefore ignoring the ef-
fect of .S; will lead to a biased estimation of the policy gradient. To elaborate, we take a partially
observable contextual bandit as a simple example. Under some direct calculations, we can show
that VoV(m9) = Es v, D, E[R1 Ve, 7, (a | O1) | S1, A1 = al], which implies that any vanilla
estimation procedures based on this equation are not suitable because S; is not observable - the
observable triple (A1, O1, R1) alone is not enough to estimate V)V (7). One may also think of
ignoring S7 and simply applying any standard off-policy gradient estimation method developed in
MDPs by treating O, as the state. However, it can be seen that this naive method will incur a non-
negligible bias due to E[R; | S1,01, A1 = a] # E[R; | O1, A; = a] in general. The failure of the
naive method is also demonstrated through a simulation study of a toy example (see Appendix K). It
can be seen that the naive estimator cannot converge to the true policy gradient no matter how large
the sample size would be. In contrast, the proposed estimator (introduced later) is consistent.

In the following, we present a novel identification for addressing the issue of partial observability in
POMDPs. Specifically, we develop a non-parametric identification result for estimating V) (my)
via solving a series of conditional moment equations by using the observed data generated by the
behavior policy. Such non-parametric identification results will allow general function approxima-
tions for estimating the policy gradient, which is inevitable when state and observation spaces are
continuous.

To begin with, we assume the availability of some baseline covariates, represented by Oy, that
carry some information before the decision-making process. The initial data for all individuals can
be recorded as {of N To enable the observable trajectory {Ot}tT:O for identifying the policy

n=1"
gradient, we impose Assumption 1 in the following.

Assumption 1. Under the offline distribution P, it holds that

Oo AL (Ot70t+1aRt) \ StaAthtfla Vit = 1»~~~»T~ )

Assumption 1 basically requires Oy is pre-collected before the decision process, which is mild.
Next, we rely on the existence of certain bridge functions that link the policy gradient and the offline
data distribution, which are summarized in the following assumption.

Assumption 2 (Existence of V-bridge and V'V -bridge functions). For any my € Ilg, there exist
real-valued bridge functions {b7?, : A x O x H; 1 — R}{_, and vector-valued bridge functions

by EAXO X Hyy — R9e}T | that satisfy the following conditional moment restrictions:
E[b;;?t(AtaOtaHt—l) | At;Ht—hOd = E[(Rﬂfe,, (At | OnHt—l)

+ Z bTxr/?t+1(a/;Ot+1,Ht)7T0,,(At | Ou, Hi—1) | Av, Hi—1, O], 3)
a’eA
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E[bTy(Ar, O, H—1) | Ay, Hy_y,0p) = Rﬁvam (a/, 0141, Hi)) Vo

“)
Wet(At | Oy, Hy 1 ZbVVtH a 7Ot+1>Ht)7TGt(At \ Ot,th) \ AmHttho],

where bi/r, | and b3, 1 | are set to be 0.

We refer to {b7f t}t 1 as value bridge functions, and {37y, T_ | as gradient bridge functions. Intu-
itively, the value bridge functions and gradient bridge functions can be understood as bridges that
link the value functions as well as their gradients for my with the offline distribution induced by
7% in POMDPs. Under some mild regularity conditions stated in Appendix B, one can ensure that
Assumption 2 always holds. The usage of such bridge functions for identification was first intro-
duced in the field of proximal causal inference (Miao et al., 2018; Tchetgen et al., 2020), and has
been investigated in off-policy evaluation for confounded POMDPs (Bennett & Kallus, 2021; Shi
et al., 2022; Miao et al., 2022). Here we generalize the idea along with the following completeness
assumption for identifying the policy gradient.

Assumption 3 (Completeness). For any measurable function g, : S x A X Hy—1 — R, and any
1<t<T,
E[gt(5t7 Ata Htfl) | At7 Ht717 OO] = 0

almost surely if and only if g1 (S, A¢, Hi—1) = 0 almost surely.

Assumption 3 is imposed to identify the policy gradient by using the observable {Og, H;_1 } instead
of unobservable S;. There are many commonly-used models such as exponential families (Newey &
Powell, 2003) and location-scale families (Hu & Shiu, 2018) that can ensure the completeness stated
in Assumption 3. The completeness assumption is also widely made in identification problems when
there exists unmeasured confounding (Darolles et al., 2011; Miao et al., 2018).

Intuitively, the combination of Assumption 2 and 3 implies that for each action, the confounding
effect of the unobservable state .S; on the bridge function matches the confounding effect of the
unobservable state S; on the outcome of interest, i.e., gradients of future cummulative rewards.
Hence the bridge function can be used as a good “substitute”. In addition, the bridge function
can correct the bias because it is conditionally independent of A; given S;, which allows us to
identify the policy value and policy gradient. Finally, under Assumptions 1-3, we obtain the key
identification result summarized in Theorem 1.

Theorem 1 (Policy gradient identification). Under Assumptions 1-3, for any my € Ilg, the policy
gradient and policy value for my can be identified as

VoV(mo) = E[Y by, (a,01)] and V(mg) =E[»  bif(a, 01)] 5)
acA acA

According to (5) and conditional moment restrictions (3) and (4), the policy gradient can then be
estimated from the offline dataset D. This is due to the fact that both bridge functions and conditional
moment restrictions rely solely on the observed data. In Appendix B.6, we use a generic partially
observable discrete contextual bandit to illustrate the idea of Theorem 1. This example shows that
the policy gradient can be explicitly identified as a form of matrix multiplications using observed
variables. In Appendix K, we conduct a simulation study under a partially observable discrete
contextual bandit to demonstrate the effectiveness of the proposed identification results.

In the subsequent section, we present a min-max estimation method based on (3-5) utilizing the
offline dataset D when state and observation space is continuous and 7' > 1, and describe a policy
gradient ascent algorithm grounded in the estimated policy gradient.

5 POLICY GRADIENT ESTIMATION AND OPTIMIZATION

In this section, we estimate V) (7y) based on offline data D = {o%, (0%, a?,r™)Z_;}_, and then
use a gradient ascent method with the estimated V¢V () for policy optimizatlon For the sake of
clarity, we introduce some additional variables used in Sections 5 and 6. Let Z;, := O x [-1,1] X
AXO X Hi1, Xp = AX Hi—1 x Oand W, := A x O x H;_1. Then we define three variables
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Zi € Zy, Xy € X, Wy € Wy as Zy = (Opq1, Rey Ay, O, Hy1), Xy = (A¢, Hi—1,00) and
Wi = (AtaOtaHt—l)-

Conditional moment restrictions. By Theorem 1, for each 7wy € Ilg, to estimate the policy gradi-
ent, it suffices to solve a sequence of conditional moment restrictions:

Elmy (Z; by, by,e41,0:) | X¢] = 0, and, (6)
Elmvv(Zi;byve, bvisr, byvies, 0¢) | Xe) =0,¥t =1,...,T, where @)
my () = byy(Ar, On, Hy 1) = (Re + > buera(a, Orpy, Hy))mo, (Ar | O, Hy 1),
a’'eA
mvv(') = bvv,t - (Rt + Z bV,t+1(a/70t+1,Ht))v97T€t - Z bVV,t+1(alvOt+17Ht)7ﬂ9t-
a’€A a’€eA

Equations (6) and (7) form a sequential nonparametric instrumental variables (NPIV) prob-
lem, where Z; can be regarded as an endogenous variable and X; as an instrumental vari-
able. Let by := (bgy,,bve)’ @ W, — RI*! for each t. Define m(Zs; by, biy1,0;) =
(myv (Ze;byvie, byest, byviest, 00) Ty my(Z by, byesr, 1) T 2 2 — R+ Consequently,
solving (6) and (7) is equivalent to solving

E[m(Zt;bt,bt+1,9t) | Xt] = O,Vt = 1, ,T (8)

Therefore, for any measurable f : X; — R9e+1 it holds that E[m(Z;bs, ber1,0:) " f(Xe)] =
0,vt = 1,...,7T. In this way, we are able to use the unconditional expectations rather than the
conditional one (8). Since the moment restriction holds for infinitely many unconstrained f(-)’s, a
min-max strategy with some pre-specified function classes can be employed to find a solution.

Min-max estimation procedure. Motivated by the above discussion, to solve (8), we sequen-
tially adopt the min-max estimator from Dikkala et al. (2020) that permits non-parametric function
approximation such as Reproducing Kernel Hilbert Space (RKHS), random forests, and Neural Net-

works (NN). In particular, let 3}9—0—1 = 0, we can estimate b;® sequentially for ¢ = T, ..., 1 by solving

bf* = argmin sup Wy n(b, f,07%1,70) = AN fIR 2.2 + avlble — EnlflIF0, ()

beB®)  feF®)

where W, y (b, f,ggjl,we) = %25:1 m(Z; b bfjlﬁt) (X, the spaces BY) = {b: W, —
Rdetl | p; = 0,V1 < j < Zf;i do, } are used for modeling the bridge function, and the spaces
of the test functions F*) := {f : X, — Re+! | fi € fj(t) with f; =0,V1 < j < Z:;i de,}.
In particular, .7-']@ ={f; : & = R},j=1,...,de + 1 are some user-defined function spaces such
as RKHS. Hf||?\,7272 is the empirical £2 norm defined as ||f||n 22 = (% 22;1 Hf(x?)”?z)lﬂ,
and [|b]|%,» || f]|%, denote the functional norm (see Definition D.3) of b, f associated with B®,

F® respectively. Moreover, W, N (b, f,gfj_l, m), can be understood as an empirical loss function
measuring the violation of (8). Finally, Ay, un, &v are all tuning parameters. It is worth noting
that at each iteration ¢, the first (¢ — 1) blocks of the solution b7° to (8) are all zero according
to the conditional moment restriction (4). Thus this restriction is also necessary to impose when
constructing the bridge function class B(*) and the test function class F(*) as described above.

Policy gradient estimation. After solving (9) for T' times, we obtain 3?9 and estimate the policy
gradient V)V (7y) by a plug-in estimator

N
Vavimo) = 5 U (o) (10)

n=1 acA

where /l;’feh do 18 formed by the first dg elements of the vector 371”’ The numerical results of an
instantiation can be found in Appendix L.

Policy optimization. With the estimated policy gradient, we can develop a policy gradient ascent
algorithm for learning an optimal policy, i.e., iteratively updating the policy parameter 6 via the rule

9(k+1) — H(k) + nkVQ(k)V(ﬂ'o(M)'
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Algorithm 1 summarizes the proposed policy gradient ascent algorithm for POMDP in offline RL.
More details can be found in Appendix I.1. Specifically, assuming all function classes are re-
producing kernel Hilbert spaces (RKHSs), the min-max optimization problem (9) in step 5 leads
to a quadratic concave inner maximization problem and a quadratic convex outer minimization
problem. Consequently, a closed-form solution of (9) can be obtained, as demonstrated in Ap-
pendix H. Furthermore, we can show that the computational time of Algorithm 1 is of the order
KdoN?T max{T, N}, where K is the number of iterations. The details of the derivation can be
found in Appendix 1.2.

Algorithm 1 Policy gradient ascent for POMDP in offline RL

Input: Dataset D, step sizes {1y }1, , function classes {B"}_ |, {FO}T .
1: Initialization: #(9) € Rde
2: for k from 0 to K —Alﬂdo
3: Initialization: Let Te_f_kl) =0 € R+l

for t from T to 1 do

4:

5: Solve the optimization problem (9) by plugging in Z?j(f) , Mok for 5:9(’” .
6:  end for .

7:  Let b1,91(2(_) be the vector formed by the first dg elements of b; *".

8:  Compute VQ(k)/]}-(\ﬂ'e(k)) =+ ZnNzl[ZaeAgﬁffge (a, o)] and update .

9:  Update 1) = () UkV(a(m/V(\We(w )-
10: end for

Olltpllt: T~ UIlif({’lTago) };T:l, {'/TOEL) }tT:h ceey {77951(71) };T:l).

6 THEORETICAL RESULTS

This section studies theoretical performance of the proposed algorithm in finding 7*. We show that,
given the output 7 from Algorithm 1, under proper assumptions, the suboptimality SubOpt(7) =
V(n*) — V() converges to 0 as the sample size N — oo and the number of iterations K — oco. In
particular, we provide a non-asymptotic upper bound on the suboptimality SubOpt(7) that depends
on N and K. The suboptimality consists of two terms: the statistical error for estimating the policy
gradient at each iteration and the optimization error for implementing the gradient ascent algorithm.

6.1 STATISTICAL ERROR FOR POLICY GRADIENT

To begin with, we impose the following assumption for analyzing the statistical error.

Assumption 4. The following conditions hold.
P % (Se,Hi—1)

7 (Se,Hi1)7h(Ae|St)

pr (-, ) denotes the density function of the marginal distribution of (St, Hi—1) following .

(b) (Richness of B = {BWYL_|). Foranyt = 1,...T, § € ©, and by,1 € B, there exists

by € B®) depending on by.1 and 6 such that the conditional moment equation (8) is satisfied.

(c) (Richness of F = {FOVL_ ). Foranyt =1,...,T, 0 € ©, by, € B4, b, € BY, we have

E[m(Zs; bs,bi11,60:) | Xi) € FO. Forany f € FO, we haverf € FO Vr € [-1,1],

(d) (Uniform boundness of {BU Y} and {FW}L_,). There exist constants M > 0 and Mz > 0

such that for any t = 1,...,T, sup,, p, . | >, bt(a, 0, he—1)|¢2 < Mp for every by € B®, and

that sup,, || f(z¢)|lez < M for every f € F®).

(e) There exists a constant G < oo such that sup; g, ,,.

)2})% < oo where

(a) (Full coverage). Crv := Supyco maXtZL__,T(E"b[(

Ve logm, (ar | ot, he—1)[[e= < G.

ogshe—1

Assumption 4(a) is a commonly-made full coverage assumption in offline RL (Chen & Jiang, 2019;
Xie & Jiang, 2020). It essentially requires that the offline distribution P can calibrate the distri-
bution P™ induced by 7y for all §. See Appendix B.4 for more discussions on Assumption 4(a).
Assumption 4(b) requires that B(*) is sufficiently large such that there is no model misspecification
error when solving the conditional moment restriction (8). It is often called Bellman closedness
in the MDP setting (Xie et al., 2021). Assumption 4(c) requires that the testing function classes
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{F®}T_ are large enough to capture the projection of m(Z;; by, by 41, 0;) onto the space X;. Un-
der this assumption, solving the min-max (9) is equivalent to minimizing £> (EQ,P”b)-norm (see
Definition D.4) of E[m(Z;; b;, b7, 0;) | X¢], which provides the projected residual mean squared
error (RMSE) of the min-max estimator by’ returned by (9). See Dikkala et al. (2020) for more
details. Assumptions 4(d)-(e) are two mild technical conditions, which can be easily satisfied.
Next, we present the finite-sample error bound on the statistical error for policy gradient uniformly
over all § € ©. All required lemmas and a complete proof are provided in Appendix F.

Theorem 2 (Policy gradient estimation error). Under Assumptions 1-4, for some constant ¢; > 0,
with probability at least 1 — ( it holds that

. 5 1 T ]:,B
Sug IVeV(70) — VoV (79)|| 2 STmaxCﬂ-bTQMBM]:d@\/ og(c1 /]ET)V( )7 (11)
€

where Tmax is a measure of ill-posedness (See Definition D.1), and ~v(F, B) measures the complexity
of user-defined bridge function classes and test function classes and is independent of T, dg, N.

As seen from Theorem 2, the estimation error achieves an optimal statistical convergence rate in
the sense that supyce ||VoV(m9) — VoV (m9)||i2 = Op(1/V/N). The ill-posedness measure Tyax

quantifies how hard to obtain RMSE from the projected RMSE of b;°. It is commonly used in the
literature of conditional moment restrictions (e.g., Chen & Pouzo (2012)). The term dg comes from
the dimension of the target parameter (i.e., policy gradient) and a need for an upper bound uniformly
over f§ € ©. The upper bound M can be understood as the size of gradient that scales with 72 as

discussed in Appendix B. The term ~(F, B) can be quantified by VC-dimension or metric entropy

of the user-defined function classes. For example, when {F. ;t)}?iﬂfl, {By)}?iﬂfl are all linear

function classes. i.e. B§t) = {¢;+(")Tw : w € R} and ]:;t) = {¢;+()Tw : w € R}, then

~v(B,F) =< d. When {]—'j(t)}?iﬁfl, {B§.t) }?2;“151 are all general RKHS, then v(F, B) is quantified
by the speed of eigen-decay for RKHS. More results for v(F, B) are provided in Appendix C.

6.2 SUBOPTIMALITY

We then investigate the computational error of the proposed algorithm and establish a non-
asymptotic upper bound on the suboptimality of 7. Firstly, we present the following assumption.

Assumption 5. The following conditions hold.

(a) (B-smoothness). For 1 <t < T and any a; € A,0; € O, h,_1 € H;_1, there exists a constant
B > 0, such that ||V, log g, (at | 0¢, hi—1) — Vg, log mg; (as | 01, he—1)lez < B]|0r — 0|2

(b) (Positive definiteness of Fisher information matrix). For eacht = 1,...,T and any 0 € O, let
Fy(0) := E™ [V, log g, (As | Oy, Hi_1)Ve, logme, (As | O, Hy_1) "], then the matrix Fy(0) —
p - Lae, is positive semidefinite for some positive constant fu.

(¢) (L-smoothness). V(my) is L-smooth with respect to 0 as per Definition D.6 in Appendix D.

Assumption 5(a) is satisfied by a wide range of policy classes. For example, the well-known log-
linear policy classes satisfy Assumption 5(a) (see remark 6.7 of Agarwal et al. (2021)). The positive
definiteness of F;(6) in Assumption 5(b) is also commonly used in the literature related to the
(natural) policy gradient methods. See Appendix B.5 for more discussion. Assumption 5(c) is
satisfied if Assumption 4(e) holds in our setting. Indeed, L scales with T in the POMDP setting.
See Appendix B for further discussion.

Next, we provide a non-asymptotic upper bound for SubOpt(7) in terms of all key parameters.
Theorem 3 (Suboptimality). Under Assumptions 1-5, with probability at least 1 —(, for some ¢ > 0,

we have
1+ )Vde 1 log(cT/C)
L) — < M K/ ¥ P dlb - 5.5
V(o) = max  V(mpo) S e M)TmaxCﬂbT do\| —x—
optimization error statistical error
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d%® log(cT'/¢)

1
1 - /K 2 02 T9.5
+( + /L) TmaxY b N

Jrgapproa:» (12)

compound error between statistical and optimization errors

where qpproq 15 defined in Definition D.2 in Appendix D, which is used to measure the expressive
power of policy class in finding the optimal policy. In particular, when K < N, we have
1 1 1.vde

SubOpt(7) = Op((1 + ;)TgmcfrbT9-5czg5 log(T)ﬁ + (1 + ;)WT“’) + Eapproa-

According to Theorem 3, we have an upper bound on the suboptimality gap in terms of sta-
tistical error, optimization error and an approximation error. As we can see, SubOpt(7) =
O p(\/% + #) + Eapproz> Which matches the existing result in MDPs (Theorem 3 of Xu et al.

(2021)). In Appendix B.7, we further discuss how finding a history-dependent optimal policy in
our confounded POMDP setting affects the suboptimality and computational time of the proposed
algorithm compared with that in the standard MDP setting.

7 NUMERICAL RESULTS

We evaluate the performance of Algorithm 1 by conducting a simulation study using RKHS en-
dowed with a Gaussian kernel. Details of of the simulation setup can be found in Appendix L.
Figure 2 summarizes the performance of three methods: the proposed method, the naive method
and behavioral cloning. According to Figure 2, the proposed method can find the in-class optimal
policy, since the proposed policy gradient estimation procedure has uniformly good performance
over the policy class. Consequently, at each iteration, the proposed policy gradient estimator can be
sufficiently close to the true policy gradient and find the correct update direction in the optimization
step. In contrast, the naive method cannot achieve the in-class optimal policy no matter how large the
number K of iterations is, because there exists an irreducible bias in the policy gradient estimation
at each iteration. Furthermore, the performance of behavior cloning is significantly worse than the
proposed algorithm, since the behavior cloning only clones the behavior policy that generates data
instead of finding the optimal actions. This demonstrates the superior performance of our method in
finding an optimal policy in the confounded POMDP.

Performance comparisons, N = 10000, K = 60

08 e T e A

p
0.6 /
/ Gradint ascent with true gradient
al a

I value using states

0.4 /

Policy Value

0.2

0.0

0 10 20 30 40 50 60
Iteration k

Figure 2: Policy values versus iterations under different methods.

8 DISCUSSION AND LIMITATIONS

In this paper, we propose the first policy gradient method for POMDPs in the offline setting. Under
some technical conditions, we establish a non-asymptotic upper bound on suboptimality, which is
polynomial in all key parameters. There are several promising directions for future research. For
example, it will be interesting to study if our suboptimality bound is minimax optimal and explore
more efficient algorithms under the current setting. In addition, by leveraging the idea of pessimism,
one may develop an algorithm by only requiring the partial coverage, relaxing Assumption 4(a).
Lastly, applying the proposed algorithm in practical RL problems with unobserved state variables
could be intriguing.
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A LIST OF NOTATIONS

Table 1: List of notations

Notations Descriptions
M an episodic POMDP
T length of horizon
S;es unobserved state at stage ¢ and state space
0:€0 observed variable at stage ¢ and space of observation
Are A action at stage ¢ and discrete action space
7zt distribution of the initial state
{P}L, collection of state transition kernels over S x Ato S
{&3E, collection of observation emission kernels over S to O
{redi, collection of reward functions, i.e. 1 : S x A — [—1,1]
Ht hiStOI'y (Ol,Al,...,Ot,At)

™= {Wt}tT:1
= {Wf}tTﬂ
7o = {mo, }—
de
ET(
E
V(m)
D
XUY|Z
by, b,

T e
by Oy

bv ¢ an element in the value-bridge function class
byv,t an element in the gradient-bridge function class
by concatenation of by v+ and by
f an element in the test function class
m moment function defined in (8)
Zy argument of m, defined as (O 1, Ry, At, Oy, Hi—1)
W, argument of by, defined as (A, Oy, Hy_1)
X, argument of f, defined as (A4, Hi—1, Op)
B® the bridge function class
F® the test function class
I fl2.2 population £? norm, defined as (E . ||h(X)||%2)1/2
| fll 2,2 empirical £? norm, defined as (% 25:1 IIf (zn) ||§2
16]| g a function norm associated with B(*)
£l 7 a function norm associated with F(*)
Uy N empirical loss function in (9)
VoV (m9) estimated policy gradient of §
k) the policy parameter at the k£ — th iteration in gradient ascent
Nk step size of gradient ascent
T the output policy
AN, NS EN tunning parameters in (9)
b concentratability coefficient defined in Assumption 4
Tmax a measure of ill-posedness defined in D.1
Mp, Mx the upper bounds for bridge & test function classes (Assumption 4)
~v(F,B) a complexity measure of bridge & test function classes
u the smallest eigenvalue of Fisher information matrix (Assumption 5)
K number of iterations in gradient ascent
Eapprox transferred compatible function approximation error (Definition D.2)

a history-dependent policy
the behaviour policy
a parameterized policy
dimension of policy parameter space
expectation w.r.t. the distribution induced by any policy 7
expectation taken w.r.t. offline distribution

policy value of 7 defined as E™ [Ele R: | S1 ~ 1]
offline data {of}, (o}, af’, ") {_; }nly
X and Y are conditionally independent given Z
true and estimated value-bridge functions at ¢

true and estimated gradient-bridge functions at ¢
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B FURTHER DISCUSSIONS

B.1 EXISTENCE OF BRIDGE FUNCTIONS

In this section, we discuss sufficient conditions for Assumption 2. Assumption 2 is about the exis-
tence of solutions to a sequence of linear integral equations. A rigorous study on this problem is to
utilize tools from singular value decomposition in functional analysis (Kress et al., 1989). Specifi-
cally, we present the following result from Kress et al. (1989).

Lemma 1 (Theorem 15.16 in Kress et al. (1989)). Given Hilbert spaces Hy and Hs, a compact
operator K : Hy — Hs and its adjoint operator K* : Hy — H1, there exists a singular system

(An, ©n, wn):z of K with nonzero singular values {\,} and orthogonal sequences {p, € H;}
and {1, € Ha} such that
K(pn = )\nwn7 K*wn = An@n-

Lemma 2 (Theorem 15.18 in Kress et al. (1989)). Given Hilbert spaces H1 and Hs, a compact
operator K : Hy — Hs and its adjoint operator K* : Ho — H, there exists a singular sys-
tem (N, v, ), of K, with singular values {)\,} and orthogonal sequences {¢,} C H, and
{tv} C Ha such that K¢, = A3, and K*, = A\,¢p,. Given g € Ho, the Fredholm integral
equation of the first kind Kh = g is solvable if and only if

(a) g € Ker (K*)" and
(b) 00 N2 (g, 9,)|> < 0o where Ker (K*) = {h : K*h = 0} is the null space of K*, and +
denotes the orthogonal complement to a set.

We then present the following sufficient conditions for the existence of bridge functions.

For a probability measure function y, let £2{(z)} denote the space of all squared integrable func-
tions of x with respect to measure p(z), which is a Hilbert space endowed with the inner product
(91,92) = [ 91(2)g2(x)dp(z). For all ay, hy—_1, t, define the following operator
Kayhovst L2 {p0y a1, 1 (00 | ag,he—1)} = L7 {puog|a,, 1, (00 | @z, he—1)}
hi— E{h (O, A, Hi—1) | Og = 00, Ay = ag, Hy 1 = hy—1},
and its adjoint operator
K;t,ht—l;t :‘62 {/“LOO|At,Ht—1(OO | Qt, ht—l)} — £2 {/’('Ot|At,Ht,1(Ot | Qat, ht—l)}
g E{g (O, At = ay, Hy 1) | Oy = 04, Ay = ag, Hy 1 = hy 1}
Assumption 6 (Completeness). . For any measurable function g; : O x A x Hy—1 — R, and any
1<t<T,
E[g: (Oo, At, Hi—1) | Og, Ay, Hi 1] =0
almost surely if and only if g; (O, At, He—1) = 0 almost surely.
Assumption 7 (Regularities Assumptions). For any O, = 09, Oy = 0y, Ay = ay, H—1 = hy_1 and
1<t <T,
(@) [Joxo foi100,A0,H, 1 (06 | 00,08, he—1)fogi04,4, 1,y (00 | O, as, hy—1)dw dz < oo, where
f0.100,A:,H,_, and foy|0,,A,,H,_, are conditional density functions.
(b) For any uniformly bounded g1, 92,93 : O x Hy = R, § € O,

/ [E{(R: + g1 (Or11, Hy))mo, (Ar | Or, Hi—1) | Op = 00, Ay = ag, Hi—1 = hy_1}] (13)
o

foola,,H,_1(00 | g, hy—1)dog < oo.
and
/ [E{(Rt + g2 (Os41, Ht))(Vomo, (At | Oty Hi—1))i + 92(Osq1, Hy)mo, (As | O, He—1)
o

| Op =00, At = as, Hi—1 = ht,l}}2foo‘At7HFl(00 | at, hi—1)dog < oo, foreachi =1, ...,do

(c) There exists a singular decomposition (Aat’ht—lﬁﬂj? Day hi 1t Z/]at,ht—li,t?l’)zozl of Koy hy 15t
such that for all uniformly bounded g1,g2,93 : O x H; - R, 0 € ©

> A i (E{(Re + g1 (Ors1, Hy))mo, (At | Oy, Hy ) 14
v=1

2
| O =00, At = ay, Hi—1 = hy—1} ,¢at,ht,1;t;u>’ < 00.
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and

o0

S N WE{(Re + g2 (Opir, Hy))(Vomo, (At | Op, Hy—1))i + g2(Oryr, He)o,

v=1

2 .
(A | Oy, Hy—1) | Og = 00, Ay = ag, He—1 = hy—1} ,Vay hy_yew)|” < 00, foreachi =1, ..., de.

Next, we prove that completeness (Assumption 6) and regularities (Assumption 7) are sufficient
conditions for the existence of bridge functions that satisfy Assumption 2.

Proof. Fort =T, ...,1, by Assumption 7(a), K, n, ,: is a compact operator for each (a;, hy—1) €
A x Hy—1 (Example 2.3 in Carrasco et al. (2007)), so there exists a singular value system stated in

at,hi—15t

Assumption 7(c) according to Lemma 1. Then by Assumption 3, we have Ker (K * ) =

0, since for any g € Ker (K:t,ht_l;t)* we have, by the definition of Ker, K , .9 =

Elg(Og, A¢, Hi—1) | O, Ay = ay, Hi—1 = hy—1] = 0, which implies that ¢ = 0 a.s.. There-
1

fore Ker (K;t,htfl;t) = 0 and Ker (K;t,ht,l;t) = L? (MOO‘AmHt—l(OO | at,ht_l)). Conse-

quently, by Assumption 7(b), all the terms on the right-hand side of equations (3)(4) are actually in

Ker (K*

- for every a; € A,hy_1 € H;_1. Therefore condition (a) in Lemma 2 has been

verified. Further, condition (b) in Lemma 2 is also satisfied according to Assumption 7(c). There-
fore, all the conditions in Lemma 2 are satisfied by recursively applying the above argument from
t =T tot = 1, which ensures the existence of solutions to the linear integral equations (3)(4). [

B.2 SCALE OF Mp.

In this section, we discuss the scale of Mg which is the upper bound for the bridge function classes.
We first consider the scale of b}/,. We notice that for every ¢ and any 6, we need to find a solution
by, that satisfies

Elbv,(A¢, O, Hi—1) | O, Ay, Hi—1] = E[(R; + ZbV,t+1(a70t+1;Ht))7T9t | Oo, Ay, Hy—1].

Now we consider the solution b’{;”t. In particular, according to the proofs for identification in Ap-
pendix E, at t =T, we have

E(Y " bys(a,Or, Hr—1) | Oo, Hp—1] = B[Ry | Op, Hr1].

a

Since [R7| < 1, we need to guarantee [E[>_, b’y (a, Or, Hr—1) | Oo, Hr—1]| < 1. To this end,
a sufficient condition should be set as || >, by’ (a, O, Hr—1)[loc < 1. Similarly, for each ¢, we
have

T
\E[Z bye(a,0 Hi1) | O, Hi—1]| < |E[Z R;j|Og,Hi ]| <T—t+1 (15)

Jj=t

Therefore, a sufficient condition should be setas || Y~ by,+(a, O¢, Hi—1) | Oo, Hi—1]||oo < T—t+1.
Therefore the upper bound for the value bridge function class should scale with 7T'.

Next, we consider b3y, ,. According to equation (169) in the proof of identification result, we have

E ZbgeV,t(aaoth—l) | S¢, Hi—1

:ZE[RtVMot(a | Oy, He—1) | St, Hi—1, Ay = ]

18
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+ZE ZbVVtJrl (a,Opy1, Hy)mg, (a | Op, Hy—1) | Sty He—1, Ay = a

+ZE ZthJrl a »Ot+1,Ht)V67Te,,(a | Othtfl) | Se,Hi—1,Ar = a

=) E [Rm (a| Oy, Hy—1)Velogme,(a| Oy, Hy_1) | S, Hi—1, A, = a (16)

+ZE ZbVVt+1 a a0t+1aHt)7T0t(a | Oy, Hi—1) | St Hi—1, Ar = a

-I-ZE Zb?}’tﬂ(a’,OtH,Ht)mt(a | Oy, Hi—1)Vologmg,(a | Oy, Hi—1) | St, Hi—1,Ar = a

At t, we notice that ) g, (a | Oy, Hi—y) = 1 for each (O, H;_1). In addition, we have
|[log g, (a | O, Hi—1)|l¢= < G by Assumption 4(e). Therefore, we have a relationship that

T T
I | > 0%ye(a, O Heo1) | St Heo | lle= < G (14 b5 llec) =G (T = k+1)
a k=t

a7

Therefore, a sufficient condition on 3, b3y, (a, O, Hy—1) should be

sup IIZb%t a, 00, he1)|le~ < G(T — t+1)?
Ot Nt —1
. Furthermore, since || - ||g= < || - ||¢2, a sufficient condition on the norm || - |42 could also be

SUP,, 1y, 112 b@"vﬁt(a,ot, hi—1)|lee < G(T —t +1)%

Recall that My denotes the uniform upper bound over all ¢, therefore My scales with 72 under our
settings.

B.3 SCALEOF L

In this section, we consider the scale of the Lipschitz constant L such that

IVoV(m9) = Vo V(o) < LIIO — 0]

It suffices to consider the upper bound of the scale of the Hessian matrix of V(mg): supy || Va3V (7).
We adopt the result from Proposition 5.2 in Xu et al. (2020) in the MDPs settings. The key to their
proof is that Vg log pr, (1) = Zle Vi log mg, where T denotes the trajectory generated according
to mg. This result also holds under the POMDP settings by adding the unobserved s; and history
h;—1. See equation (148) for verification. Consequently, following the proof of Proposition 5.2 in Xu
et al. (2020), we get supy || V3V(mg)| scales with G*T" where G := sup, ,, Vo log m(az |

04, hi_1)||¢> scales with /T in our settings. Therefore, we have that L scales with 7.

ot,hi—1

B.4 ASSUMPTION 4(A)

Assumption 4(a) requires that the offline distribution P can calibrate the distribution P™ induced
by 7y for all #, which might not be satisfied in some practical scenarios. In the following, we discuss
on practical scenarios where this assumption is not satisfied and propose a potential way to address
this concern.

In certain real-world applications, such as the sequential multiple assignment randomized trials
(SMART) designed to build optimal adaptive interventions, the assumption of full coverage is usu-
ally satisfied. This is because data collection in these trials is typically randomized, ensuring a
comprehensive representation by the behavior policy. However, we note that in domains such as
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electronic medical records, meeting the full coverage assumption may pose challenges due to ethi-
cal or logistical constraints.

To address scenarios where the full coverage assumption might not hold, we could incorporate the
principle of pessimism into our approach. This involves penalizing state-action pairs that are rarely
visited under the offline distribution. The idea of incorporating pessimism has been widely used
in the offline RL literature for MDPs. For example, a practical implementation of this idea can
be adapted from Zhan et al. (2022), where a regularity term is added to the objective function to
measure the discrepancy between the policy of interest and the behavior policy. By identifying and
estimating the gradient of this modified objective function, we could potentially provide an upper
bound on suboptimality and maintain a similar theoretical result by only assuming partial coverage,

i.e.
T
C™" := max (Ewb[( 5 P (St)Hbtil)
t=1,..,T Py (St He—1)mi (Ar | St)

This partial coverage assumption only needs that the offline distribution P can calibrate the distri-
bution P™¢* induced by the in-class optimal policy, which is a milder condition compared to the full
coverage assumption.

)2))% < co.

B.5 ASSUMPTION 5(C)

Policies that satisfy Assumption 5(c) are named Fisher-non-degenerate policies in the field of (natu-
ral) policy gradient. This assumption was assumed originally in the pioneering works on the natural
policy gradient and the natural actor-critic method. See for example Kakade (2001); Peters & Schaal
(2008a); Bhatnagar et al. (2009). Recently, there is also a line of work studying the policy gradient-
based algorithms by assuming Fisher-non-degenerate policies. See for example Zhang et al. (2020);
Liu et al. (2020); Xu et al. (2021); Ding et al. (2022); Masiha et al. (2022); Yuan et al. (2022);
Fatkhullin et al. (2023). We summarize common policy classes that satisfy this assumption: the
Gaussian policies with a full row rank feature map, a subclass of neural net mean parametrization,
full-rank exponential family distributions with a parametrized mean, etc. For more examples, we
direct you to section 8 of Ding et al. (2022), section B.2 of Liu et al. (2020), and Appendix B of
Fatkhullin et al. (2023).

B.6 AN EXPLICIT FORM OF THE IDENTIFICATION RESULT FOR TABULAR CASES

We present a specific identification result here by taking a generic partially observable discrete con-
textual bandit (i.e., single stage, finite state/action spaces) as an illustrative example, which provides
an explicit substantiation of Theorem 1. We first introduce some additional notations. For random
variables X, Y taking values on {1, ..., T, } and {y1, ..., yn }, we use P(X | Y') to denote a m x n

matrix with P; ;(X | Y) := p (X =2; | Y = y;). Also, P(X) denotes a column vector with

P;(X) := p™ (X = ;). MT is used to denote the Moore-Penrose inverse of a matrix M. Then we
have the following identification results. The proof can be adapted directly from Appendix E.1.1. of
Shi et al. (2022).

Example 1. In a partially observable discrete contextual bandit, if rank(P(O; | S1)) = |S| and
rank(P(Og | S1)) = |S|, then under Assumption 1, the following results hold:

VoV(me) = Z r1Vomg(ay | 01)P(r1,01 | Oo,a1)P(Oy | Og,a1)'P(Oy) (18)

a1,01,71

In particular, let BY,, | (a, O1) be a dg x |O| matrix storing the gradient bridge value, then we have

BYy1(a,01) = Y r1Vems(a| 01)P(r1,01 | Op,a)P(O1 | Op,a)'. (19)

01,71

As a special case, Example 1 shows that the policy gradient can be explicitly identified as a form
of matrix multiplications using observed variables in a discrete contextual bandit. We note that
rank(P(O1 | S1)) = |S], rank(P(Og | S1)) = |S| are sufficient conditions for guaranteeing
Assumptions 2, 3 in this case. They imply that Oy, Oy carry sufficient information about S; under
the offline distribution and that the linear systems (discrete versions of linear integral operators
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(3)(4) have solutions. Under the given assumptions, the term Esl p”b (r1,01 | 1, al)p“b (s1) inside

b b .
VoV = Zrhahohsl r1p™ (r1,01 | s1,a1)Vemg(ar | 01)p™ (s1) can be expressed into a term
that only involves observable variables.

B.7 INCREASED COMPLEXITY DUE TO HISTORY-DEPENDENT POLICIES IN POMDPs

In this section, we discuss how the inclusion of history impacts the complexity of policy gradient
ascent for confounded POMDPs under offline settings across statistical, optimization, and computa-
tional aspects. Specifically, we illustrate this with the example of a log-linear policy:

7o, (ar | o, hi—1) o< exp(8] ¢ilar, op, hi—1)).

Statistical Aspect. In terms of statistical estimation, we examine the upper bound presented in
Theorem 2 for the policy gradient estimation error. First, the dimension of the policy space dg
implicitly depends on T'. At each step ¢, ¢, is a feature map from a space of dimension ¢|.A|dim(O)
to a space of dimension dg,. To preserve information adequately, it’s reasonable to assume that dg,
grows with ¢. In contrast, in MDP settings, a fixed dg, assumption may suffice for all ¢. Second, the
function classes for the bridge functions and test functions should also be rich enough because they
are functions of histories that scale with ¢ at each stage ¢. Therefore the complexity of the function
classes v(F,B) also grows when the number of stages 7" increases. These factors collectively
contribute to the complexity of estimation when dealing with history-dependent policies.

Optimization Aspect. We discuss the assumptions in Section 6.2, which mainly affects the
complexity in the optimization aspect. Regarding Assumption 5(a), when ¢;(as, o, hi—1)
is in a compact region with |¢¢(as, 06, hi—1)|le, < B, it is straightforward to show that
Vo, log ma, (ar | 01, hi—1) — Vi, log g, (ar | 01, he—1)||,, < B0 — 6;]l,2. This assures that
the Lipschitz constant remains unaffected by the historical dependence. Assumption 5(b) requires
the positive definiteness of the Fisher information matrix, where the constant x4 implicitly depends
on the number of stage T". Intuitively, obtaining a large ;«+ becomes more challenging in the con-
text of history-dependent policies due to the high dimensionality of the history space. A potential
approach to mitigate this challenge involves mapping the history to a lower-dimensional space that
retains sufficient information. For Assumption 5(c), the scale of the constant L increases when con-
sidering history, compared to the standard MDP settings. See Appendix B.3 for more details. It’s
evident that the historical dependence amplifies the complexity through Assumptions 5(b) and 5(c).
Furthermore, the dimension of the parameter space dg, implicitly depending on 7', heightens the
challenge of gradient ascent for the same reasons elucidated in the statistical aspect.

Computational Aspect. We focus on the analysis of the computational complexity of Algo-
rithm 1 using RKHSs, Gaussian kernels, and log-linear policies, yielding a time complexity of
O(KdeN?T max{T,N}). See Appendix 1.2 for more details. Compared to the standard MDP
settings, the introduction of history-dependence primarily increases the computational complexities
in two steps: the evaluation of the empirical kernel matrix to derive the closed-form solution for the
min-max optimization problem (9) and the update of the policy parameter. For the empirical kernel
matrix evaluation, kernel functions must be computed in the history space, a task that scales with 7T'.
Furthermore, we need dg operations to update each coordinate, where dg implicitly depends on 7.

C FURTHER RESULTS RELATED TO THEOREM 2

In this section, we present two examples of Theorem 2. In particular, we consider the case when all
the related function classes are VC subgraphs, which is commonly considered in parametric settings.
For example, the finite-dimensional linear function classes with dimension d has a VC-dimension
d+1. Additionally, we study the case when all the function classes are RKHSs, which are commonly
used in nonparametric estimation.

Before we present the main result, two more assumptions are considered. Assumption 8 is a Lips-
chitz assumption imposed on the policy space. The commonly-used log-linear policy class satisfies
this condition. See C.3.3 in Zanette et al. (2021). Assumption 8 is a technical assumption that
allows us to conveniently express the upper bound in terms of the dimension for parameter space
rather than the complexity of policy space. Assumption 9 is an eigen-decay assumption imposed for
the RKHSs. Intuitively, the eigen-decay rate measures the size of an RKHS.
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Then we have the following two main results. The proofs and more details are provided in Appendix
F.

Theorem 4 (Policy gradient estimation error with VC dimension). Under Assumptions 1, 2, 3, 4, 8,
with probability at least 1 — ( it holds that

log (T'/¢) v(F, B) log N

s [700 () - )|, Cormmetrtr £ T

6ee
(t) de+1,T (t) de+1,T
where (B, F) denotes max {V(]—“j )} , {V(Bj )} .
j=1,t=1 : j=1,t=1
Theorem 5 (Policy gradient estimation error in RKHSs). Under Assumptions 1, 2, 3, 4, 8, 9, with
probability at least 1 — ( it holds that

—

sup [|[VoV (7o) — VoV (7o) ||e2
6cO

(20)
. _ 1
SCrv Tmax MM ph(de) T \/log (1 T/¢) log NN - 2Txi/es s 1 emind
120K 1+2amax
2F¥1/a Pv—
where h(de) = max{de,dg "7 ,dg /""" }. Here amax = max{Qgy, AKg vy OKg gy )
Qmin = Min{ary, Oxg s Ukg vy | defined in Assumption 9 measure the eigen-decay rates of

RKHSs.

D DEFINITIONS AND AUXILIARY LEMMAS

In this section, we list some definitions and auxiliary lemmas.

Definition D.1 (Measure of ill-posedness). At each t, given the bridge function class B®), the mea-
sure of ill-posedness is defined as

= sup W)l
pves® [EDW:) | X l|2,2

Let Tiax = maxi—1.7 Tt be the maximum of the measure of ill-posedness across T' decision points.

21

The following definition is adapted from Liu et al. (2020); Ding et al. (2022); Yuan et al. (2022);
Fatkhullin et al. (2023) in our POMDP settings. The transferred compatible function approximation
EITOT € gpproq 18 Used to measure the expressive power of the policy class. It becomes small when the
space of the policy parameter increases (Wang et al., 2019; Liu et al., 2020).

Definition D.2 (Transferred compatible function approximation error). The transferred compatible
Sfunction approximation error € gppyo. is defined as
T

sugz (]E”“’* [(Afe (Ay, 04, Sy, Hy 1) — w;(0) " Ve, log g, (Ay | Ot,Ht,l))QD )
€9 4=1

Nl

where AJ? is the advantage function defined in Definition D.7, and w} () € R9®: is defined as
arg minwt E™e I:(A?e (At, Ot, St, Ht—l) — U};FVQt log o, (At | Ot, Ht—l))2:| .

Definition D.3 (Functional norm associated with vector-valued function class). For any vector-
valued function class H = {h : R — R% | h = (hy,...,ha,) ", h; € H;,V1 < j < do}, a
Sunctional norm || - || associated with M is defined as ||h||x = (2;12:1

a functional norm associated with H ;.

1 .
1h;1I3,,) % where | - [l3, is

Definition D.4 (£2(¢2, P’ )-norm). For any vector-valued function h € H, the population L* norm

with respect to P™" is defined as |hll2,2 = ||h||£2(£2’]}»ﬂ.b) = (E o||R(X)||%)Y2 When h is

X ~P7
real-valued, we use notations ||h||2 for simplicity.

Lemma 3 (Policy gradient in POMDPs). For any my € Ilg, we have

T t

VoV(mg) =E™ |> R, Y Vglogmy, (A; | 05, Hj )|, (22)

t=1  j=1
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where Vg logmy, (a; | o, hi—1) is a do-dimensional vector with only non-zero elements in its t-th
block for every t.

Lemma 4 (Theorem 14.1 in Wainwright (2019)). Given a star-shaped and b-uniformly bounded
function class F, let 6,, be any positive solution of the inequality

62

Then for any t > 6, we have

1 t2
A2 = IF1I5] < 517115 + 5 forallfeF

n_

2
with probability at least 1 — c1e” “*+v2. Here
Rn(8;F).
denotes the localized population Rademacher complexity.

The following lemma is a generalization of lemma 4 when f is a vector-valued function. The idea is
to incorporate a contraction inequality from Maurer (2016) for the vector-valued function. The rest
proof is adapted from Wainwright (2019).

Lemma 5. Given a star-shaped and 1-uniformly bounded function class F, let 8,, be any positive
solution of the inequality o
Rn(0; F i) < 62

forany k =1,...,d. Then for any t > 6,, we have

dt?

1
£ 1522 = I152] < 5152+ = forall f€F (23)

with probability at least 1 — 016’02’”2. Here
Ru(6; F |k)-
denotes the localized population Rademacher complexity of the projection of F on its k—th coordi-

nate.

Definition D.5 (Star convex hull of H). For a function class H, we define star(H) := {rh : h €
H,r € [0,1]}.

Lemma 6 (Lemma 11 of Foster & Syrgkanis (2019)). Consider a function class F, with

supser || fllo < 1, and pick any f* € F. Let 52 > w be any solution to the
inequalities:

vt e {1,...,d}: R(&,star (F|, — f})) < 6%

Moreover, assume that the loss € is L-Lipschitz in its first argument with respect to the s norm. Then
for some universal constants cs, cg, with probability 1 — c5 exp (q;néfl),

[Po (L5 = Lye) = P(Ly — £4)] < 18Ld6, {|If = f'llyp+ 0}, VS EF.
Definition D.6 (L-smoothness). A continuously differentiable function f : R™ — R is L-smooth if

V f is L-Lipschitz, i.e., for all z,y € domain(f),, it holds that |V f(x) =V f()|lez < L ||z —y|e2.
Lemma 7 (Ascent Lemma). Ifthe function f : D — R is L-smooth over a set X C D, then for any
(z,y) € X :
L
fy) = @)+ (Vf(2),y —2) = Sy — =[5

Definition D.7. Let the value function V and the action-value function Q of a policy my € Ilg be
defined as
T

Vi (01, 51, he—1) = E™ > R; | Or = 04, Sy = 84, Hy_1 = he 1], (24)

=t
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and
T

Q7 (ar, 01, 5¢,hy—1) = E™ [Z R;j | Ay = a1, 0p = 04, Sy = 8¢, Hi1 = hy—1]. (25)
=t

Then the advantage function A is defined as

AT (at, 06, 8¢, he—1) = Q7 (a, 04, 8¢, he—1) — V" (04, 8¢, he—1). (26)

Lemma 8 (Performance difference lemma for POMDP). For any two policies g, 7o € llg, it

holds that
T

V(me) — V(mer) = ZEM [AF” (At, Oy, Se, Hy 1)) - 27

t=1

Remark: Lemma 8 relies on the assumption that {R;}1_, .| Alps S; | Siy1, Hy for each t, which
is satisfied under our POMDP settings according to Figure 1.

Lemma 9 (Policy gradient in POMDPs (1)). For any 7y € Ilg, we have

T t

VoV(mg) =E™ |> R, Y Vglogms, (A; | 05, Hj1)| (28)

t=1  j=1

where Vg log g, (at | o, hi—1) is a do-dimensional vector with only non-zero elements in its t-th
block for every t.

Lemma 10 (Policy gradient for POMDPs (II)). For any my € llg, the policy gradient can be
expressed as

T
VoV(mg) = ZEM [Vologmg, (A¢ | O, He—1)Qy° (At, O, Sp, Hy—1)] - (29)

t=1

where Vg logmg, (a; | o, hi—1) is a do-dimensional vector with only non-zero elements in its t-th
block for every t.

E PROOFS FOR POLICY GRADIENT IDENTIFICATIONS

In this section, we present a complete proof of the identification results summarized in Theorem 1.
In the first part, we show that under Assumptions 1, 2, 3, we obtain another sequence of conditional
moment restrictions that are projected on the unobserved (S, A;, H;—1). In the second part, we
show by mathematical inductions that

T
E[Z bT\;?t(avot;Ht—l) ‘ StaHt—l] =E" [Z R | St;Ht—l]
a j=t
and
T
E Z bGye (@, O, Hyy) | Stht1‘| = VyE™ ZRJ | Se, H—1
acA Jj=t

forallt =T, ..., 1. In the third part, we conclude the proof of Theorem 1.
PartI Suppose {b’&‘ft}thl with b7 | = 0 satisfy equation (3). Then we have
E [b7%,(O0, Hy-1, A1) | Oo, Hyr, Al
=E [E [67/,(Or, Hi—1,4) | St, 00, Hi-1, Ar) | Op, Hy-1, A (30)

—E [E [0]%,(01, H1, A1) | Sty Hi1, Ay | O, Hir, Ad] by Og 1L Oy | Si, A, Hyy
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and

E |Rim, (a | O, Hio1) + 03, 1 (0, Op 1, Hi)mo, (At | O, Hy 1) | Oo, He 1, Ay

—E [E [Rtﬂ-et (a | Ot, Ht—l)

+wa+1 a, Opy1, Hi)mo, (Ay | Op, He—1) | Si, Oo, Hi—1, Ar| | Oo, Hi—1, Ay

(31)
E[E [Rﬂfet(a | O, Hi—1)

+Zth+1 (a,Opy1, Hy)mo, (A | Oy, Hy—1) | Sy, Hi—1, A¢| | O, Hi—1, Ay

(by Oo A R, O, Oy1 | Sty Ay, Hi—1).
Combining equations (30)(31), we have

E B [b72,(01 Hi1, A1) | Si, i1, Ai) | O, Hooa, Al

:]E [E [Rtﬂ'gt (a | Ot, Htfl)
(32)

Zth+1 a Ot+17Ht)770t (At | Ot7Ht71) | Sy, Hy_1, Ay | Oo, Hi_1, Ay

(by (3))-
Therefore, by Assumption 3, we have

E 672,01, Hem1, Ar) | iy Hio, Ar

(33)
=E

Rymo, (a | O, Hi—1) +Zb$‘ft+1(a, Ory1, Hy)mo, (Ar | O, Hy—1) | S, He—1, Ay

Equation (33) shows that the solutions to (3) also solve a similar conditional moment restriction with
unobserved S;. Next, we consider the gradient bridge functions.

Suppose {b3y;, by%y iy with b{f | = b3%y 1y = O satisfy (4). Then we have

E [bge\/,t(otaHt—laAt) | OO7At,Ht_1:|
:]E |:]E [bgev,t(0t7Ht717At> | St7OO,At7Ht,1:| | OOuAt7Ht71:| (34)

=E {E [b?vyt(Oth_uAt) | ShAtaHt—l} \ OO,At7Ht—1:| by O UL Oy | Sy, Ay, Hy 1.
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and

(R: + Z byes1(a, Orr, Hy))Voo, (Ar | Op, Hy—1) + Z by i41(a, Oppr, Hy)

7o, (At | O, Hy—1) | Oo, Ay, Hy 1]
=E [E [(R:

JerVtH a,Opy1, Hy))Vomg, (Ay | O, Hi—1) | St,OO,At,Ht—ll | OO;At,Ht—1‘|

+]E E Zbge\/t-&-l(a” Ot+17Ht)770,,(At | Ot7Ht—1) | St7OO,At,Ht_1 | 007At,Ht_1‘|
(R¢ + ZthH a,O41,Hy)) Voo, (A | Op, He—1) | Sy, Ay, Hi—1 | | OOaAtaHt—I]
vavt+1 a,Oty1, Hy)mg, (At | O, Hy 1) | St, Ay, Hy 1| | Oo,At,Ht—1]
(by Op 1L RtyOtaOH»l | St, Ag, Hy—1).
(35)
Combining the above two equations, we have
E [E [0y, (00, Huor, ) | 1, Av Hya| | Oo, A H
=E |E |(R: +Zb"r/ft+1(a, Oi41,Hy))Vomg, (A | O, Hi—1) | Siy Ay, Hi—q | | OOvAt7Ht—1‘|
+E Zb@‘)Vt+1(a7Ot+1,Ht)7Tat(At | Ou, Hi—1) | St, A, Hi—1| | Oo, Ay, Hi—1| by (4).
’ (36)
Therefore, by Assumption 3, we have
E [bgev,t(Otht—lvAt) | Sththt—l}
(R: + waﬂ a,0441,Hy))Vomo, (A | Op, Hi—q) | StaAt7Ht1] 37

+E ZbVVt+1 (a, Opy1, He)mo, (Ar | O, Hy—1) | St7At7Ht1‘| .

Equation (37) basically shows that the solutions to (4) also solve a similar integral equation with
unobserved S;.

In the rest of the appendix, we will utilize equations (33)(37) several times. Next, we move on to
Part IT of the proof.

PartII In this part, we show by mathematical inductions that E[Y_, b7/, (a, O, Hi—1) |
Sy, Hy—1] = E™° [Z]T:t Ry | S¢,Hy1]and E |:Za€.A by 4 (a; O, Hy—1) | StaHt—l}

= VyE™e [ZjT:t R; | S, Ht_l} forall t = T),..., 1, which are summarized in the following lem-
mas.
Lemma 11. Under Assumptions 1, 2, 3, it holds for allt =T, ..., 1 that

T

E[Y b7, (a, 00 Hi1) | Sy Heoa] = E™[Y Ry | Sy, Hea]. (38)

=t
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Lemma 12. Under assumptions Assumptions 1, 2, 3, it holds for allt =T, ..., 1 that

T
[me (a,00, Hy1) | Si, Hioy | = VoE™ |y R; | S, Hi 1| - (39)
acA Jj=t

Proofs for Lemma 11 and Lemma 12 are provided in Appendix H.

Part III  In the third part, we conclude the proof of Theorem 1 by utilizing Lemma 11 and Lemma
12. In particular, we express the policy gradient as

VoV (7o)

T
2R
t=1

[ r
E™ Y R[S
Lt=1

r T
™o ZRt|Sl7HO]] byH():(Z)
t=1

=VyE™ by definition of policy value

=VoEs, ~1y

] by the law of total expectation

=VoEs, ~1y

r rr
=Eg,~v, | VoE™ Z Ry | S, H 0] ] by interchanging order of integration and derivative
Le=1

(40)

=Es, v, |E vam a,01, Hy) | Sl,HOH by Lemma 12
=Es,nu, |E vav1 a,01) | Sl” by Hy =
=E vaw a,01)

Similarly, we can express the policy value as

V(o)
T

=[E™® Z by definition of policy value

=1
=Eg v, |E Z R | Sy ] by the law of total expectation
=Es; i Z R | 81, Ho] ] by Ho = 0

L t=1
=Eg,, |E Z bj*1(a, 01, Ho) | Si, HOH by Lemma 11
=Eg, -, |E Zb a,01) | 51H by Hy = ()

=E lz bi*1(a, O1)

Consequently, we have VoV (my) = E [Z by (a, Ol)} and V(mg) = E |>_, b/ (a, 01)] , and
we complete the proof of Theorem 4.5.
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F PROOFS FOR POLICY GRADIENT ESTIMATIONS
In this section, we provide a complete proof of Theorem 2.

Proof sketch We briefly summarize the sketch of proofs here. The goal is to provide

Supgco [VoV(mg) — Vmg)ﬂ ¢2 a finite-sample upper bound with high probability, which will
appear in the suboptimality gap studied in section 6.1 for policy learning. To achieve this goal, we

first decompose the £2-norm of VyV(my) — Vg/V_(?g) into summations of one-step errors mainly
caused by min-max estimation procedure at each ¢t. Then we provide finite-sample upper bounds
for these one-step errors uniformly over all # € © and all ¢ = 1, ..., T by adopting uniform laws of

large numbers. Finally, the finite-sample upper bound on supgcg ||VoV(mg) — Vo V(7g)||¢2 can be
obtained by combining the decomposition of errors and the analysis of one-step errors. In the rest
of this section, we present rigorous analysis for each step.

F.1 DECOMPOSITION OF ERROR

We let {b77,, b3y, }{—; denote a set of bridge equations that solve the conditional moment equa-
tions (3)(4), i.e. the true bridge functions that can identify the policy values and policy gradients.
Similarly, we let {b’{,"t7 bT Vt}t 1 denote the set of functions returned by the Algorithm 1. Then, we
consider the following decomposmon of the error as

VoV(mg) — VoV(mg)
—E™'| vam a,01)] vam a,01)]

=E™'| vam (a,01)] —E™'| vam (a,0,)] + E™ vam a,07)] — B[ vam (a,01)]
(4D

The way of analyzing the second term is standard by using techniques from the empirical process
theory, and we leave this term to the final. Now we consider the first term.

b T o~
E" Z bvgv,1(aa 01) — Z byv,1(a, O1)

=E _m(bvev,l(fh,()ﬂ - bvgv71(A1,O1))} by Ay 1L O | Sy

’n'b Trb ]. Vs AT{'
7 [ | s (R (41,00 ~ B, (41.01)) | 1.4 “2)
o [ 1 b

—E |- B [T (4,,00)] Sy, A

ETNEN { vv,1(41,01) [ 51 1H

b 1
g [
(A1 | S1)
For the first term of the last equation, we expand it by using the conditional moment equation in the
unobserved space (37), and thus we have

E™ {3@9\/,1(/11701) | 517A1H

b 1 b
E | ————E" b3, ,(A1,01) | 51, A
L?(Al | S1) [ Vv (AL O |51, 1H

1

b
7EW
T} (Ay | S1)

=E™ (Rl + Zb;}f’g(a’, 02,H1))V97T91 (Al ‘ 01)

+ZbVV2 a 702,H1)7T9] (Al | 01) | Sl,Al
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1

=E™’ mw” (R, +Zb;?Q(a',OQ,Hl))vml(Al | 01) | 1, Ay
+E™ m vam (d, 04, Hy)mp, (A1 | O1) | Sy, Ay

=E™ M]E”b (R +;b@‘fQ(a’,O%Hl))ergl(Al | 01) | S, Ay
_Er :MEWE :(Rl + ;EQ?Q(QQOQ,HQ)VGWA (A1 | O1) | S1, Ay
+ET :ME”b -(Rl+;ngz(aon,Hl))vml(Al | O1) | 81, Ay (43)
LE :ME”b _vam a', 0y, Hy)m, (A1 | O1) | Sl,Al:
_E :ME”b _wag a!, Oz, Hy)m, (A1 | Oy) | Sl,Al:
+LE :ME”b _;bgem(a g, Hy)mg, (A1 | Oy) | Sl,Al:

=E™ M]E”b l(;(bgz(a Os, Hy) = bity(a’, 05, H1)))Vm, (A1 | O1) | S1, Ax
+ET ME _(Rl + ;3’;’2@9 O3, H1))Vomo, (A1 | O1) | S1, A4
+E™ :ME”b :Ea;(bgem(acog,Hl) — by o(a’, Oa, Hy))m, (A1 | O1) | S1, Ay
+ET :ME”b _vam (a/, 09, Hy)mg, (A1 | O1) | Sy, Ay

Now we add the second term back and have,

b ~
E" vav1 a,01) — vav,1(a701)
b [ 1 b
=E" | ——FE" |b%%,,(A1,01) | S1, A
Ty (00 15
b 1 b [
—E" | ———E™ |bgh, (41,0 S1, A
Lflf(Al | S1) { Vv (AL, O | 51, 1H
Pl 1 b To A A
=E 77#1)(141 | Sl)]E (%:(bVQ(a OQ,Hl) bvg(a 02,H1)))V97T91( 1 |01) | Sl, 1
b 1 b ~
|- F (R 57 (0!, g, Hy))Voro, (Ay | O1) | 51, A 44
+ AL 15 ( 1+§: va(a's Oz, H1))Vomg, (A1 | O1) | S1, 44 (44)
7Tb 1 7rb us A7T
+E 771_117(/11 | Sl)E [Z(bvgv72(a/,Og,H1) - bvev,g(a/,OQ,Hﬂ)ﬂ'gl (A1 | 01) | Sl,A1

a’
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b ]_ b ~
E |~ E" b0 .. (a', Oa, Hi)mg, (A1 | O1) | S1, A
+ WIIJ(AI | 51) l%; VV,2(a 2, H1)mg, (A1 | O1) | S1, Ax
b 1 b [~
—E" | —E" |b%,,(A1,01) | S1, A
s [0 1 sa]]
=]+ 1T+ 111
where
1 ~
I=F | o E™ | (Ry + 3B, (a, 05, 1)) Voo, (41 | O)
w1 (A1 | S1) ~
“ (45)
+ > by 5(d, 09, Hi)m, (A1 | O1) — by (A1, 04) | Sl,Alﬂ
and
11
:Eﬂ'b ;]Eﬂ'b (Z(bﬂe (a/ 02 Hl) _/I;ﬂ'e (a/ 02 H1)))V07T9 (Al |01) | Sl Al
(A1 | S1) " Ve V2 ! ’
(46)
and
117
x° ]. b - ~
=E mE za;(bvgva(alvO?le) - bVQV,Q(a/’027H1))ﬂ-01(A1 | O1) | S1, A1

(47)

Intuitively, the term I can be regarded as the error caused by solving equation 37, the term /I can
be understood as the estimation error for the V-bridge function in the previous step, and term /1]
can be viewed as the estimation error for the gradient bridge function in the previous step.

We deal with the term I11 at first. We introduce the following lemma that is useful for analyzing
the term I71.

Lemma 13. For any function fi : A x O x H,_1 — R, the following holds:

7 { P’ (S, Hy—1)
Pr (S, He1)mh (A | St)
P 1(Se—1, Hi—2)mg, , (As—1 | O¢—1, Ht o
PF 4 (Se—1, He—o)whq (A1 | Se1)

ft<At,0t,Ht_1>}

) (43)
th(a70t7Ht—1)] .

—E™

30



Published as a conference paper at ICLR 2024

Then, according to Lemma 13, we have

IIT=E" _ME”b za;(b@(’VVQ(a’,OQ,Hl)
By (0, Oa, H))mo, (A1 | O1) | 1, A4
=E" M ;(bgev,z(a'7027H1) — by 5(a’, 02, Hy))mg, (Ar | O1)
_ g :pgb(sf?r;j:gﬁl 5 a4, 02, 1) —3@"‘/,2(142,027H1))] by Lemma 13
=BT B {pg*’ (Sf,g ;j:;fll)g 5y (Ve O )

By (A2, 00, 1)) | Az, So. 1y |

gt [ pa'(S2 Hy)
L3’ (Sa, Hy)mh(Az | S2)

_37%9‘/2(142, 02, Hl)) | Ag, S, Hl”

E™ [ (b%y2(43, 0z, H)

(49)
We notice that we by using the conditional moment equation equation 37 again for
E™’ {b@ev72(A2, Os, Hy) | A2, S2, H 1}, we can further get three terms using the same strategy for

1

m(b@gv,l(fllv 0O1) —/5@9‘,’1(141, Ol))] previously. Specifically, we have

analyzing E™ [
pge (SQa Hl)

P53’ (S2, Hi)wh(As | S2)

By (A2, 00, 1)) | Az, So. 1y |

= (a) + (b) + ()

I =E™ { E™ {(bgevp(AmOz,Hl)

(50)

where

o
(a) _ Fisd . Po (SvaHl) ]Eﬂ-b
p3 (S2, H1)m3(Az | S2)

(Ro + 3By a, 05, H2)) Vs, (Ao | Os, H)

+ Z/b\@"v73(a’,03,H2)7792(A2 | O2, H1) — 6@\/,2(142’02,15(1) | Sz,Az,H1” (S
and
(b)
P p721'9 (SQ7H1) b T / X !
- . E” b0, (a', O3, Ha) — b0 (a', O, H. (52)
pg— (SQ,Hl)ﬂ'g(AQ | SQ) (%:( V,3( 3 2) V,3( 3 2)))
Voo, (As | Oz, Hy) | Sa, As, Hil]
and
(c)

Y (0T 4(a’, 03, Hy) = by 4(a', 03, Hs))  (53)

’

_ Py’ (S2, H1) g
P53’ (Sa, H)mh(As | Sa)
7o, (A2 | Og, Hy) | Sz, A2, H1]] -

a
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Then we can analyze term (c) by Lemma 13 again.

70 (S, Hy 1)
For general ¢, we define ™ (S,, H, ;) as P (SeHi-1)
g 5 ‘n'b,t( ty L4¢ ) pfb(st,Ht—l)

Then, by induction, we have the following decomposition:

, which denotes the density ratio at time ¢.

T—1
E™ Y 0%1(a.00) = Y bova(@0)| =Y e+ Y e (54)
a a t=1 t=1
where
o e (St Heen) —~ ,
€t =K WE (Rt + %:bV?t-‘rl(a )Ot+1th))v07T9g (At ‘ Ot7Ht—1)
+ Zggev,tﬂ(a/’OtHaHt)Wet (A | O, Hy1) — Egsv,t(At,Oth—ﬂ | St,At7Ht_1H
’ (55)
and
gt =
b Hﬂg t(Sthtfl) b -~
ET |2 R b7e " Opg1, Hy) — b7 " Ous1, H 56
[ Wf(At D) (%:( V,t+1(a t+1, Ht) V,t+1(a i+1, Ht))) (56)

Vomg, (As | O, Hi—1) | Ay, Se, He—1]).

Now we analyze ¢; using Lemma 13 again. Since H;_1 = (A;_1,0¢_1, H;_2), we can define a
function as

ft(At,Ot,th) = (b?/‘?t(At,Ot,th) —g?/?t(AtyOt,th))Vo IOgWOt_l(Atfl | OtflaHt72)~

By using the operation myVy log m9 = Vymy, we can express €y as

&t
b _Kzﬂi t(Sthtfl) b
=F~ | Tt~ R7 'O H A 1O H, A S H.
7'rff)(At|St) (;ft+1(a’ b t))ﬂ-ot< tl t tl)l ty Oty 11t—1
b _Hﬂit(Sth71)
:]Eﬂ— Tr’— /O H A O H7
(A S @fm(a» vt Ho))o, (A¢ | Op, Hio)

_Eﬂ,b _ﬁ:§)t+1(5t+17Ht)
| T (Avir | Ser1)
b _K:g’Hl(StJrlaHt)

I 7 (Apy1 | Seg1)

_/b\?/?tJrl(AtJrl, Oy11, Hi))Vologmg, (As | O, Ht,l)} (57)

:Eﬂ'b E‘ﬂ'

Jer1(Aey1, Oppa, Ht)] by Lemma 13

:ET(

(bg?t+1 (At+17 Ot+17 Ht)

b I{:?t_;’_l(st-‘v‘l’ Ht)
7P (Apyr | Sig1)

37\;?t+1(At+1aOt+1aHt))v9 log 7g, (A¢ | Oy, Hy—1) | St-i-lvAt-i-laHtH
b _FC

—]Eﬂ— :z)t+1(st+1>Ht)
I 7 (Apy1 | Seg1)

01 (Avir, Ovsns ) | Sty Avia, 1 |

(041 (Atg1, Opgn, He)—

b
Volog ma, (A | O, Hy 1 )E™ (6,41 (Aus1, Opsn, Hy) -

Then we can consider
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b 7\'
E™ |07 (Av, Orir, o) = By (v, O, H0)) | St Avi, Hi

b
=E" [Rt+1779t+1(14t+1 | O¢y1, Hy)

Zbcﬁwg a',Opy2, Hey1)o, o, (Avs1 | Ovrs He) | Segrs Hey Apia

~E" {b$?t+1(At+1’Ot+1,Ht)) | St41, Aty1, Hy| by equation (33)

:Eﬂb [Rt+1779t+1(At+1 | Oty1, Hy)

+Zth+2 a ;Ot+27Ht+1)ﬂ—9t+1 (AtJrl ‘ Ot+17Ht) | St+17Ht7At+1

-E” [Rt+17r9t+1(At+l | Oty1, Hy)

+wa+2 (@, Oy, Hys1)mo,,, (A1 | Orpr, He) | Seqrs He, A

+E™ [Rt+17T9,,+1(At+1 | Ot11, Hy)

+wa+2 a', Oz, Hysr ), (Avgr | Orpr, Hy) | Sevr, Hy, Ara

— B [0041 (Arsr, Ovin, H)) | e, Ave, Hy

b uy
=E7" lZ(bVi)HQ(a/’ Oty2, Hey1)

—b3%110(a, Oy, He1))mo, o, (Avyr | Opyr, Hy) | St+17Ht7At+1}

b
+E™ [Repamo,,, (Ary1 | Oy, Hy)

+wa+2 (@, Oy, His1)mo,,, (A1 | Orpr, He) | Seqrs He, A

~E" { Vi1 (At1, Orr, He)) | Sens Aegr, He

Therefore,

_Eﬂ,b [ 7-(h t+1(St+laHt)
| (Avgr | Seq1)

U1 (Avsr, Ovsns H)) | S, Avi, Hy |
-

_g 7TbytJrl(St+1, Hy)
| 0 (Aer | Sesn)

Zb?f@g a',Opya, Hes1) o,y (Arsr | Orrr, Hy)

Vo logmg, (As | OtaHt—l)EWb |:(b7\;?t+1(At+l7Ot+1aHt)_

Vo log g, (At | Ot,Htfl)Ewb [Rt+17T9t+1(At+1 | Ot11, Hy)

Vt+1(At+1vOt+17Ht)) | 5t+1,At+1,HtH
o

ﬂ.b7t+1(St+17 Ht)

+ E™
T2 (Avy1 | Sev1)

Vg log g, (At | Ot,Ht—l)Ewb Z(bT\r/?tJ,_Q(a/yOt-&-QaHt-i-l)

a’
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02 Ovya, Hust)) o,y (Avi | O, Ho) | S, Avin, o | (59)

The first term can be understood as the estimation error for the min-max estimator, and the second
term is caused by the estimation error for the value bridge function from the last step. Notice that
the second term can be analyzed by using Lemma 13 again by setting

fryo(Ary2, Ovyo, Heyr)

7T X (60)
=(bVs 40 (At2, Orra, Hit1) — b3y o(Atg, Ory2, Hey1)) Vo log me, (Ar | O, Hy—1).

By induction, we have

T
=Y ¢ (61)

j=t+1
where

o . .
€; :Eﬂb —Rﬂb’j(SJ’H]_l)

Vol A O, Hy_ ]Eﬂ-bR4 (A1 O; H._
’/T-Z;(Aj | S]) 0 Ogﬂ-at( t| ty t 1) [ ]ﬂ'gj( j | s F 1)

Zb7‘T/0_7+1 a 7Oj+1aHj)779j (A] ‘ Oijj—l) _57\‘-/?_7'("4]'70]’}[]'—1)) | Sj7Aj7Hj—1‘|‘| .

(62)
We note that Vg log g, (A: | O, H;—1) is always measurable with repect to the sigma-field gener-
ated by H;_; for each j > t + 1. Therefore the term Vg log mg, (A; | Oy, H—1) is always kept for
eachj >t+1line;.

In summary, we can decompose the policy gradient as

T T-1 T
[vamaol wa“aOl] =Y a+> > ¢ (63)
t=1 t=1 j=t+1
where
b ”Zg t(St,Ht—l) b e ,
€t =K WE (Rt + %: bV,t-l—l(a ,Ot+1, Ht))VQﬂ'Qt (At | Ot7Ht_1)
+ 2B (o, Oc, Hmo (A | O, Heos) - B2 o(Ar, Ou, Hy 1) | i, g Hy |
(64)
and
b K,:ZJ(S77H ) P
€; = WV@ logﬂ'@t(At | OtaHt 1)E [R]‘Tl'gj (A] | Oj,Hj_l)

J

ZW 1(a's Ojn, Hy)mo, (Aj | Og, Hyj—1) = by (A, 05, Hj1)) | 5j7AjaHj1] :

(65)
€; denotes the one-step error caused by min-max estimation for the conditional operator for gra-
dient bridge at time ¢, while e; denotes the one-step error caused by min-max estimation for the
conditional operator for value bridge at time ¢.

In the next section, we upper bound them in terms of density ratio, one-step error and ill-posedness.
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F.2 BOUNDS FOR THE DECOMPOSITION

Recall from the previous section that
VoV(mg) — VoV(mo)
—E™'[ wa1 a,01)] —E™[ vam a,01)] +E' [ vam a,01)] —E™'[ wa1 a,01)]

T-1

T
:Z + Z Z €j ‘HEW ZbVV1 a, 01)] Eﬂ vaxn a, O1)] by equation (63).

t=1 t=1 j=t+1
(66)

Then by the triangular inequality, we have

||V9V(7T0) - VGV(WO)Hez

_||Zet+z Z e; +E™ vam a,01)] — B[ vam a,01)]|le2

t= 13 t+1 67)

<Z |et||p+z Z llejllez + | E™ me a,01)] —E™'[ me (@, 01)]l¢z.

t=1 j=t+1

The third term can be upper bounded by the uniform law of large numbers according to the empirical

processes which involve the size of B(1). In the following, we consider the first term and the second
term.

By Assumption 4(b), for each b7‘r/9t 1 bggv’t 41 and any 6, there exists a solution
b”{/t(b?/tﬂ, 0), b*VVt(bT‘r,H_l, bgv,t—&-l’ 0) to the conditional moment equations (3)(4). By Assump-
tions 1, 3, and the arguments in PartI in the proof of Theorem 1 (Appendix E), b7, (b’{;’t 11 0),

b*VVt(b?,t 410 bggv,t 4+1,0) and (b?;’t 10 b@’vyt 4+1-0) also satisfies the conditional moment equations
that depend on the latent states (33)(37). Therefore, we have

fi:i)t(SmHtfl) b

s

TP (Ar | S)

+ > By 1 (0!, Orsr, Ho)mo, (s | Or, Hyo) = By4(Ar, O, Hia) | St Av, Hia ||

b

€ =E" (R + vat+1 a',Opy1, Hy))Vomg, (As | Oy, Hy—1)

b _K‘:(Z)t(Sthfl)

:]E,Tr
TP (Ap | S)

P X G
E [bVV,t(bV?tJrl’ bvev7t+1v 9)<Ata Otv Htfl)

—EQGVt(At, O, Hy—1) | S, Ag,y Ht,lﬂ by plugging in the solution to (37)

:]Eﬂ'b ﬂ.b t(St’Ht 1)

m( VVt(b7\r/t+1abth+17 0)(As, Oy, He1) — b@ev7t(At,Ot,Ht_1))

(68)

and

finy (55, Hj1)

:Eﬂ_b
m8(A; | S5)

Vologmg, (A; | O, Hi 1)E™ [Rjmg,(A; | Oy, H—1)

vaﬁl a',Ojy1, Hj)mo, (Aj | O, Hj—1) — by (A, 05, Hj1)) | SijﬁHjAH :

ks (S5 Hjo1)
mh(A; | S5)

b

=E" Volog o, (A¢ | Op, HiJE™ (b, (5771, 0) (A5, 05, Hy 1)
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fggfj(Aj,Oj,Hj_l)) | Sj,Aj,Hj_lﬂ by plugging in the solution to (33)
o | Fms (S5 Hj1)

=E"™ | ————"Vylogmg, (A: | O, Hi_1)
(45| S;)
(b3 (07111, 0) (A7, 05, Hy 1) — b, (A7,05, Hj_1)) | . (69)
Then we upper bound Hetng and |[[e;[lpz.  For clarity, we write by, b3y, to denote

b*{/t(bq/ 10 0), b*VVt(bT{, 1 b@vfﬂ, 0) if there is no confusion.

€t 2

1
2

IN
)&
0]
=
:l@‘
VR
B
:} a@a
£>
EJJ

~ 2
] bvv,m(Ata O, Hy1) — bgev,t,i(An Ot,Ht—1)> }
%

de
<ZE7T vi.i(At, Oy, He 1)

1
2

b o (St Hi1) EC
= EW .t 7 ]Eﬂ' b* . A O H,
( t(At | Sf) ;( Vv,t,l( ty Uty L1t 1)

~__— NN
[ V)
=
[N

- 2
gt | ( Pt (S Himy) 2||b* (A, O, Hy 1) = by, (Ar, Or, Hy )|
= » Uty Ht—1) TR -
P (As | Sp) vl e, Ut Hi—1) = Ogy (A U 1)l g2 g2 prt)

<Cp» ||b*vv,t(Ata Oy Hy—q) — b%ev’t(At, Oy, Ht_1)||£2(é27lpﬂ.b) by Assumption 4(a)

<Conl[E™ [boy, (A1, O, Hior) = By, (Ar, Or, Hit) | O, Ay Hyoa | | agn g
by Definition D.1.

where the term |E™ [b*vv?t(At,Ot,Ht,l) — 0T, (As, Oy, Hy—y) | OO,At,Ht,l} | pagee ety i

the projected residual mean squared error (RMSE) for the min-max estimation operator (Dikkala
et al,, 2020). We use the notation Tx, as a projection operator into the space generated by
Xt = (0, A¢, Hi—1). And the projected RMSE can be denoted as

HTXt, {b*VVt(b‘[\;'t+17 bgeV,t+l7 9) - bgev,t]

d
For the second term, we have ||e;]|;2 = /> ;%) €7 ;, where

£2(02 prt)
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2
= ( sup  |[Vologma, (ar | or, he—1)|le=E™ [|~~H>

t,0t,a¢,0¢,he—1
0
o
5]

2
b * o
=G? (EW |W(bv,j(Ajan7ijl) - bv?j(AﬁOjaHjﬂ)ﬂ)
G\ Aj [ o

by Assumption 4(e)

kg (Sj, Hj-1)

which does not depend on the index i. Therefore we have

llejllez

T T
b Klﬂ_,, .(Sj,ijl) " ~
<G| deE [|’]( v, (45,05, Hj1) = by (A5, 05, Hj1))|
i=t

m2(A; ] S;))
L b K9 -(Sijj—l) ? :
<G de, | E™ ) 7
; ’ < T (4; | S;)

Nl

b * o
(]E” [( v,i (47,05, Hj_1) _bV?j(Ajanijfl))z})
(Cauchy-Schwartz inequality)

T o 2 %

b K_4 ,(Sj,Hj_l)

<G E de, | E™ a2 - 7
— < T (45 ] S;)

16V, (A5, 05, Hj—1) = by7;(A;, 05, Hj1) | g2

T
<SCuGy| Y de, by ;(Aj, 05, Hy—1) = bi?;(A;, 05, Hj 1)l g2 pnty
1=t

T
b« X
= wa\ > de,T;||E [ v (45,05, Hj1) = by (A, 05, Hj1) | Oo, Ajy Hj—1| || g2t -
i=t

Similarly, we can use the notation for the projected RMSE:

~

HTX]- [ v (0V41,0) — bg?j} ’

£y’
—_—

In summary, we have the upper bound for || VoV (mg) — VoV (mg)||e2:

—

[VoV(mg) — VoV(mo)lle2

T T—-1 T
7 X P 7
<D el + > D lesllee +NET Y b1 (a, 00)] =B [Y b3y (a, 01)]lee
t=1 a a

t=1 j=t+1

* Aﬂ'g A7r9 e
CroTi HTXt [bVV,t(bV,t-i-l? bvv,t+1,9) - bvv,t} ‘

£2(02,p7%)

~
I
—
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+ Z Z Cn@ Zdo 7 HTX [b‘/a W;Jrl?g)_gr‘r’?j”

t=1 j=t+1

+|E™ vam a,0,)] — B[ vam a,01)]||¢2- (70)

L£2(P?)

All the undetermined terms are one-step errors, and we provide finite-sample error bounds on each
three in the next section.

F.3 ONE-STEP ESTIMATION

In this section, we upper bounds three terms from the previous section separately:

HTXt [b*VV,t(b‘I‘T/?t-i-l’ bgev,t-i-h 9) - bgsv,t] ‘ 22 ]P,,rb)’ TXJ- [b*V,j (bc'?j—s-l’ ‘9) - b7‘r/9_[:|
b - ~. b -~

BT[> 0 b5y, (@ O1)] — BT [320, 05y 1 (@, O1)] 2

We first introduce two concepts from the empirical process that are used to measure the size of func-
tion classes. The following definition is adapted from Wainwright (2019) and Foster & Syrgkanis
(2019).

Definition F.1 (Localize population Rademacher complexity and critical radius.). Given any real-
valued function class G defined over a random vector X and any radius § > 0, the local population
Rademacher complexity is given by

Rn(G.0) =Ecx[ sup  [n7') eg (X)),
=1

9€G:||gll2,2<6

b and
£2(P%)

where {X;};_, are i.i.d. copies of X and {¢;}_, are i.i.d. Rademacher random variables tak-
ing values in {—1,+1} with equal probability. Further, assume that G is a I-uniformly bounded
vector-valued function class {g : X — R sup, ||g(x)|;z < 1}. Let G|, denotes the k-th coordi-
nate projection of G. Assume that G|, is a star-shaped function class, i.e. ag, € G|, for any
gr € g|k and scalar o € [—1,1]. Then the critical radius of G, denoted by 0., is the solution to the
inequality

klriaden(ghC ,0) < 62

In this work, critical radius is used in the theoretical analysis to measure the size of function classes,
which provides a way to get a uniform law of large numbers with a convergence rate at each time
t. At each t, the uniformness comes from test functions f € F(), estimated Zf_il € B from
the previous iteration ¢ + 1, and the policy parameter § € ©. Compared to the well-known VC-
dimension or Rademacher complexity that is also used the measure the size of function classes, this
localized version potentially provides optimal rates by utilizing local information.

In the following parts, we utilize critical radius to obtain the convergence rate of one-step estimation
errors.

PartI We first upper bound the one-step estimation error about the conditional moment operator
on the gradient bridge functions HT X, [b*vv,t(b?/?t 10V 0) — b@"vvt] ’

ety The proof
techniques are adapted from Dikkala et al. (2020); Miao et al. (2022) Luetal. (20225. The difference
is that we develop an upper bound that is uniformly over (bvet i1 b’r TVi410 6), and we are dealing
with a random vector that needs a vector-formed uniform law.

We let Bg) and Bg%/ denote the function space that contain value bridge and gradient bridge respec-

tively. Then B(®) = Bg)v X Bg). We aim to upper bound the following term:

sup sup
v€0 bv,t4+1 GBSHFI) -,bvv,t+1€5’$‘+,1)

‘Txt {bvv7t(bv,t+17 byv,ts1,0) — bVV,t} ‘ oy

where /b\VV}t is denoted as the min-max estimator when plugging in (by 41, bvv,i+1,60) in equa-
tion 9, and b*vvﬂt(b‘/,t_i'_l, bvv.t+1,6) denotes the solution to (37) by Assumption 4(b).
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In the proof, we assume that the function classes are already norm-constrained for clarity, and there is
no penalty term related to the norm of functions in the definition of loss functions. Furthermore, we
assume that M = 1 without loss of generality. In addition, for simplicity, we abuse the notations of
loss functions used in section 5. Specifically, we are focusing on the loss functions for the gradient
bridge functions here.

Consider U, y(byv.t, bv,i+1, bvviet1, 6, f) which is defined as

N

1
N > [(mvv(Zt,n; bovie by, bovier, 0))" f(Xt,n):| :
n=1

We use Uy (byv,t, bye+1,bvv,e+1, 0, f) to denotes the population version which is

E™ [(mVV(ZﬁbVV,tybV,t+1abVV,t+179))T f(Xt)] .

Further, we use W3 v (byv,t, byv,e+1, byv,es1, 0, f) to denote
| X
N > [(mvv(Zt,n; bov,isbye1; byviesn,6)) " f(Xt,n)} = AflIR 2,2
n=1

Similarly, ¥ (byv.¢, bv.i+1,byviest, 0, f) is used to denote
b
E™ {(mvv(zt; bvv,i, bv,i41, bvv}t+1»9))T f(Xt)} - )\ang,z-

Then the min-max estimator is defined as

- _ \
byve = argmin sup Uy y(bvve,bv,et1,bvviess, 0, f)
bVV,tEB(Vti/ feFr®

given any by 441 € BS'H), bvvit1 € Bg?}l), 0 € o.

The true g*vv,t (depending on (by,141, byv,ey1,6)) satisfies that
V(0545 Oviev1, bvvier, 0, f) =0

givenany by, 11 € BUT boyay € BUEY 6 e 0.

Furthermore, in order to get a clear uniform bound with respect to 6, we introduce the following
assumption:

Assumption 8. There exists a constant B such that the Sfollowing holds forallt =1, ..., T

> ma(alonhia) = mg,(a| o hea)| < BNO—=0l,2,  forall oy hey € O xHy .
acA

Then we start our proof. The key term that is used in the proof is called a sup-loss which is defined
as

sup. Ui N (byvies by, b9 vie1, 05 ) = Ui v (b5vgs brer, buviert, 0, ) = 22X fllv 2.0
feF
(71)

In our proof, we will upper bound and lower bound the sup-loss. We will show that the upper
bound of the sup-loss is a small term that converges to 0, and the lower bound turns out to be an
projected RMSE. In this way, we provide a finite-sample upper bound for the projected RMSE. We
highlight that the described upper bound and lower bound should hold uniformly for any by ;1 €

BUtY boyii € BITY 6 e e.
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Upper bound the sup-loss (71). We first consider the following decomposition. For any by ;1 €
B by € BETY 6 € ©, we have
‘I’?,N@vv,t, bvtv1,bvvietr1, 0, f)
=0 N (byvie, ber1, bovies, 0, F) = Al 1122
=0, N(bwvie, byest, bovies, 0, f) — Uy N(0Sves byt 1, Ovviest, 0, f)
+ U N (bv bviert, boviesrt, 0, f) = Al Fll R .z
>y N (bovie brest, boviest, 0, f) — e N (boyps bvat1, bovier1, 0, ) = 20 fll v 2.2

. * 2
+ féf}f(t) {W Ny byis 1, boviers, 0, ) + Al fl v a2}

=y n (bov,e, bver1, boviest, 0, f) — Uy N (Vv 4 bvitt, byvist, 0, f) = 2X[1 f11 R 2.2

_ feir}f;ﬂ {—‘I’t,N(b*vv,ta bvit1,bvvit1,60,—f) + )\||f\|?\,,272} (by symmetry and shapes of U, )

=0, N(bwvie, byest, bovies, 0, f) — e N (boyps bvt1, bovier1, 0, ) = 20 Fll v 2.2

+ feif}f(‘) {=i N (T i1, byviers, 0, F) + Al IR 22} (by symmetry of F)

=y n (bov,e, bver1, boviest, 0, f) — Uy N b5y by, bovierss 0, F) = 2 fll N 2.2

— sup { e n(bGvy, brist, buviess, 0, f) — )\Hf”?v,zz}
fer®

Z‘I’t,N@vv,t, bvts1,bvvier1, 0, f) — Ui n (b, by, byviest, 0, f) — 2)\Hf”?\r,z,z
— sup \DaN(b*VV,tv bv.it1,bvviet1,0, f).
feF®
(72)

Taking sup ;¢ ) on both sides of the inequality, we get

sup U3 n(bovie, bviet1, boviest, 0, f)

feF®
> sup Uy n(bovie, brests boviess, 0, ) = o n (b5y byt boviert, 0, f) = 20 fll R 2.
feF®
— Ssup \Ili\,N(b*VV’t? bV,t+17 bVV,t+17 07 f) (73)
feFr®

Rearranging, we have

sup Wy N(byvie, bver1, boviesss 0, F) = e N 05y bverns bovies 1, 6, F) = 2M f 32,2
feFr®

< sup U2 n(bvvie, briegt, byvess, 0, ) + sup Wy (boy 4, buisss bovier, 0, f)
feF® feF®

<2 sup Uy (boyp, buetts byviet, 0, f) (by definition of byy,).
feF®
(74)

It suffices to upper bound sup ez ‘I/Z\,N(b*vv,t,bv,t+1,bvv,t+1,9,f) uniformly for by ;41 €

B$+1),bvv¢+1 € Bg;l), 6 € ©. To this end, we apply two uniform laws from the empirical
processes theory (Wainwright, 2019; Foster & Syrgkanis, 2019).

For any by 411 € Bgﬂ), byvit1 € Bgé}l), 0 € O, we have

A
sup Vi N (bgys, bviert, byvier1, 0, f)
feF®

= sup { ¢ n by b1, bovies1s 0, f) = Al fllv 2.2}
feF®

(75)
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To upper bound sup ez \I/;\,N(b*vv’t,bv’tﬂ,bvv,tﬂﬂ,f), it it sufficient to upper bound

U N (boyp byt buviert, 6, f) and lower bound || f||%; 5 o uniformly for all f € F®. To this
end, we apply Lemma 5 (vector-valued version of Theorem 14.1 of Wainwright (2019)) and Lemma
6 (Lemma 11 of Foster & Syrgkanis (2019)) that are able to relate the empirical version to the
population version uniformly.

For the first term ‘I’t,N(b*vv,u byi+1,bvv.i+1, 0, f), we have that it is equal to % Efy:l
[(mvv (Zin; bvvi, bvit1, byvist, 9))T f(X¢n)| - We apply Lemma 6 here. We let £¢ in Lemma

6 be set as ﬁg = (mvv(Zt; bVV}t; l)\/7t.|_17 bVV,t—i—l, 9))T f(Xt) where g= m

(mvv(Zt;bvv’t,bvytﬂ,bvv’tH,H))T f(Xy). By the conditional moment equation for the
gradient bridge function equation 4, we have |g|oo < m\\mvvﬂmygwﬂm_yg <

siarmzg Imevlleez < 1.

In particular, we have

1
19]o0 Smﬂmvvﬂm,zﬂfﬂm,z
1 .
gm lmvv |l co,2 by Assumption 4(d)
1
= llbwve — (Rt + ) bva (a/,0t+1,Ht)> Vomo,
2(G + 1)M3 aea
- Z byv,i+1 (@', Ory1, Hy) T, || 0,2
a’eA
1
= vy — (Rt + Z bv i1 (a/,0t+1,Ht)> g, Vo log o,
Q(G + I)MB aeA
- Z bVV7t+1 (GI70t+17Ht) 7T9t||oo,2
a’eA
< Jlbovl
_2(G+ 1)MB VV,t|loo,2

Rt + Z bV,t-‘rl (0’/7 Ot+17 Ht)) W@tvg lOg o, H0072

1
+7
2(G+1)Mp | ( ey

1
+— Z byv,i+1 (@', Ortr, Hy) 7, || oo 2
2AG+ )M 7=,
< bovl
_2(G+1)MB VV,t|lco,2
1
+ 7(;(1 + || <Z bV,t—i—l (a/aot-l-lth)) HOO)
2(G+1)Mpg wea
1
NENEE — Z boviti (@', O, Hy) ||oo,2
2G+1)Mp "~
1
< M, M —M
SaGr )Mz BT aa T 1)MBG BTG M
<1. (76)

Also, L, is trivially Lipschitz continuous w.r.t. g with constant 2(G + 1)Mp. Let g* be 0, and
Lemma 6 shows that with probability at least 1 — , it holds uniformly for all f € F®), bvit1 €
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BE}HLl), bVV,t+1 S Bg;l) that
Wi N (b5 ve) Vit 1, b9 vit1, 0, f) — Wi (0, bviev1, boviest, 0, f)]
18(2(G + 1)Mp)dq, , (lgll2 + 00,.,) (77)

<
<18(2(G + 1)Mp)da, o (| fll2.2 + 00, ,)-

for a fixed 0, where dq, , = 5N7Qt76 + coy/ %, and dn ¢ is the upper bound on the critical
radius of the function class

T
Qt,e IZ{MTHVV(%; bVV,ta bVV,t+1, bV,t+17 Q)Tf(mt) 2 x X —R

forall r € [—1,1], by, € B, byyr € BT boy, g € BELTVY.

(78)

To tackle the uniformness with respect to 6, we consider an e-net of ©; in the Euclidean space. In
particular, according to Example 5.8 of Wainwright (2019), if ©, is bounded with radius R for all ¢,
then the covering number of ©; in the £ norm is not greater than (1 + %)d@t. We let N (e, Oy, £2)
denote the corresponding covering number. In addition, the uniformness with respect to ¢ should
also be considered.

Below, we apply a standard union bound with the Lipschitz property of ¥; n to derive a uniform
law concerning 6 and .

We first consider the Lipschitz property for the population version Wy:

|U:(bgve, Vi1, boviess, 0, f) = Wilbov s, bvist, boviess, 0, f)
=[(bwv,e — (Re + byv,i41)Vomo, — boviama,) f — (bove — (R + by,1) Voo, — bovitame) ' f|
=[(R¢ + bv,t41)(Veme, — Vamg) " f+ (byvies1ms, — byvierime) ' f|
<Rt + bv,e41)(Voma, — Vormgy)llez + [ (bvv,e+1me, — byver1moy)lle2) [ flle2
<Mp||Vomo, — Vo llez + Mg|mo, — 7o
=Mp||mo,Vologme, — mg Vo log e |2 + Mp|mg, — 7o |
=Mpg||mp, Vg log mg, — me, Ve log mg, + 7o, Vg log mg: — mer Vs log mg: || 2 + M|, — 7o/ |
<Mp(||Vologmg, — Vo logmg |2 + |76, Vs log mg; — mg, Vigr log m; ||¢2) + Mp|me, — oy
<Mpg(||Vologm, — Vo logme |2 + |ma, — ;|| Ver log oy [|e2) + Mp|me, — ;| (79)

By Assumption 5(b), we have
IVologmg, — Vo 10g7T9{||42 §ﬁ||9t—62\\5z. (80)
By Assumption 8, we have 3
o, — moy| < Bl0 — Ol ez (81)
for some constant B

By Assumption 4(e), we have
Ve log o, [l < V/de, Ve log mg [l < /de,G. (82)

Therefore

(s (bS5 bvier1, boviess, 0, ) = Uie(boy g, bviss, boviess, 0, f)]
<Mp(||Vglogme, — Ve 1Og7T9£||¢2 + |mg, — 7T9{|HV9/ 10g7r9; lle2) + Mg|mo, — F@é‘

<MpB||0; — 0|2 + MpB+/de,G||0; — 0;]le2 + Mpp||0; — 0,2
<cg 5.cMp\/de, |10 — Otz

(83)
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By a similar argument, we can also show that
|Us N (0Sv 45 0v,t41, 09vie41, 0, ) — U N (DSy 4, byest, boviess, 0, )|

<cg 5.aMs/do, |10: — 0|2

€

(84)

Next, we apply a union bound given a

-net of ©;. For each 6;, we are able to find 6} in this
O

-net such that the following holds unifbrm]y wrt.t=1,...,T,0; € O, f,byt11, bvves1.

€

Oy
[Vt N (bvve: Ovi+1, 09vi41, 0, ) — Vi (bGv 4 bvi41, bovit1, 0, f)
<y N (bSv s bvii1, 00vie11, 0, ) = Ve n(0Sy 4, byern, bovier1, 0 )]
+ 1O N (b3y 45 bvie1, bvvies 1,0, f) = Wi (0Sv, by 1, bovierr, 0, )]
+ U (bSy 45 bviit1, bvvir1, 0 f) = Ui (b3y 4, byest, byviest, 0, f)]

\/log(clTM S O B)/0) (85)
¥ )(I1fll2.2

\/log(clTN( \/;?, ©:,£%)/C)
N

<36(G + 1)Mp(supdn,q,, + o
t,0

+ (sug) ON,Q. T Co
t,

)) + 206,@,GMBE

with probability at least 1 — (.

f@t,@tﬁ)/é)

log(c1 TN (
For simplicity, we let dg denote sup; g dn o, , + Co ~ . Then we have

Wi N (b ve, bVt 1, bvviers, 0, f) — Wi (0S4 bviev1, bvviert, 0, f)]
<36(G + 1)Mpdo([[fll2.2 + 8) + 2¢4 5 o Mie

uniformly for all parameters with probability at least 1 — (.

(86)

Next we consider the term || f ||§\,22 By applying Lemma 5 directly, and let 6r = dn 7 +

coy/ % where 7 r denotes the critical radius of F ) for all t. With probability at least 1 — ¢,
it holds uniformly for all f € F) that

1 1
1322 = 1f1I5] < §||f||§2 + §d®6_2F' (87)

Given (86)(87), with probability at least 1 — 2, it holds uniformly for all f € F®), bvit1 €

BUY boyin € BLTY 9 € © that

A *
sup Vi n(byys, bviers, byviert, 0, f)
feF®

= sup { ¢ N by bviatt, boviers, 0, ) = Al fll 722}
FeF®

< SUI() ){\Ijt(b*VV,tv bve+1,0vv,et1, 0, f) + 18(2(G + 1)Mg)da (|| fll2,2 + da)
feFt

= AIFI1%,2,2} + 2¢5 5. Mie by (86)

< sup ){\Ijt(b*vv,ta bvit1,bvviess, 0, f) + 18(2(G + 1)Mp)dq, , ([| fll2,2 + da)
feF

1 1
= Al + GAIFI5,2 + A5 dodz} + 2¢5 5 o Mpe by (87)

< sup ){\I/t(b*VV,t’ bves1, bvvietr, 0, )} + 2¢4 5 o Mpe
feFt

+ sup {18(2(G + 1)Mg)da (| fll2,2 + da) — Allf
feF®

1 1
|§,2 + 5/\||f |§2 + /\§d®52f}
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1 1
= sup {18(2(G + 1)Mg)do( ) = Alfll2 + GAIFI52 + A5 ded%} +2c5 5 o Mse

feF®

1 A
§5182(2(G +1)Mg)%63 + 18(2(G + 1) Mp)d3 + 54953? +2¢4 5 o Mpe (88)

where the second equality is due to \Ift(b*vut, bvi+1,bvviit1, 6, f) = 0 by Assumption 4(b), and
the final inequality is due to the fact supy s, , {allfll2,2 — bl fII5 2} < a®/4b.

Lower bound the sup loss equation 71 To begin with, we define a function f; = Tx, [/I;VV,t -
b*VV,t(bVV,t-H;bV,t-i-l’e)] = Eﬂb [bvv,t(Wt) - b*VV,t<bVV,t+labV,t+179)(Wt) | Xt} where W, :=
(A, Oy, H;_1). Then f, € F®) by Assumption 4(c).

We need another localized uniform law for lower bounding the empirical sup-loss. We first define a
function class

1
Er = {(wt’xt) B ToaT [byvie = bov (boviert, by, 0)] (we) f(a);
B (39)

bovi € BU, f € FO by € B oy € BUY e [-1,1,0 € ©f

We then notice that Wy n (bvv,t, bv,e+1, bov,et1, 0, f) — Vi N (b5 45 bvie+1, byviet1, 0, f) can be
written as

N
1
N Z (bove(Weon) = b5y (Wen)) ' f(Xen)- (0)

By Lemma 6, we have a uniform law for
Ui N (byvie, bvirt, byviert, 0, f) — Ve N (bgy g, bviers, byvier, 0, f)

1 & . 1)
=N D o (Win) = by, (W) F(Xen)
n=1

over the function space =y g.

Specifically, we let £y in Lemma 6 be set as L, = (byy (W) — b*vv7t(Wt))Tf(Xt)
where = i (boa(W0) = By (W) 1) We have ol < i [ov(ue)
b*VV,t(wt)HOOQ”fHOO,Q < 2Mz5 (1w v tlloo,2 + ||b*VV,tHOO72) < 1. Also, L is trivially Lipschitz con-
tinuous w.r.t. g with constant 2Mp. Let g* be 0, and Lemma 6 shows that with probability at least
1 — ¢, it holds uniformly forall t = 1,...,T, f € F®, by, € BE,H_U, byvit1 € Bg"tl)ﬁ €0
fhat | (e N (bvvits bvier1, byviers, 0, F) = Ui N (0Gy 4 buss, byvies s, 6, f))
— (Ue(byvie, buig1, bvviest, 0, f) — Ue(bSy g, bug1, byviest, 6, f)) | ©92)
<36Mpdz(llgllz + =)
<36Mpo=([|fll2,2 + d=)-

where dz = 0y =+ ¢o %, and ¢ v z is the upper bound on the critical radius of the function
class =.
Now we are ready to lower bound the sup-loss (71). Since f; = E™ [gvv,t(Wt) —

bov.i(bvviet1,bv,ev1,0) (W) | Xi] is assumed to be in F® by Assumption 4(C), we also have
% f; € F® by star-shaped of F(*). Therefore, we have

sup Wy N(byvie, bver1, boviesss 0, F) = e N 05y bvierns bovies 1, 0, F) = 2M1 f1 %2,
feF®
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- 1 . 1 1
>Wy N (byvie, by, byvier, 0, §ft) — Uy N (bGvg, bviat1, by, 0, §ft) - 2/\||§ff,|\§v,2,2

- 1 . 1
>Wi(byv,t, bvev1, bvvies1, 0, §ft) =V (0,5 bv,ev1, boviere, 0, ift)

1 A
- 36MB5E(||§ft 22+ dz) — 5“ft||?v,2,2 by (92)

o~

1 ) 1
>V (byv,t, bv,ev1, byvier, 0, §ft) — W (bvs, bvier1s bvvies, 0, ift)
A 1 1
— 18 Mpdz|| fi||2,2 — 36 Mpdz — §(||ft||§2 + §||ft||§2 + gd@‘ﬁ‘) by (87)

1 A 1 1
=3 17ul2 — 18 M0zl fulla — 36MsbZ — S(1full + 51 ill32 + 5d003)

1 3 A
=(5 = Ifll3 2 — 18Misds| foll2,2 — 36 M2 — 7 ded’ (93)

where the first equality is due to
\Ijt(BVV,h bv,it1,bvv,it1,0, %ft) =W (0545 vt 41, bwviere, 0, %ft)
= | v (V0) — B (W) %)
" |SE (o) ~ b, (W) | XX 2

1
=5E" [Il7]

1
=§||ft||§,2

Combining upper bound and lower bound By combining (74)(88)(93), we have with probability
at least 1 — 3¢ (by recalling that we applied three uniform laws), it holds uniformly for all f € F(*),

byipr € BETY boyiin € BT 6 € © that

13X A
(5 = 20 — 18002 a2 — 36MasiZ — 2 dot

<sup-loss (71) by (93) (95)

<2 sup U2 N (b5y 4 byiitt, byvis, 0, ) by (74)
feF

<<18%(2(G + 1)Mp)?68 + 36(2(G + 1) Mp)dg + AdedF + 2¢4 5 o Mpe by (88)

> =

By rearranging, we have

all fell3.2 = bl filla2 — ¢ <0 (96)
where L 3
a= 5 10 o7
b = 18Mpi=, (98)
and

¢ =36Mpd2 + %495‘;
1 99)
+ {)\182(2(0 +1)Mg)* + 36(2(G + 1)M5)} 56+ 2¢4 5 o Mase.
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By solving the quadratic inequality (96), and setting A < % for guaranteeing a > 0, we have

b b2 c
Ifell22 < 5 + 4a2+_2a++\[ +\f (100)

Since || f¢||2,2 is exactly the projected RMSE by definition, we have with probability at least 1 — 3¢
that

sup sup sup

’Txt {b*vw(bv,tﬂ, byv,it1,0) _/b\VV,t} ‘

t ategtbv¢+1638+1%bvv¢+1€Bgtm £2(02,P°)
b \/?
<=4/
a a
1 1 SA
=1 7)\18M35 + \/7:»\ (36M3(5% + ngéff
2 4 2 4
%
{ 2(G 4 1)Mp)* + 36(2(G + 1)1\48)}5?2 +20,8”,3’GM36>
( BO= + Vai;5f“+ (2(G 4+ 1)Mp)oa + v/ BE)
(101)

10g(01TN(\/— 101,02)/¢)
where J¢, denotes sup, 4 dn 0, , + Co ~ ,and 0z = Sy = + co /108(6&T/C)_

By setting € = -, and the fact that log N (—— F ,04,0%) < do, log(1 + ﬁ) we have
log(T) + d3 +log(l+ aXN
do Ssupdnq,, +CO\/ 0 @tN S ). (102)
t,0

Furthermore, /€ ~ % is a high-order term and therefore can be dropped.
PartII. In this part, we aim to upper bound the estimation error
Hij [ Vi (0¥, 0) = b%} ‘

caused by the value bridge functions.

£2(P%)

The idea is similar to the previous section. By upper bounding the sup-loss, we have a convergence
rate involving the critical radius of function classes. By lower bounding the sup-loss, we have the
projected RMSE as the lower bound. By combining the upper bound and lower bound of the sup-
loss, we finally provide an upper bound for the projected RMSE. Three applications of uniform laws
are also involved. We omit the proof here as it can be viewed as a special case of Part I.

We state the result here. Let My, denote the upper bound for BE}‘/). With probability at least 1 — 3¢,
the projected RMSE is upper bounded by

sup  sup "]I‘Xj [ i (0V41:0) —3@2} ‘
0€O by, 11 eBUTD ’

£2(P)

(103)
SO (Myy + 67, + Myor) .
where
1
0= { w0 o v v = v 0)) (o o)
v (104)

bva € BY, f € FO lugin,buass € BY 0 € 0,r € [-1,1]}
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and

T :{(Ztvxt) — [bV,t(ataOta htfl) - Rtﬂ'@t(at | O¢, ht71)

_r
2My,
- Z bV,t+1(a» Ot41, ht)ﬂ'@t(at | Ot, htfl)]f(l't% (105)

a

forall r € [1,1], by, € B by € BT 6 € 0.

Here iy = 5N,N + Co\/%, 6~F|d@+1 = 6N’6F\d(_)+1 + ¢o %, and oy = 6N,T +

co % for some constants cg, c;, where 6N7N,5N75F‘d +156N,T are the critical radius of
(€]
N, F |go+1, T respectively.

Part III.  Finally, we consider HIE“b D . ngvg (a,01)] — E™ > 3@9‘/71 (a, 01)]]| 2.
By applying Lemma 6, with probability at least 1 — {, we have
b ~._b
sup ||IETr [Z bvv,l(a,ol)] —E™ [Z bvv71((l,01)]||g2 5 O (MB\/ deéBg‘)/) . (106)

bvv,leB(vlg/
where 6 ,1) = 0y, 1) + Co4/ log(e1/Q) and § ) denots the critical radius of B
B, T ONBG, T N N.BGY, vV-

F.4 BOUNDS FOR CRITICAL RADIUS AND ONE-STEP ERRORS

According to the previous section, it suffices to upper bound the critical radius for function classes
F,Q, =, N, T. We assume that for each Bg), there is a function space g\(}) defined as

g‘(;) = {(ot, he—1) = g(or, he—1); g(0g, he—1) = va,t<a70t; hi—1),bv € BS)}- (107)

Similarly, define

gg%/ = {(ot, hi—1) ¥ glot, hi—1);9(08, he—1) = vav,t(a,ouhtq),bvv,t € Bg)v}- (108)

F.4.1 VC CLASSES

We first consider ), ¢ at each ¢, 6, which contains the function of the form rm(bvvﬂg —

RiVomo, — gvut1Voeme, — To,gvvei1)” fe forany r € [—1,1], f € FB, 0, € Oy, byv, € B%,

gvv,i+1 € Q(Vty) ,and gy 41 € Q‘(,t +1). For simplicity, we assume that all these function classes are

extended to their star convex hull. Then we can drop the r € [—1, 1] here. Also, 2(G + 1)Mp is a
scaling constant as defined in the previous section. Without loss of generality, we drop the constant
Mp and assume that all functions involved here are uniformly bounded by 1.

Suppose that F(®-¢, BUE gUTD< GUFTD are the e-coverings of the original spaces in the £°°

norm. Then there exist (f;, va,t, GVV,t41s Gviit1) € F)e, Bg)‘}e, g(vt‘t”‘, g‘(}“)‘ such that the

following holds.

For any fixed 60, we have

[(byv,e — RiVomo, — gv.i+1VoTo, — To,9vv,i+1)" fi

— (byvie — RiVomg, — Gvas1Verg, — 15, Gvvir1)” fillso
<||(bwv,t — ReVomo, — gve+1Voms, — mo,gvvier1)” (fr — fo)lloo

+[[(bwv,e — ReVomo, — gvis1Veme, — To,gvvies1)’ fi—

(byv.: — RiVomg, — gvi+1Vemg, — Wét.gVV,t—&-l)TftHoo
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<I(fe = Fo)llooz + ll(bwvie — ReVoma, — gvas1Vomo, — To, gvviis1)—
(byv,e — RiVoms, — Gvi+1Voemg, — 75, Gvvii+1)]0o,2
<N (fe = Fo)lloz + Ibwvie — bvvitlloo2 + GV/de, lgv,i1 — Gvisillco + gvviess — Govistlloo,2
<Vdell(fi = fo)llsose + Vdollbwve — boviellso,o
+Gy/do, lgvis1 — Gvierilloo + Vdollgvvist — Goviestlloo,se
<ci1v/ dee€
for some constant cy.

We notice that the coverings involved above do not depend on 6. Therefore,
]:(t e/cl\/%xg(t) e/c1Vde g(t‘H) e/c1vde g(t""l) e/c1vde

O;.
Let V denote the VC-dimension of a function space. Then we have the following result.

According to Corollary 14.3 in Wainwright (2019), C.2 in Dikkala et al. (2020), Lemma D .4, D.5 in
Miao et al. (2022), we have with probability at least 1 — ( that the following holds

v(B, F) woga/o
<
sgp&v,meNd\/ N ' N

(ty | P+t O
where (B, F) denotes max { {V(}'j )} Loy’ {V(Bj )} ) 1}.
j=1,t= Jj=Lt=

is a net that covers €2, ¢ for every 0, €

Similarly, we can get upper bound the critical radius for all the other involved function spaces by
using the same strategies. However, we point out that dq is the dominating term. In particular, by
using covering numbers, we have

s, < do \/’v(l”j’\}f) N \/loggé/o

o 510 4 f8IT)

For more details regarding bounding critical radius by VC-dimension, readers can also refer to
Lemma D.5 and Example 1 in Miao et al. (2022), which focuses on the off-policy evaluation given
one fixed policy. As a side product, our result for estimating the V-bridge functions recovers results
in Miao et al. (2022). Moreover, we have an extra /de, used for policy optimization.

Recall that

and

do Ssupon,q,, + Co (109)

t,0

\/log(T/C) +dg, +logN
~ .

Consequently, we have with probability at least 1 —

log (1 T/¢) v(F, B)log N
N

< Mgd@Té\/

H’]TXt {b*VVt(bTXF/tJer byv,tﬂv‘g) - bgev,t]

where T comes from T applications of Corollary 14.3 in Wainwright (2019).

£2(02,p7%)

By a similar argument, we have with probability at least 1 — (,
< \/7T2 \/—\/log (e1T/C) (}" B) logN

When B and F are not norm-constrained (Miao et al., 2022), we need to consider || - ||z and || - || .
In this case, with an extra requirement of boundedness of conditional moment operators w.r.t. || - |5
and || - || 7, an extra factor T" occurs. In this case, we have

HTXj {bik/J(67\;93+1’9) b’(}’]}

log (¢1T/C) v(F, B) log N
N

* T T X 3
HTXt [bvw(bvsurv bvev,t+179) - bVSV,t} S MBd@TZ\/

£2(02,p7%)
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and

[, (350000 0] 1) © /T Vi P TLE BN,

where v/ Mp is due to Appendix B.2 which implies My =< /Mp.

£2(P°

F.4.2 RKHSs

) . . ®) de+1,T 0 de+1,T () do+1,T

In this section, we consider the case that {}' } {B } {g } are all
I ) i=14=1 I i1 =1 N

RKHS. Typically, we need to consider sums of reproducmg kernels (12.4.1 in Wainwright (2019))

and tensor products of reproducing kernels (12.4.2 in Wainwright (2019)).
We consider € ¢ first, which contains the function of the form rm(bvvﬂg — R Vgmy, —

9gv,i+1VeTg, — Wetgvv,t+1)Tft forany r € [-1,1], f; € F®, 0: € O, byv, € Bg)\/, gvvi+l €
Q(Vty ,and gy 41 € g‘(f“). For simplicity, we assume that all these function classes are extended
to their star convex hull. Then we can drop the r € [—1, 1] and 7y here. Since Vymg = 7V log mg

which is also bounded by G, we can let G;, (1) — ={G-g:9€g tH)} Also, 2(G + 1)Mp is a
scaling constant as defined in the previous section. Without loss of generality, we drop the constant
M and assume that all functions involved here are uniformly bounded by 1.

Then 2; o can be expressed as
{(h1—ha—hs)" f; f € FD hy € star(BY)), hs € star(G8TM), hay € GUTV Vi =1, .., do}.
(t)

We assume that each star(Byy,); is an RKHS with a common kernel K for each j = 1,...,de.
Similarly, staur(g(tJrl ); has a common kernel K¢ vy foreach j = 1,...,deg g (1) has a kernel
Kg . Finally, the kernel for the test functions is denoted as K r.

Then according to 12.4.1 and 12.4.2 in Wainwright (2019), €, ¢ can be expanded as an RKHS with
akernel Kq = Z?il(KB + Kg vy + Kg}v) R Kr.

We use {);(-)}32; to denote a sequence of decreasing sorted eigenvalues of a kernel. Then ac-

cording to Corollary 14.5 of Wainwright (2019), the localized population Rademacher complexity
should satisfy

R (0;0) S \/> me{)\ (Kq),02}. (110)

Furthermore, by Weyl’s inequality, we have

de
Ni(Ka) = X0 (Kp + Kgwv + Kgv) ® Kr)
=1
de
< Z)‘L 'y (Kp+ Kgvv + Kgv)® Kr)

i=1
<dg max{)\L%J (Kp+ Kgvv + Kgv)M(Kr), (K + Kgvv + Kg’V)AL%J (Kr)}.
(111)
We consider the following assumption for measuring the size of RKHSs.

Assumption 9 (Polynomial eigen-decay RKHS kernels). There exist constants o, > %
OKg oy > %, OKg .y > %, oK, > %, ¢ > 0 such that \j(Kg) < cj 255, \;(Kgvy) <
cj 2 Kg vV Ai(Kgyv) < cj 2“%o.v and Ni(KF) < cj=2%F forevery j = 1,2, ...

We note that the polynomial eigen-decay rate for RKHSs is commonly considered in practice (e.g.
a-order Sobolev space).
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Under Assumption 9, we have
Aj(Ka)
Sde max{)\tﬁj (Kg) + )‘L%J (Kg,wvv) + )‘L%J (Kg,v), AL%J (Kr)}

,Sd@ maX{(3d9)2maX{aKB7aK9’V’aKg=VV}(Cj_2aKB —|—Cj_2aKg,VV +Cj_2aKg’V),déaK}—Cj_QaK}_}

(112)
For clarity, we let aumay denote max{a g, g 1 Xy oy t and let oy, denote
min{ary, Ok, v, K, vy }- Then we have
oq . g14+2 .
)\](KQ) S max{dé;rzamaxj ZOémm’de“F OéK]:j 2041(}_}. (113)
Consequently, according to equation 110equation 113, sufficient conditions for
RN (6; ) S 6°
are
1 | . , :
N Z min {dle"'%‘"‘""‘]*Q’J‘mir‘7 52} < 6%if QK y > Qmin
j=1
and
LI [ 42%an, gk s < 52
N Zmln dg j 7,62 S 67 if ok, < Omin.
j=1
By some direct calculations, we have
1 oo d1+2amax o1
~ Z min {dg" 2 j=20min 52} <4 [ -O—— ~ 5 i (114)
j=1
and
1+2ak
[1 | . 1+2 . d F ol
N z:mln{cleJr aKijzaKf,(SQ} < GT(S POKF (115)
j=1
1420
/o Btz

Therefore, we have o, < Iak, < Gmin) + —2

g (K i)

T
NZFok

1+2a g

TS IS v
We notice that —2———1(ax, < min) + —2——I(@Kk > > Qmin) is also an asymptotic upper
N2 ak N 2+1/amin

bound for =; and F®.

Consequently, we have

< Muh(do)T?\/log (1 T/C) log N !

* x.) X0 e
HTXt [bVV,t(bv7t+1abvv7t+1,9)—bvv,t” 2(p2 prby 1
L£2(02,p) N2+max{1/aK]__,1/amm}
# 14 2amax
P FriTaax .
where h(dg) = max{dg,d, Kr g2t/ omin } with Omax = max{ak,, ok aK and
y Gg y g B G,V G, vV
Qmin = mln{aKsaO‘Kg,v’aKg,vv .

Similarly, we have
1

N 2Fmax{l/ek o1/ amin}

~

HTXj {bik/,j(bc'?j+l7 0) — b?g} ‘

S VMgT?\/do+/log (¢1T/C) log N

r2 (wa
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F.5 POLICY GRADIENT ESTIMATION ERRORS
Recall that we have

VeV(me) — VoV (7o)l e

T
< Zcﬂth

~

* Uy’ Uyl A7Tg
TXt [ VV,t(bV,t+1’bVV,t+179) - bVV,t}

~ £2(£2,P")
(116)
PY Y co6 Zde o1 S GG R | .
t=1 j=t+1
+ IE™ ZbVVI (a,01)] vav1 (@, 01)]lle2
Plugging in the results from section F.3, we have that with probability at least 1 — (,
IVoV(ma) = VoV(o) e
s [log (T log N
gcﬂbrmaxMBd@TZ\/og( /¢)y(F, B)log
N
arort i [le (@ log N (117)
+ OT(I?G Zde Tmax T2 \/ Og /C ) Og
log (T log N
SOﬂ-bTmaxMBd@Tg\/ 08 (T/¢) 'y](v}', B)log since Mg =< T2,
(t) de+1,T 0 de+1,T
where (B, F) denotes max {V(}'- )} ) {V(B- )} .
J j=1,t=1 J j=1,t=1
In the more general nonparametric function classes RKHSs, we have
VoV (o) — VoV ()|l 2
5 1
SCoTmaxMh(de) T \/log (e1T/¢) log N :
N2+max{1/aKFa1/ﬂmin}
p , (118)
+ Cr Gy | D de, Tanax V/MpT? \/de/log (c1T/() log N
i—t N 2tmax{l/eg g 1/ amink
. _ 1
<Cs T Mish(d) T \/log (e T/C) log NN~ Tz 7T
2ok 1+2amax
241/ D
where h(dg) = max{de,dq oKy Ldg ik Here max = max{Qky, Okg v, OKg gy |

Qmin = min{ak,, ok, v, ongwvv} measure the eigen-decay rates of RKHSs. See section F.4.
for details.

G PROOFS FOR SUBOPTIMALITY

In this section, we present a complete proof of Theorem 3. We first assume that we have access to
an oracle policy gradient that depends on the unobserved states. Then, by borrowing the analysis of
global convergence of natural policy gradient (NPG) algorithm, we establish a global convergence
result of policy gradient methods for finite-horizon POMDP with history-dependent policies. Then
we establish an upper bound on the suboptimality of 7 by replacing the oracle policy gradient with
the estimated policy gradient.
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G.1 AN AUXILIARY PROPOSITION WITH ORACLE POLICY GRADIENTS

In this section, we present the global convergence of the proposed gradient ascent algorithm when
the oracle policy gradient can be accessed in the finite-horizon POMDP. The idea is motivated by
Liu et al. (2020) which is focused on the infinite-horizon MDP case.

Proposition 1. Given an initial 6, let {H(k)}f::_ll be generated by 9%+ = gk
NV V(g ). Then, under Assumptions 4(e) and 5(a)-(b), we have

1 K-1
V(?Tg*) - E V(?Tg(k))
k=0
1= By
<G 2 Y Vo Wl (0P) = Vo Vimgw)llee + 5 Z||vmv<w9m>||p (119)
k=0 t=1
T

1
o 2 B yerrer KL o0 he)llmo (| o6 hei)] + oppros:

In Proposition 1, the first term measures the distance between the NPG update direction and the
policy gradient (PG) update direction, which can be essentially upper bounded by the norm of PG
according to Assumption 5(c). Therefore, according to the PG update rule, the first term converges
to 0 because #(%) converges to stationary points. For the same reason, the second term also converges
to 0. The third term is O(%), and the final term is an approximation error.

Next, we present a proof of Proposition 1.
proof of Proposition 1. We start from the performance difference lemma 8 for POMDP, which

shows that
T
V(?Tg*) - V(ﬂ-e(k)) = Z E(Gt;Ot;Shhtfl)NP:g* |:At o (at’ 0t, St, ht—l) . (120)

t=1

Let wik) be the minimizer of the loss function defined in Definition D.2 for a given k) e,

(k) . To(k)
wy ;= argmin g A ag, 0¢, S¢, hy—
* & w t=1 (at7ot75t;ht 1)~P, To(®) t ( bt ot T 1)

1
2

(121)
2
_thV(,t;k) logwgim(at | O¢, htfl)) :|>

Then we have a decomposition of the difference between policy values.

o+) = V(mom)

I
M~ 5

To (k)
B a4 ,00,50, 1 )~BT0" {At (ag, 00, 8¢, hi—1)

~
I
—

M-

]E(at,ot,styht—l)’vpfe* {A:H(k) (at’ 0t 5t ht*l) - (’wi]ft))TVQ IOg ﬂ-é]:)}

~
Il

1
T
k
+ZE(at70t75tght—l)~P:9* |:( ( ))TV lOg’]Té ):|
t=1

]E(at,ot,st,ht_l)NIP’:e* |:A:6(k) (at7 Ot, St, htfl) - (wgkt))—rve 10g ﬂ_é()ic)]

ﬁ
Il
-

(a)
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T
(k) _ oy NT (k)
+ZE(at,ot,st,ht71)~P:9* |:( *t t ) v logﬂe i|
t=1

(b)

T
k k
Y Bl o050 1) B0 {(wt( TV, logwét)}. (122)

(e

We analyze these three terms separately. For the first term (a), by applying Jensen’s inequality
X] < yE[X?]foreacht =1,...,T, we have

(a)

T
ZE(at,ot,sf,,ht_l)wf"* {A:"(k) (at, 00, 8¢, hi—1) — (wi’ft))TVe) log wéﬂ
t=1

T
Z (E(%%Shht_l)ﬂng* [(A:"(k’ (as, 01, 5, hy—1) — (wh )TV9 logw(k)) })
t=1
<&approx (by Definition D.2). (123)

l

IN

For the second term (b), by Assumption 4(e), we have

I
M= =

k k k
E(at,%shhtil)wpp* (wit) — w§ ))Tva log wét)}

-
Il
—

IA
WE
=

(at,ot,s“ht,l)NPZ{e* |(wil,€t) - wt(k))—rve IOg ﬂ-élj) |:|

~
Il
-

IA
[M]=
=

(@,00,50,h—1)~BT0" H(wikt) (k))ngHV(; log7r )ng} (Cauchy-Schwartz)

~
Il
-

IA
N
=

k k
woonsmnenrze (108 = 0l /do, | Vo Tog 7 o |

o
Il
_

IA

MH

G Ve, l[(w) — wi™)||> (Assumption 4(e)).

t=1

For the third term (¢) = Zle E o) 00,50 he_1)~BT0" [( )TVH log 7r( )} , we employ (-
smoothness of log(my), i.e. Assumption 5(b). According to Assumption 5(b) and by Taylor’s theo-
rem, it holds that

log g, (ar | 0, he—1) — logmg, (ar | 01, he—1) = Vglogmo, (ar | o, he—r) " (6 —6,)| < § 16, — 61I72

for each as, 04, hiy—1 € A X O X Hy_1.

Let 6} be Qt(kﬂ) and 6, be Gt(k) here. We then have

T (k+1) (Gt | 0t7ht—1)
t

Ve IOg%fk) (a | Ot’ht_l)T (9 Y 9(k ) = §‘|9§k+1) - et(k)||?2 +log T (ap | og, hy—1)
: o Jhe

(124)
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Recall that Ht(kH) — Qﬁk) = nwgk) by definition. Plugging this term into the above equation and we
have

(k+1) (at | Otaht—l)
Ve, 1 hy T( (’“>)< 211082, 4 1og 2 .2
Vo, logmy (ar | 0, het) Hwt 7 + oo (ar | 01, hi1) (12)

The third term ZtT:1 E

mon
(at,0t,5t,ht—1)~P,

{(wgk))TVQt log w(g’:)} can then be upper bounded by

(¢)
T
Z (at,0¢,5¢,he—1)~Pp 0" |:( )TVQt logﬂ-( )i|

t=1

T
2 (k)2
72 (at’Ot’St hi— 1 ]P’:s* |:’7 §||wt ||E2 +10g

}_n

T p(k+1) (at | Ot,ht—l)

d

b tion 125
T (k) (a¢ | 0ty he—1) 1 y equation

}—‘

T
72 (Otaht 1 NP""S* [KL ( |0t7ht 1)”770(”( Iotaht71)>

d

T
KL (- 00, o) oo (- 00, )] + 21 >l

(126)
where we use KL(p|lq) = Epp[—log %] in the last step.
Now we can combine these three terms (a)(b)(c) together and average them with respect to k. Then
we have

1 K—-1
V(mo-) — 5 > V(mgw)
k=0
1 K-1
=% > V(mpe) = V(mgw))
k=0
1 K-1
k
Seappror + Gz D D Vo, l(wll] —wi™) e
k=0 t=1
11 K-1 T
+ 5} Z ZEM* [KL(W*(' | OtaHtfl)HWe(k)(' ‘ OtaHtfl)) - KL(W*(' | Ot7Ht71)||770(k+1)(' | Ot7Ht71))}
k=0 t=1
I
n 1 K-1 T
k
+37 2 2 Bllw
k=0 t=1

(127)

where the third term can be simplified by changing the order of summation:

—

K—-1 T
e S S B o (KL Lo B )l (- on hur))
Ic 0

t=1
—KL(W*(' | o, hp—1)||mgee+n (- | 08, he—1))]

1
*Z % Z E gy ey (KL 01, ha-1)limgoo (- | 01, hi-1))
t 1

_KL(W*(' | 0g, he—1) || e (- | Otaht—l))]
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T

1 N .
:K—n ZE(ot,ht,l)NlP’f"* [KL(7* (- | 0¢, he—1)||7mgc0) (- | 0¢, he—1))] (by telescoping).
t=1

In summary, we have

1 K-1
7T9* — E V 7Tg(k)
k=

1 K—-1 T 577 1 K-1
k k
Seappron + Gz D D VoWl —wi)e + 2 D Jw® I
k=0 t=1 k=0
1 T
T &y Y Eoone yerrer KL (| 04y he1)llmgo (- | 02y he1))]
t=1

G.2 PROOF OF SUBOPTIMALITY
In this section, we present a proof for Theorem 3 by leveraging Proposition 1 and Theorem 2.

For clarity, we let let Ek = Vo V(mgm ) — V9<k>/V(\7rg<k)) where V) V(mg) ) denotes the oracle

true policy gradient evaluated at 0) and Vo V(mgr ) represents the estimated one from the min-
max estimation procedure (9).

By setting wgk) as Vem/]/-(\ﬁe(k) )) in Proposition 1, we have

71'9* - — E Vﬂg(k)

k=0
K-1 T ,6’n
k,' —_—
<5approw + G Z V d@t || *,t e(k ) veik)V('ﬂ'eik)))H[? + 5= Z ||v9(k)v(ﬂ-9(k))||€2
k=0 t=1
(a) (b)
1z
+ Kn & ZE(Ot ho_yy~prer (KL (- [ 0g, he—1) 17 (- [ 01, he—1))] -
(o)
(128)
We first upper bound (a) = £ k o Zt 1Vde, ||(w (k) (6 e(mg(k)))”gz To this end,
we have
(a)
K—-1 T -
—a~ Z 3" Ve, l(w) (00) — Voo V() ez
K== ' '
maxi—1.7 v/ de K1 T
t= ¢ Y=
<G———— ZZH J(0™)) — Vo V(mym)) ez
k=0 t=1
max;—1.7 \/do, ~— w— —
SG——— D2 IV V(mym) = Vg Vimgm))llee
k=0 t=1
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K-1
max;—1.7 /de &
L Z (w5 (61) = Vg V(g s (129)

)

max d t SV(r,
< VT SN 9 Vi) - o Ve
k=0

max;=1.7 v/ de v
t= t
+ G— Z Z [ (w = Vo V(e )llez
k=0 t=1
K-1 T
e . do, max¢—1.7 dOf
=G Ffz IIEk\|p2+G% >l (6%) = Yy Vimym e
k=0 "
(a.1) "

We note that (a.1) is a term caused by estimation error. Now we focus on (a.2). Recall that
(k) 7/ (6(%)) is defined in Definition D.2, which is the minimizer of the loss function related to com-

pat1ble function approximation. Here we provide an explicit expression for w(k) (H(k)).

Given a parameter ¢, we notice that minimizing with respect to w = vec(ws, ..., wr)

T
. 2
Z (E(at,ot,st,;LFl)ije [(Atg (ataohstahtfl) - w;rvet log o, (at | Ot, htfl)) D

t=1

[V

is equivalent to minimizing
™ T 2
E (s ,00,50,h01)~P™0 [(At" (at, 00, 8¢, hi—1) — wy Vg, logm, (ar | 0, hi—1)) }

for each t = 1,..,7 by concatenating all the w,.(f) into a vector w.(f) =
vec(wy 1(0), ..., w. 7(0)) with dimension dg. Since it is a convex quadratic optimization, we can
get w, ;(6) by directly setting the derivative to be zero. By calculating the derivative of the loss
function at ¢ with respect to w, and set it as zero, we get

[AT° (at, 04, S¢, he—1) Vg, log mg, (ar | 0, he—1)]

E(anousz,hhl)’vpze

:E(at,ot,styht—l)wp:s {Vgt log g, (at | Ot,ht—l) Vo, log g, (at ‘ Ot,ht_l)-r} Wy

(130)
:E(atyot,b’t,ht—l)’\’]?:e |:v9t IOg o, (at | Ot, htfl) vgt IOg T, (a‘t ‘ Ot, htfl)—ri| wy
=F;(0)w; (by Assumption 5(c)).
In addition, by the expression of policy gradient from Lemma 10, we have
T
VoV (m9) = » B™ [Vologm, (A | Or, Hi1) Q7 (Ay, Or, Si, Hiv)] . (131)
t=1
Since Y, 4 o, (@ | 04, ht—1) = 1, we can also show that
VoV (m) ZE”G ologmg, (Ar | O, Hi 1) AT (Ay, Or, Si, Hy 1)) (132)

by simple calculation and expressing A; = @y — V; where V; does not depend on a;. Therefore, we
have

Vo,V (m ZE“G Vo, logmg, (A¢ | Oy, Hy—1) A7® (A, Oy, Sy, Hy—1)) (133)
t=1
foreacht =1,...,T.
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Plugging equation 133 into (130) and we have
Vo,V (mg) = Fy(0)w. (134)

Therefore w(k)(ﬁ(k)) F 0%V, V (g ) for each t = 1, ..., T, where the non-singularity

of F;(6®)) is implied by Assumption 5(c). This is actually a direction for natural policy gradient
(Agarwal et al. (2021)).

Consequently, we have
(i (6%)) = ¥y V() |2
=[|EH 0"V 0 V (o) = Vg V(g )=
=[[(FH(0W) ~ 1)V 00V (o) e

_ 135
<I(ETHED) = D221V 0V (o) o (13
<(|1FH(6™) 2V V (mom) [le2
1
<(1+ ;)HVQ(;C)V (mgem ) |le2 by Assumption 5(c).
Plug equation 135 into (129) and we have
(a)
<(a.1l) + (a.2)
maxy— 1T\/d@t max¢—1.7 \/de, Rl
=G——— =T Z 1Billee + G——Y—=23" S (w Vo V(myw) ez
k=0 t=1
max Vde, max d tK ! & 1
<GP T S s+ TV S S 7 ) o
k=0 k=0 t=1 H
max;— 1T«/d@, max;—1.7 \/do, 1 &
<G—/—/——Z NV 2T Z | Erllez + G+ p) > 1V g0V (g) [l e=
k=0 t=1
max \/d max;—1.7 v/ do, 1 =
<G——— 2T Z 1Bl + G=—=721 (04 VT 3 V0wV () e
k=0
(136)
Now we need to upper bound - Z ||V9<k)V (mpx)) ||e2. We will relate the gradient with the

improvement in each step. Since V(m;) is assumed to be L-smooth w.r.t. #, then according to lemma
7, we have

V(?Tg(k+1)) — V(T&'@(k))
L
> (Vo V(mga ), 0 FD — gy — §||9(k+1) — 0™ 3

=n(Vgy V(o ); Vi V(o)) — ]7 Vg V(mga)1I3

=1n(Vom V(maw) ), Vom V(mawm) ) +1{Vaum V(o) ), Voo V(mem) — Voum V(mem)))
2L o —
- 7’72 Vg V(mpm)) = Vg V(mae) + Vo V(g )13

1 ~ n?L =~
>0V V(mgam ) ||* — 5U(HV9(;9>V(7T9<;@>)H2 + 1 Exl*) - T(QHEICHZ +2[[Vom V(mgm )I|%)
9 1 2 &2 772L o2 2
=1V o V(mom) ||~ — 577(\\V9<k>V(7T9<k>)H + 1 Ekl®) = T(QHEkH +2[[ Vo V(o )|7)
U L E
:(§ — L®) ||V g V(g ) ||* = (5 + L?) || Ex ||*.

(137)
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Therefore we have

K-1
n 1
(5 - LUQ)? Z IV g0 V(g0 |12
k=0
1 K—1
V(mgan ) — V(mam)) + ( + L?? Z ||EkH2 (138)
k:O
1
=5 W(mooa) = V(meo)) + ( + L) Z 1Ex|P”.
Letn = 4L, we have
K-1
1 16L 3 ~
T IV V() ||* < Y(V(W(K)) = V(mpo)) + It Z [ (139)
k=0 k=0

Therefore, the following holds

1 K-1

? Z HVg(k)V<7T6(k>)H
k=0
K—-1

1 1
<2 (D IVow V(mgw)IIP)EVE (140)
k=0

K-1
g\/% (16L(V(7r9<x>) —V(mg0)) +3 ) Ek||2> :

k=0

Plug equation 140 into equation 136 and we have

(a)

max;—1.7 \/de, max;—1.7 v/do, 1 Kl
<G—— NV 2T Z 1 Eklez + G (1t ;)\/T > VeV (mgw) llez
k=0 k=0

_Gmaxt IT\/th\/»Z HEkHZZ

K-1

(16L(V(7r9(z<>) —V(mp)) +3 Z ||Ek||2

k=0

1 1
(141)

We also have

—~

b)

N

=

n 1

5 ||Ve(k>V(7Tem)||

=
P
LI

NES
=| -
g

||V9(k)V(7T9(k)) — Vg(k)V(ﬂ'g(k)) + Ve(k)V(']Tg(k))”Q

(142)

IN
=
el
—- o

2V o V(mg) — Voo V(@ ) I* + 2 Voo V(mou 1)

NES
==
g

I
o

IA
|2
w
¢
S

N\

K—
(V(mgi0) = V(o)) 7’7 kgnEkH?.
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where the last inequality is from equation (139).
Combining all the results, we have

V(mp~) — k_lg?g V(mgm)

Z V(7o)
k=0

<eapproz + (a) + (b) + (c)

-1 T K—
1 —
=capproz + G 5 > Ve, (i (0®)) — Vo V(myw)) ez + %E Z 1V 000 V() 22

k=0 t=1 k=0

1 T
+ Kiﬁ ZE(of he_1)~P; 0" [KL(7*(- | o1, ht—1) | (- | 0, he—1))]
t=1
1

SEappros + 2 ZE@t,ht_l)NP:e* [KL(x" (- | g, ha—1)l|mgo (- | 01, he—1))]

v/ d
_'_GmaXt 1.T @tfz HEngz

1 1 K-1 R
+ G max Ve, (1+ E)ﬁ\/? <l6L(V(7r9<K>) — V(1)) + 3 kZ:O ||Ek||2> by (141) for (a)
()
32L g =
3 Ul Vo) = Vi) + e 3 IBLI?) by (142) or (143)

We note that equation 143 provides an upper bound in terms of all key parameters. In addition, ()

is the dominating term. We can now employ Theorem 2 for explicitly quantifying HE’k |I. According
to Theorem 2, we have that with probability at least 1 — (, it holds that

~ 5 1 T
sup || By sfmaxoﬂszMBMfd@\/ o8 (T/ONFB), (144)
k=0:K —1 N

For simplicity, we can drop the terms (F, ) and Mz, and get

N

_ log (T
sup || Exl| < TmaxCos T3 Mpde log (T/<) (145)
K—-1

with probability at least 1 — (.
Then, we have that with probability at least 1 — ¢
V(mg+) — V(7T)

S(*) + Eapprox

1 L 1

. log (T
K(TmaxcﬂbT2MBd@ ogé\/{)) + Cappros (146)

< max
Nt:T

1
= T max do,(14+ =)WT
u

N

L log (T'
SVANT o+ CAT M3 0 e

L 5log (T'
SVAdoVT s + VIVET W O T Myds? LACHLO -
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where the last inequality holds if K < N.

In particular, we have L =< T* and Mg = T? according to Appendix B.2, B.3. Consequently, with
probability at least 1 — ¢, we have

T4.5 1 T
V(me:) = V(7) S \/deﬁ + TéaxC,Qrngﬁd%”g\(ﬁN/o + Eapproa- (147)

Remark: we can consider specific examples such as VC subgraphs and RKHSs for analyzing
SUps_o. k1 || Ek||- See Appendix C for details.

H PROOFS FOR LEMMAS

H.1 PROOF OF LEMMA 3

Let 7;.; denote a trajectory from i to j, i.e., 7;,; := (5;, 4i, 0, Ry, ..., S;, Aj,0;, R;). Then we
have

\H\

where
Vo IOg Prg (let)

t
=V 10ng(Rz | SiaAi)ﬂ'Ol(Ai \ Oi7Hi—1)Z(Oi | Si)p(Sz‘ | Sz'—hAi—l) (148)
i=1

t
= Vylogmg,(Ai | O, Hi )

i=1

with p(S1 | So, Ao) = v1(51).
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H.2 PROOF OF LEMMA 5

We provide a sketch of proof here. Readers can refer to Wainwright (2019); Maurer (2016); Foster
& Syrgkanis (2019)for more details.

Define the following function indexed by r € (0, 1]:

Zn(r):== sup _||fll52~IIf]
)

€B2 (r;

y whereIEBg(r;}'):{fe}'| Hf||272§7’}.

2
n,2,2

Let £ be the event that the inequality (23) is violated. We also define an auxiliary event A(r) :=

{Z,(r) > %} By a contraction argument from Maurer (2016) and the Talagrand’s concentration
inequality (Theorem 3.27 of Wainwright (2019)), we get the tail bound for Z,,(r). Specifically, we
have P(Z,(r) > %5,2Ld + u) < ¢1 exp(—cgonu) for constants ¢y, co. Finally, according to the proof
of Lemma 14.8 in Wainwright (2019), we get that £ is contained in .A(r), which has exponentially
small probability.

H.3 PROOF OF LEMMA 8

Recall that we defined
T
Q7" (55, 05,05, h;1) =B™[> Ry | Sj=s;,A;=a;,H; 1 =h;1,0; =0;].  (149)
t=j
and
T
Vi (sj,05,h;1) =E™[> R | S; =85, Hj1 = hyj_1,0; = o). (150)
t=j
Then we notice that
Vi (sj, 05, hj-1)
T
=E" [Z RS =sj,Hj_1=hj_1,0; = o]
t=j

T
:Eﬂe[]E‘ﬂ'e[ZRt | Sj=s;,Hj_1=h;j_1,0; = Oj,Aj] | S;=s;,Hj_1=hj_1,0; = Oj]
=
:EA.fNWe,j('\Omhj—l)[Q;’re(sﬁAjv0j7hj71)]
(151)
and

Q?G(SjﬂAj’Oijj—l)
T
=E[R; | S;, A;]+E™[ > Ry | S;, A, Hj_1,0;]

t=j+1

T
=E[R; | S;, 4] + B™[E™[ > Ry | Sjs1,0j11, Ajy1, 85, Hyl | Sj, Aj, Hy 1, 0]

t=j+1
T
=E[R; | Sj, 4] +E™[E™[ Y Ri| Sjs1, 0541, Ajir, Hil | S5, Ay Hjr, O]
t=j+1
=E[R; | Sj, Aj] + E™ [Q7%,(Sj41, 0541, Ajy1, Hy) | S5, Ay, 05, Hy 1]
=E[R; | Sj, Aj] + E[V]Y,(Sj+1, 0511, Hy) | Sy, Aj, Oj, Hj—1]. (152)
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For clarity, we denote E[R; | S; = s, A; = a] as (s, a). Then we have
Vi (s1,01) — Vl’rl(sl, 01)

=V (s1,01) — E“[rl(sl,A ) + E[V5" (S2, 00, Hy) | Ay, s1,01]]
+E7[r1(s1, A1) + E[VJ (S2, 02, Hy) | A1, 51,01]] — Vi (s1,01)

=E"[r1(s1, A1) + E[VS (Sg,Og,Hl) | A1, s1,01]] — E™ [rl(sl,Al) + E[VS (S, 00, Hy) | Ay, s1,01]]
+E7[r1(s1, A1) + E[VJ (S2, 09, H1) | A1, s1,01]] — Vi (s1,01) by (151)(152)

=E" [B[V5 (Sa, Oz, H1) = V5* (5,02, Hy) | Ay, 51,01]]

+E7[r1(s1, A1) + E[VJ (S2, 04, Hy) | A1, 51,01]] — Vi (s1,01)

—E"[E[Vy (S2, O, Hy) — V§¥ (S5, Oa, Hy) | A1, s1,01]] +E”[Q’f (A1,51,01)] — Vi (s1,01) by (152)

=E"[E[V5 (S2, Oa, Hy) — Vi (S2, 02, H1) | A, s1,01)] + E7[QF (A1, 51,01) — Vi™ (s1,01)]
=E"[E[V5 (S2, 0o, H) — Vi (S2, 02, H1) | Ay, 51,01]] + ET[AT (A1, s1,01)] by Definition D.7
=E"[V5(S2, 02, Hy) — VQ”I(SQ, Oq, Hy) | 51,01) + ET[AT (Al, 51, 01)] by law of total expe(clteslgi;)n.

Next, we consider V5" (S3, Oq, Hy) — ‘/'2”/(527 O, Hy).
Vi (Sy, 09, Hy) — Vi (S, Oy, Hy)
=VJ(Sy, Oa, Hy) — E™[r9(Ss, A) + E[VF (S3,03, Hy) | Az, Sz, 0o, Hy] | Sz, Oa, Hy]
+ E™[ry(Sa, Ag) + B[V (S3,0s, Ha) | A, Sa, Oz, Hy] | Sa, 0, Hy] — Vi (Sa,Oa, Hy)
=E"[E[VF" (S3, O3, Hy) — Vi (83,03, Hy) | Ay, S, 02, Hy| | S, 02, Hy
+ E"[ra(S2, A2) +E[V3ﬂ/(53,03,H2) | Ag, S, 0y, Hy] | Sa,09, H] — Vi (S2, Oa, Hy) by (151)(152)
=E"[E[VF" (S3, O3, Hy) — Vi (83,03, Hy) | Az, S, 02, Hy| | S, 02, Hy
+E"[QF (A, S, Oz, H1) | Sz, 0, Hi] = V5 (82,04, Hy) by (152)

=E"[V5"(S3,03, Ha) — V3W/(53703,H2) | Sa,04, Hi] +EW[A§,(A2752,027H1) | So, 02, Hi]
(154)

Plug (154) into (153) and we have
Vi (s1,01) = V{" (s1,01)

=E"[V§"(Ss, 03, Hy) — V¥ (S3,03, Hs) | s1,01] + E™[A] (A2, S, 02, Hy) | s1,01] + E7[AT (Ay, 51,01)]
(155)

where we have used the fact that given (S3, O, H1), (S5, O3, H2) is independent of S7, O; and the

law of total expectation.

Repeating this procedure and using (Skt1, Ok+1, Hi) 1L (S1,01) | (Sk, O, Hi—1), we have
T
Vi (s1,01) = Vi (s1,01) = 3 E"[A] (A4, Si, Oy, Hy1) | 51,01 (156)

t=1

By taking expectation with respect to .S, O1, we have

T
V(r) = V(r') = E"[AT (A1, S, O, Hy ). (157)

t=1
H.4 PROOF OF LEMMA 10

Proof. Let 1.1 denotes the trajectory (s1, 01, a1,71, ..., ST, O, QT I'T ).
VoV(mo)
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=VyE™ R;

T
=1

J
T

:VQ /(Z Rt)dpﬂ's (Tl:T)

t=1

- /(Z R;)Vglog P™ (11.7)dP™ (T1.1)

t=1

T t
=7 Z R; Z Vo log ﬂg)i(Ai ‘ O;, Hi—l)] by Lemma 3
t=1  i=1
T T
=E™* Z Vologmg i(Ai | Oi, Hi—1) Z R;| by changing the order of summation for ¢ and i

=1 t=1
T r T

=Y E™ |Vglogmi(Ai | O;, Hi1) Y Ry
i=1

t=1

T
Vologmg i(Ai | O;, Hi—1) ZRt | Si, As, Oi,Hi_1H by law of total expectation

t=1

T
=) E™ |E™
i=1

T
Z R | S, Ai, Oy, Hi_lH by measurability

t=1

T
:ZEW" Vo logmg i(Ai | Os, Hi—1)E™
i=1

T
= Z E™e [V@ log Wg’i(Ai | O;, Hifl)Qge (Sl, A;, O;, Hz‘,l)] by definition of Q?e (158)

i=1

H.5 PROOF OF LEMMA 11

proof of Lemma 11. We prove it by induction. At the base step t = T, we have

E™ [Ry | St, Hr—1]
=E[E™ [E[Rr | ST, Hr-1,071, Ar] | ST, Hr—1,071] | ST, HT—1] by law of total expectation

E[ZE[RT | Sp,Hr—1,07, Ar = a| 7o, (a | Op, Hr—1) | S7, Hr—1,O7] | ST7HT—1]
=E lZE[RT | S, Hr—1,01,Ar = a]mg,(a | Or, Hr_1) | ST7HT11

=E lZE[RT | Sr, Hr—1, Ar = a]mp, (a | O, Hr—1) | S7, Hr—1| by Ry AL Or | St, Ap, Hr 1
a

ZZE[RT | S7,Hr—1,Ar = a]E[mg, (a | O, Hr—1) | ST, Hp—1]
ZZE[RT | S, Hr—1,Ar = a|E[mg,(a | Or,Hr—1) | S, Hr—1,Ar = a] by Op 1L Ap | Sp, Hp—4
=> E[Rrmo,(a | Or,Hr 1) | Sr,Hr 1, Ay = a] by Or \L Ry | Sr, Ar, Hr 4

=" E 0% (Or, Hr1,a) | Sr, Hr—1, Ar = a| by (33)
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:ZE [b;;?T(OTaHT—ha) | STaHT—l} by Or 1L Ay | Sp,Hr_4

=E [Z bt (a, Or, Hr_1) | ST,HT_ll (159)

According to the above derivation, we have shown E {Za by’; (a,05,Hj—1) | Sj,Hj,l} =
E™e [ZtT: ;B | S; H j_1:| when j = T. We proceed with the derivation by induction. Assume
that E [ 32, b7, (0, 05, 1) | S5, Hya | = B [0 Ry | S, o] holds for j =k + 1, we
will show that it also holds for j = k.

For j = k, we first notice that

T
E™ | Ry | Sk, Hy 1

t=k

e [Rk ‘ SkaHk—l] + E™0

T
> R SlmHk—I] :

t=k+1

Next, we analyze these two terms separately. Analyzing the first term is the same as
E™ [Rr | ST, Hr—1] by replacing T with k.

E™ [Ry, | Sk, Hy—1]
=E[E™ [E[Ry | Sk, Hk—1, Ok, Ak | Sky Hr—1,0k] | Sk, Hr—1] by law of total expectation

E() "E (R | Sk, Hi-1, Ok, A, = a] g, (a | Ok, Hi—1) | Sk, Hy—1, Ox] | Skak—1‘|
=E [ZE[Rk | Sk Hy—1, Ok, A, = a] mp, (a | Ok, Hi—1) | SkaHk—1‘|

=E lZE[Rk | Sky Hr—1, A, = a] 7o, (a | O, Hy—1) | Sk, Hy—1| by Rg AL Oy, | Sk, Ag, Hp—1

ZZE[Rk | Sky Hi—1, A = a] E[mg, (a | O, Hi—1) | Sk, Hi—1]
= E[Rk | Sk, He1, Ak = a] E[mg, (a | O, Hi—1) | Sk, He—1, Ax = a] by Oy, AL Ay, | Sy, Hy 1
= E[Rkmo,(a| Ok, Hx-1) | Sk, Hx—1, Ar = a] by O 1L Ry | Sk, Ay, Hx—1

:ZE[RMT@ (a| Ok, Hy—1) | S, Hi—1, A = a] (160)

For the second term, we have

T
E™ | Y Rl Sk,Hk_ll

Lt=k+1

r T
=ET [E™ Z R: | Sk+1, Hi, Sk | | Sk,Hk_1] by law of total expectation
t=k+1
r T
=E™ |E™ Z Ry | Sk+1aHk] \ SkaHk—1‘| by {Ri}{_ps1 Lo Sk | Skt1, Hi
L t=k+1
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_E"o lz bka a',Oky1, Hy) | Ska1, Hk] | Sk, Hk1] by assumption in induction

=E™ lz by i1 (a's Opyr, Hy) | Sk+1;Hkysk‘| | 5k7Hk1] Ok41 AL Sk | Skt1, Hi

=E™ Zka-H (a',Opt1, Hy) | Sk,Hkll by law of total expectation (161)

=[E"e [Z b1y 11(a’, Okrs Hy) | Sk, Hy—1, Oy, Ay,
=E [ZE
=E [ZE

(by measurablhty)

:ZE E

| Sk, H, kl} by law of total expectation

ZkaH (@', Okq1, Hi) | Sk, Hi—1, Ok, A, = a] 7o, (a | Og, Hi—1) | Sk,Hk1]

ZkaH (a', Okq1, Hi)mo, (a | Ok, Hi—1) | Sk, Hi—1, O, A, = a] | Skakll

ZbT\r/ek+1(a/30k+l7Hk)7T9k (a| Ok, Hp—1) | Sky Hy—1,0, A = a] | 5k7Hk—1]

a’

:ZE E

ZbT\r/gk+1(a/aOk+lka)7T6k (a| Ok, Hi—1) | Sk, Hi—1, O, A, = a] | Sk, Hi—1, Ak = a]

a’

(by O, 1L Ay | Sk)

:ZE Z b@?kﬂ(a’, Op+1, Hp)mo, (a | Ok, Hi—1) | Sk, Hi—1, A = a] by law of total expectation

a’

Combine equations (160)(161) and we have

T
> Ry Sk,Hk-_1]

t==k

=[E"® [Rk | Sk, kal] + E™e

T
> R Skakll

t=k+1
= E[Rpmg, (a | O, Hy-1) | Sk, Hi-1, A = d

+Y E vam a',Opy1, Hy)wo, (a | O, Hy—1) | Sk, Hi—1, A = a] by (160)(161)

=Y E |Rym, (a | Ok, Hp—1) + Zb\/kﬂ ', Op11, Hy)mo, (a | O, Hi—1) | Sk, Hy—1, A, = a

=" E |0{%(a, On, Hi-1) | Sk, i1, A = a| by (33)

:ZE bk (a, Ok, Hy—1) | Sk,Hk—l} by Oy 1L Ay | Sk, Hp—1
=E Zb‘l\r/?k;(akaka—l) ‘ Skak—1‘|
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Therefore, E* |37, Ry | Sk, Hi-1] = E [b7%, (O, Hic—1) | Sk, Hy1 | also holds for j = , if
it holds for j = k + 1. By the induction argument, the proof is done. [
H.6 PROOF OF LEMMA 12

Proof.
VoE™ [Rr | ST, Hr—1]
=VE[E™ [E[Rr | Sp, Hp—1,07, A7) | SpyHr—1,07] | ST, Hr—1] by law of total expectation

=VyE™

]E[Z]E[RT | St, Hr—1,07, Ar = a] g, (a | Or, Hr—1) | ST, Hr—1,O7] | STaHTll

=VyE

ZE[RT | S, Hr—1,07,Ar = a]mg,(a | Op, Hr_1) | ST,HT—1]

ZVQE by RT A OT | ST, AT, HT_1

ZE[RT | Sr,Hr—1,Ar = a]me, (a | Op,Hr—1) | S7, Hr—1

=E lZE[RT | Sz, Hr—1, Ar = a] Vo, mor(a | Op, Hr_1) | ST,HT_ll

=Y E[Ry | Sr,Hr 1, Ar = a|E Vo, 7o, (a | Or, Hr_1) | Sr, Hr 1]

=Y E[Rr | Sr,Hr1, Ay = a|E[Ve, 79, (a | Or, Hr_1) | Sp,Hr_1, Ay = a] by Or L Ag | Sp, Hr_y
= E[RrVo,mo,(a| Or, Hr_1) | Sr, Hr—1, Ay = a] by Or 1L Ry | Sr, Ar, Hr 4

=" E 087 (Or, Hr-1,a) | Sz, Hr1, Ar = a| by 37)

:ZE {bge\/,T(OTvHT—laa) | ST,HT—1] by Or 1L Ay | S7, Hp_4

=E lz by (Or, Hr 1, a) | ST,HT_1]

According to the above derivation, we have shown E [b@ev (05, Hj—1) | S, H j—l] =
VoE™ {Zf: ;B | S;, H. j_l] when j = T. We proceed with the derivation by induction. As-
sume that [E |:b7%9V,j (Oj, Hj_l) | Sj, Hj_1:| = VQE‘ITO |:ZtT=j Rt | Sj, Hj_1:| holds fOI'j =k + ].,
we will show that it also holds for j = k.

For j = k, we first notice that

T

> R Sk,H“] = VoE™ [Ry | Sk, Heo1] + VoE™
t=k

VoE™

T
> R Sk;Hk1‘| :
t=ht1

(163)

Next, we analyze these two terms separately. Analyzing the first term is the same as
VoE™ [Ry | St, Hr—1] by replacing T' with k.

VoE™ [Ry | Sk, H—1]
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=VoE[E™ [E[Ry | Sk, Hr—1,O%, Ax] | Sk, Hx—1, Ok) | Sk, Hr—1] by law of total expectation

=VE™ ]E[ZE[Rk | Sk Hi—1, Ok, A, = a] mg, (a | Ok, Hi—1) | Sk, Hi—1, O] | SkaHk1‘|

=VyE ZE[Rk | Sy Hy—1, Ok, Ax = a] 7, (a | Ok, H—1) | Sk;Hk1‘|

:ng ZE[Rk | SkaHk—laAk = a] 7r9k_(a ‘ Ok;Hk—l) | SkaHk—l by Rk A Ok | SlwAk,Hk—l

(164)

=E lZE[Rk | Sk, Hp—1, A = a| Vomy, (a | Ok, Hp—1) | Sk, Hi—1
:ZE[Rk | Sky Hi—1, A, = a] E [Vomo, (a | Ok, Hy—1) | Sk, Hy—1]
:ZE[Rk | Siy Hi—1, A, = o] E [Vogmg, (a | Ok, Hy—1) | Sky Hi—1, Ax, = a] by Oy 1L Ay | Sk, Hi—1

= E[RiVoms, (a | Ok, Hi-1) | Sk, He—1, A = a] by O 1L Ry | Sk, A, He 1

For the second term, we have

A
VoE™ | Y Ry | Sk, H,H]
Li=k+1

i T
=VyE™ |E™ l > Ri| Skir, Hy, Sk
L t=k+1

| Sk, H, k_ll by law of total expectation

- T
=VyE™ |[E™ l Z Ry | Skt1, He

| SkaHk—1] by {Ri}/_p i1 Lo Sk | Sky1, Hi

t=k+1
=VoE™ |E | > bi%), (0, Oppr, Hy) | SHth] |Sk7Hk1] by Lemma 11 (165)
L a’
=VoE™ |E | > bj%) 1 (a’, Oprr, Hy) | Sk+17Ak7Ok,Hk11 |Sk,Hk1] by expanding H,
L a’

v, [E
— [ e
+[E

=I+1I

ZbTXr/?k+1(a/aOk+laHk) | 3k+17ak70k7hk1‘| Po(Sk+1, Ak, 0k hie—1 | Sky Hi—1)dsk41dagdogdhy,

a’

P6(Sk+1, Gk, Ok, Rk—1 | Sk, Hi—1)dskr1dardogdhy

T !
E :bV?k+1(a Ok, Hy) | Skt1, ak, Ok, hig—1
a/

s !
E b ki1(a's Ongrs Hy) | Skt1, ar, ok, g1

a’

Vopo(Sk+1, Ok, Ok, he—1 | Sk, Hi—1)dsk1dardogdhy

where

I:/VgIE

!/
> b1 (0, Ok, Hy) | 5k+17ak70k7hk—1‘| Po(Sk+1, Ak, Ok, -1 | Sk, Hi—1)dsy+1dagdogdhy,
a/
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=E™ | VyE

ZkaH (a/,Opy1, Hy,) | Sk+17AkkaaHk11 | Sk,Hk1]

=E™ | VyE

Zka-H (a/,Opy1, Hy) | Sk+17Hk1 | Skak1‘| by Hy = (Ag, Oy, Hy—1)

T

=K |VoE™ [ Z R | Sgy1, Hi
t=k-+1

| Sk, Hk_1] by Lemma 11

=E™ |E [Z bg"wkﬂ(a’,OkH,Hw | SkH,Hk] | Sk,Hkll by assumption in induction

a’

=E™ lz by ks (@' Oppa, Hy) | Sk+1aHk»Sk‘| | Sk»Hk1] Okt1 AL Sk | Sk, H

=™ Z bVVk+1 a',Oky1, Hy) | Sk, Hkl} by law of total expectation (166)

=E™ -E [Z by os1(@, Orgr, He) | Sk Hi—1, O, Ag
=E [ZE

=E [ZE
=) E -IE
:Z]E -

byOkJJ_Ak|Sk

| Sk, H, kl] by law of total expectation

ZbVVk+1 (a/,Os1, Hy) | Sks Hy—1, 01, A = a

oy, (a | Okakal) | Sk,Hk11

ZbVVk+1 (a’,Op41, Hy)mo, (a | O, Hy—1) | Sy Hi—1, O, Ay = a] | Sk»Hk1‘|

Zbggv,k+1(al7Ok+17Hk)7T6k(a | O, Hi—1) | Sk, Hi—1, O, A, = a] | Sk,Hk1‘|

ZbVVk+1 (a',Opy1, Hi)mo, (a | Ok, Hi—1) | Sy Hi—1, O, Ap = a] | Sk, Hi—1, Ay, = a]

:ZE Zb$9v7k+1(a/,0k+17Hk)7T9k (a| Ok, Hx-1) | Sk, Hi—1, A = a

a’

by law of total expectation

and

17

:/E
:/E

(Vologpe x po) (Sk+1, @k, Ok, hk—1 | Sk, Hi—1)dsk1dardogdhy

> 00 (@, Ok, Hy) | 8k+1,ak,0k,hk1] Vopo(Sk+1, ak, o, he—1 | Sky Hi—1)dsk1dagdordhy,

a’

u !
E bW pi1(a's Orgr, Hy) | Sk, ak, ok, hkl]

a’

lz b3y i1 (@', Ok, Hy) | Sk+1;Ak;Ok7Hk—1]

Vologpo(Sk+1, Ak, Or, Hy—1 | Sk, Hi—1) | Sk, Hi—1]

68



Published as a conference paper at ICLR 2024

=E™ |E ZkaH (a/,Opy1, Hy) | Sk+1;Ak;OkaHk1] |Sk,Hk11
Vo logp (Sk+1,Ak,Ok7Hk—1 | Sk, Hi—1)

=E™ |E ZkaH a',Oky1, Hy) | Skq1, Hi | | Sk, He—1| Volog po(Ski1, Ak, Or, Hr—1 | Sk, Hi—1)

=E™ |E | Y b7 (', Oxrr, Hy) | Skin, Hi, S

| SmHk—l] Vo log po(Sk+1, Ak, Ok, Hy—1 | S, Hy—1)

L a’

(by Op41 AL Sk | Skv1, Hi)

=E"™ Zb@fkﬂ(a',OkH,Hk) | Sk,Hk—I] Vo log pg(Sk41, Aks Ox,s Hi—1 | Sk, He—1)

a’

=B | b 11 (0’ Okgr, Hi) Vo log po(Ski1, A, Ox, Hy—1 | S, Hy1) | Sk,Hk_I]

a’

=[E"™® Zbg?kJrl(a/,Ok_,_l,Hk)Vg log 7o, (Ak | Ok,Hk—l) | Sk,Hk_1] by (168)

a’

=E™ |E [Z b;r/?kJrl(a/,Ok_;,_th)Vg logﬂ'gk(Ak | O, Hi—1) | O, A, Sk, Hp_1

a’

| S]W Hk—l]

=E™ |E [Z b;r/ekJrl(a/,Ok_;,_th) | Ok,Ak,Sk,Hk_1‘| Vo logﬂ'gk(Ak | O, Hip—1) | Sk,Hk_ll

a’

=E ZE

Ve logwgk (fl | Ok, Hy—1)mo, (a | Ok, Hi—1) | Sk, Hi—1]

Zbykﬂ a',Oky1, Hy) | Ok, Ay = a, Sk, H— 1]

—E Z [vam @, Opi1, Hy) | Ok, Ax = a, Sy, Hy 1
—FE ZIE
:ZE
=ZE

:Z]E ZkaH a', Opq1, Hi)Vomg, (a | O, Hy—1) | Sk, Hi—1, A = a] (167)

Voo, (a| Ok, Hi—1) | SkaHkI]

ZkaH a', Opq1, Hi)Vomg, (a | Og, Hy—1) | Ok, Ay = a, Sk,Hkll \ SkaHk1‘|

ZkaH a', Opq1, Hi)Vomg, (a | O, Hy—1) | Ok, A = G,Sk,Hk11 \ SkaHk1‘|

ZkaH a',Oy1, Hy)Vomg, (a | Ok, Hy—1) | Ok, Ap = G,Sk,Hk11 | Sy Hy—1, Ar, = a

where

Vo logpo(ski1, ar, ok, hi—1 | sk, hx—1)
=V log{po(sk+1 | ak, 0k, Sk, he—1)po(ar, ox | sk, hr—1)}
=Volog{p(sk+1 | ar,sk)po(ar, ok | sk, hi—1)} by Spt1 AL (Ok, Hi—1) | Sk, A
=Vylogpg(ar,or | sk, hr—1) (168)
=Vylog{pe(ar | ox, sk, hix—1)p(ok | sk, hr—1)}
=Vglogpe(ak | ok, sk, hx—1)
ZVQ 1og7rgk(ak | ok,hk_l)by Ak AL Sk | Ok7Hk—1-
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Combining equations (164)(165)(166)(167), and we have

T

> Ry | Sk, Hioa

t=k

VoE™

T
=VoE™ [Ry | Sk, Hp—1] + VoE™ [ > R SmHk_l]
t=k+1
:ZE [Rkvm'l'gk(a | OlmHk—l) | Sk7Hk—17Ak = a} +I1+11 by (164)(165)

=Y E[RiVoms, (a | Ok, Hy-1) | Sk, He-1, Ar, = d

"‘ZE ZbVVkJrl a', Oy, Hy)mo, (a | Og, Hy—1) | Sk Hi—1, Ak = a

+ZE Zb‘[\rf?kJrl(a/aOk—&-laHk)VOT"Gk(a | Ok, Hi—1) | Sky Hy—1, Ay = a] by (166)(167)

a a’

:ZE by k(Oks Hy—1,a) | Sk, A, = a;Hk—l} by (37).

:ZE [b@’v,k(Omkal,a) \ SlmHkq} by Oy, 1L Ay | Sk, Hi—1
a

= [Z bVVk a, Okakal) | Sk7Hk1] (169)

Therefore, VyE™ [ZtT:k R | Sk,Hk_l} ) [Za by (@ Oy Hy—1) | Sy Hi—1 | also holds
for j = k if it holds for j = k£ + 1. By induction, the proof is done. O

H.7 PROOF OF LEMMA 13

‘We need to show

w° P?S(St,Ht—l)
E = .
Py (St, Hy—1)m(Ar | St)

ft<At,0t,Ht_1>}

(170)
g Pl (St—1, Hi—2)mg, , (As—1 | Os— 17Ht 2) th 0,00 Hy 1) .
Ppr 1 (Se—1, Hy—o)ml_ (As—1 | Si—1)
To see this, we calculate these two terms separately.
70 (Sy, Hy_
. [ 2t (S Hiy) ft<At,ot,Ht1>}
(St Hi—1)m( (Ar | St)
70 (s ,h =
:/[ P <t = 1) ft(at,Ouht—l)]pt (atzohst;ht—l)datd()tdstdht—l
pr St»ht 1)y (as | se)
S ,h i
/ tru-1) filag, o, he—1)]ml(ar | se)p(or | s0)pF (st, he—1)dardosdsidhe_y
Smht 1 7Tt (at ‘ St)

S¢, i ”
/ ,r pi” (s tbl) ft(avotvhtfl)ﬂ—f(a | s¢)p(or | St)ptb(Stvhtfl)dOtdStdhtfl
ot,5t,he—1 g (Sta ht—l)ﬂ-t (a | St)

/ th a , 0, hy— 1 (Ot | St)PZre (St»htfl)dotdstdhtfb

hi—1 ¢

(171)
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The first equality is simply from expanding the expectation. The second equality is based on O; L
Ay | Si. The third equality is by taking expectation with respect to A; at first. The final equality is
by canceling out the same terms.

Now we analyze another term.

th a,O, Hy 1)

a

i o 1(St 1, He—o)mo, (Ai—1 | Op—1, Hi—2)
2 1(St717Ht72)7Tt 1(At71 ‘ Si_ 1

_/[Pt 1(8e—1, he—2)mo, , (ar—1 | 0r— 1;ht 2) tha o0 he )]

ptfl(st—17ht—2)7r?71(at—l | St— 1

b
s
" (04, Qt—1,04—1,5¢—1, hi—2)dorda,_1do, 1de 1dhi_2

h . s h
_/[pt 1(St 1 t2)7T9 1(% I‘Ot 1 t2 thaot,ht 1]

PE (se—1, he—o)ml_y(ai—1 | s1-1)

b . . .
/p” (0t, St, At—1,0t—1, St—1, hi—2)dsidoydas_1do;_1ds;_1dh;_o (marginalization over Sy)

:/[Pt 1(se—1, he—2)mo, , (ar—1 | 04— 1;ht 2) tha o0 b )]

pt_l(st—hht—Q)ﬂ'?_l(at—l | St— 1

:/pzrﬁl(stflaht72)7‘—0t,1(at71 | 0t717ht72)th(aa0taht71)

a

plos | se)p(se | ar—1, St—1)p(os—1 | st—1)dordsidas—1dos—1dsi—1dhi_o

:/ th(a,ot,ht,l)p(ot | St)pzre (St,htfl)dOtdStdhtfl. (172)
ot,8t,ht—1

a

where the third equality is by expanding the joint density under the assumptions on POMDP.
The fourth equality is by canceling out all the same terms. The last equality is by noticing that

(s, he—1) = p(se | se—1,ai—1)mg, (ap—1 | 0r—1,he—2)p(0¢—1 | $¢—1)P7’1(8t—1,h¢—2). Then
the proof is done by comparing these two terms.

The proof is done by comparing equation 171 and equation 172.

I IMPLEMENTATION

1.1 IMPLEMENTATION DETAILS USING RKHS

We provide implementation details for Algorithm 1 in this section. Specifically, we mainly focus on

steps 4-6 for estimating the policy gradient when function classes are assumed to be RKHSs.

For a specific coordinate j at each iteration ¢, B§t> can be set as a RKHS endowed with a reproducing

kernel KB(t) (+,+) and a canonical RKHS norm || - ||B§t) = lx w0 Similarly, ]-'( ) can be set as

a RKHS endowed with a reproducing kernel K Fm( -) and a canonical RKHS norm -1l FO =

|- lx_ - Then, with these bridge function classes and test function classes, we are able 0 get
F

the closed-form solution of the min-max optimization problem (9) for each coordinate by adopting
Propositions 9, 10 in Appendix E.3 of Dikkala et al. (2020). Specifically, we can first get two
empirical kernel matrices based on the offline data:

i i j j j N,N
KB§“,N = [KB;_‘) ([azlﬁa 017 h;—l]v [CL%, Oiv hi—l])}i:Lj:l
and
j j j N,N
K]—'}”,N = [K]:J(‘)([afvotv ht 1] [agv Oi, hgfl])]izl,jzl'
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Given these two empirical kernel matrices, we define a matrix

M,y =K? FIy)UKE

FO N(me;t),N
where A, £ are tuning parameters and Iy denotes the NV x N identity matrix.

Next, if j < dg, then we consider the empirical “gradient response vector” Y ;n € RN
whose n-th element Y, ;, = (r} + > . b’{;’tﬂ(a ot 1, hi))[Veme, (af | of b} 1)]; +
Y by g1 (@ 0y, hY)] o, (aff | of s hi ) where [-]; denotes the j-th coordinate. If j = do +1,
then we consider the empirical ”value response vector” Y¢ go41,8 € RYN whose n-th element

Yidet1,n = (TZL + Za’ b7\r/?t+1 (alvoﬁklv h?))ﬂ-ot (a? | oy’ h?,l).

We note that the empirical ”gradient response vector” and the empirical value response vector” can
be understood as the empirical version of the “response” (i.e. evaluated at the offline dataset) on the
right hand sides of equations (3)(4) in Assumption 2. All the involved terms are computable because
we know the form of reproducing kernel functions (e.g. Gaussian kernel), the form of policies and
their gradients (e.g. log-linear policies), the bridge functions th 1 bv"vlt 41 that have been learned
from the previous iteration ¢ 4+ 1 and the given offline dataset D = {(o}, a}, r} )t 1}V, . Finally,
by adopting the mentioned results in Dikkala et al. (2020), for each coordinate ;7 = 1,...,dg + 1,

the solution to the min-max optimization problem (9) is given in the following form:

N
bﬂ-g Zantj B(f)([atvotah? 1] )

n=1

where a, ; ; is the n-th element of the N-dimensional vector
Q= (K (1) NMtv] ~K ('),N +4£,[LK (f) N) K (f) NMtJ NYt,] N-

Here 4 is a tuning parameter and () denotes the Moore-Penrose pseudo-inverse. The hyper-
parameters &, u, A can be chosen by using cross-validation as suggested in Dikkala et al.

(2020). Repeating this procedure sequentially for t = 7T,...,1 and we get /l;zr"() whose j-
T

. . N .
th coordinate is Zn:l 0[71717jKB(_1)([a71L,0?,h8},') with a1 = [041717]'7012717%...,OéN71_’j
J
(KBE»I),NMLJ"NKBEI),N + 4€MKB§1),N)TKB§1>,NM17ijY17j’N' We then use the first d@ el-

ements of 37{9() (iie. j = 1,...,de) to estimate the policy gradient, by following the
procedure described at steps 7,8 of Algorithm 1. Specifically, we compute gqffj(’“) (a,0f) =
ij:l an,l’jKB;D([a?,o’f],[a,o’l}) foreach j = 1,...,de, a € A(A| < c0),and i = 1,..., N.

Lastly we estimate the policy gradient evaluated at §*) by L S°N [~ blgl(kd)O (a,0})], and the
first stage for estimation is done. In the subsequent stage, we employ the estimated policy gradient
to update the parameter using the procedure described in step 9 of Algorithm 1.

1.2 COMPUTATIONAL COMPLEXITY OF ALGORITHM 1 USING RKHS

We discuss the computational complexity of Algorithm 1 using RKHS here. We first focus on the
steps 4-6 regarding the min-max estimation procedure. At each ¢, for a specific ;7 — th coordinate,
we follow the implementation details described above.

B N and K
Bgt),N and K]—'E”,N'
evaluate each element (kernel function values between two vectors with length ¢tdim(O)dim(.A)),
which is the dimension of the history space H;. Here we note that both dim(Q) and dim(.A) are
fixed, and we care about the key parameter - the scale with ¢. Throughout this discussion, we sim-
ply ignore dim(O) and dim(.A). The complexity of computing the kernel function value for two
vectors with dimension ¢ depends on the specific kernel functions we use. For example, for linear

kernels, the computational complexity of evaluating the kernel function is O(t). For more complex
kernels like polynomial kernel, this complexity is higher than linear and depends on the degree of

(a) Computing K It can be seen that we need to first evaluate the empirical

(t) are
FON

kernel matrix K As they are both N x N matrix, it takes N2 operations to
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the polynomial. For the Gaussian kernel (RBF) that we used in our numerical experiments, the com-
putational complexity is usually O(t). Consequently, the computational complexity of evaluating
two empirical kernel matrices is O(N?t).

(b) Computing M, ; n. The computation of M ; n involves taking the square root of matrices,
matrix multiplications, and the calculation of the inverse of a matrix. The computational time is
dominated by the calculation of the inverse of a matrix, which is O(N?).

(c) Computing 7y, (a; | 0¢,hi—1) and Vg, mg, (as | 0¢, hi—1) for any fixed (at, 0:, hi—1). The
computational time depends on the specific policy class. For the log-linear policy class with
Wat(at \ Otvhtq) X eXp(93¢(ot,at,ht71)), we have Veﬂet(at | Otyhtfl) = ¢(0taat>ht71) -

o, To.(ay | 0t hi—1)¢(0r, aj, he—1). It can be seen directly that both the computational time in
evaluating g, (a; | 0¢, hi—1) and Vg, mg, (ay | 01, he—1) is O(de,)

(d) Computing Y, ; . For each n, it takes O(dg, ) to compute mg, (a} | of, h}_;) and Vg, 7y, (a} |
oy, hy_ ;) for log-linear policies according to (c). In addition, it takes O(N (¢ + 1)) to compute

~

[0Sy 141)5(a’, 0F 1, h) and 3’&?t+1(a’, o1, h}) according to (f). Since we need to do the same
operation for each n, the computational time for this step is O(Ndg, + N?(t + 1))

50 N Kro n

3’ Jj
calculate the coefficient s ;. The computation of o ; involves matrix multiplication and solving a
linear system. The computational time is O(N?).

(e) Computing o, ;. Having the results of K M, ;. n, and Y, ; n, we are able to

(f) Computing Ef‘; (at,0t, hy—1) for any fixed (a;, o;, hi—1). It involves the calculation of N ker-
nel function values and a linear combination of them. For the Gaussian kernel, the computational
complexity is O(t) for each n. Therefore the computational complexity in this step is O(Nt).

We note that at each ¢, steps (a), (b), (d), (e), (f) should be repeated dg + 1 times, while (c) is
only repeated 7' times. Consequently, the computational time for solving the min-max optimization
problem for each t is O(de N?t +de N* + Ndg + N?det +de N3) = O(de N?t +de N?). As we
repeat the procedure from ¢ = 7" to ¢t = 1, the computational complexity of steps 4-6 in Algorithm
1is O(d@N2T2 + d@NgT).

It can be easily seen that the computational time of steps 8,9 is dominated by the one of steps
4-6. Consequently, by considering the for-loop over k, the overall computational complexity of
Algorithm 1 is

O(KdeN*T max{T,N})

by assuming history-dependent log-linear policy class and RKHS with Gaussian kernels.

1.3 MORE DISCUSSIONS ON PRACTICAL IMPLEMENTATIONS

In practical implementations on real RL problems, the exact execution of the proposed algorithm
may sometimes computationally costly. For instance, when dealing with large sample sizes or a
high number of stages, solving the min-max optimization problem (9) precisely in each iteration may
become computationally expensive. Particularly, exact solutions with RKHSs involve calculating the
inverse of an NV x N (which takes O(N?)) and evaluating the empirical kernel matrix on the space
of history (taking approximately O(N2T')). Additionally, when assuming other function classes for
bridge functions and test functions, such as neural networks, achieving an exact solution for the
min-max optimization problem (9) is not feasible.

To enhance computational efficiency and accommodate general function classes, a potential alterna-
tive approach is to compute the (stochastic) gradient of the empirical loss function in the min-max
optimization problem (9) with respect to b and f respectively. Subsequently, updating f and b alter-
nately using gradient ascent and gradient descent only once in each iteration can be performed. In
this case, Algorithm 1 could be potentially expedited, contributing to faster computations.

J SIMULATION DETAILS

In this section, we provide the simulation details for the numerical results of the conducted experi-
ment as shown in section 7.
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Table 2: Comparisons of policy gradient estimations under the proposed method and the naive
method at the uniform random policy when O = § = A = {+1, —1}. Simulated data are generated
by assuming P(Sy = 1) = 3, P(Og = Sp) = 0.8, P(S1 = Sp) = 0.95, P(O; = S1) = 0.8,
R, = m —1Lm(+1 | 1) = m(=1] —1) = 0.3, mg(ay | 01) x exp(fa, 0,). T =
number of stages; N = number of samples. Means (standard deviations) of ||§1\/ - VV|/IVV]
are reported based on 20 replicates.

SAMPLE SIZE T=1,PROPOSED T7=1,NAIVE T7=2, PROPOSED T=2, NAIVE

N = 500 0.124 (0.011) 0.115 (0.0011)  0.192 (0.0189) 0.345 (0.011)
N = 2000 0.073 (0.006) 0.110 (0.005)  0.133 (0.012) 0.342 (0.007)
N = 8000 0.031 (0.003) 0.110 (0.003)  0.066 (0.004) 0.352 (0.003)

We consider 7' = 2 and N = 10000. Simulated data are generated by assuming

SO ~ UTLZf(—Q, 2)7

Op ~ O.SN(S(), 0.1) + O.QN(—S(), 0.1),
S1 ~ N(Sp,0.1),
Sy ~ N(S141,0.01),
7Tb(+1 | Sy > O) = 71'17(—1 ‘ Sy < 0) =0.3,

o 1+ exp(f4StAt) ’
7o, (A¢ | Or) o< exp(6] ¢¢(Ar, Oy)),

Where ¢t71(at,0t) = QOtH(CLt > 0,0t > 0), ¢t’2(at,ot) = 20t]I(CLt < 070t > 0), ¢t$3(at70t) =
20(a; > 0,0, < 0), ¢p.1(as,01) := 20,I(ay < 0,0, < 0) for t = 1,2. The dimension of policy
class dg = 8.

Ry(St, Av)

K ADDITIONAL NUMERICAL RESULTS FOR TABULAR CASES

Table 2 reports the normalized [, norm of the error for the policy gradient estimator under the
proposed method and the naive method. We can see that the proposed method under both single-
stage and multi-stage settings is consistent, i.e. the error of the policy gradient estimator approaches
to 0 as the sample size N increases. In contrast, the naive estimator has an irreducible bias (= 0.11)
in the single-stage setting, and this bias becomes significantly larger (=~ 0.352) in the multi-stage
setting, indicating that the bias caused by unmeasured confounding may be more severe when the
number of stages increases.

L. ADDITIONAL NUMERICAL RESULTS FOR CONTINUOUS CASES

Numerical results of policy gradient estimation in the function approximation settings. We
consider an example with continuous state/observation space and T' = 2, and implement the pro-
posed policy gradient estimation procedure (9) using RKHS. Simulation results of the proposed
method and the naive method for estimating policy gradient are provided in Figure 3. We observe
that the naive estimator has an irreducible bias. In contrast, the proposed estimator eliminates the
bias and outperforms the naive estimator significantly. Simulation details can be found in Appendix
J.

Computational time. We summarize the computational time (in seconds) of running Algorithm 1
with varying sample sizes in table 3. For all scenarios, the proposed method only takes minutes to
find the optimal policy.
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Figure 3: Comparisons of the proposed policy gradient and the naive policy gradient estimators to
the truth at the uniform random policy. Results are computed using 20 replicates under T = 2,
N = 10000 with general function approximations.

Table 3: Computational time (in seconds) for ' = 2, dg = 8, K = 50 with varying sample sizes
N.

SAMPLE SIZE TIME

N =200 9.81563

N = 1000 28.79569
N = 5000 118.81537
N = 10000 227.02766
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