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Abstract

Variants of the Epidemic-Type Aftershock Sequence (ETAS) and Short-Term Earth-

quake Probabilities (STEP) models have been used for earthquake forecasting and are

entered as forecast models in the purely prospective Collaboratory Study for Earth-

quake Predictability (CSEP) experiment. Previous analyses have suggested the ETAS

model o↵ered the best forecast skill for the first several years of CSEP. Here, we evalu-

ate the prospective forecasting ability of the ETAS and STEP one-day forecast models

for California from 2013-2017, using super-thinned residuals and Voronoi residuals.

We find very comparable performance of the two models, with slightly superior perfor-

mance of the STEP model compared to ETAS according to most metrics.

Keywords: CSEP, earthquakes, seismology, self-exciting point process, super-thinning, Voronoi
deviance residuals.
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1 Introduction

Since 2007, the Collaboratory for the Study of Earthquake Predictability (CSEP) has hosted

a variety of models in prospective experiments that forecast the rate of earthquakes in par-

ticular magnitude ranges occurring in each given spatial-temporal grid cell [3, 27, 37, 34]. In

order to remedy the problems of overfitting, publication bias, and other problems common in

retrospective analyses of earthquake forecasts, the forecasts in CSEP are made on a purely

prospective basis: the computer code for calculating forecasts must be made and submitted

completely in advance, and no changes or retrospective adjustments may be made by humans

after the fact [13]. Thus, CSEP o↵ers seismologists a unique perspective into the abilities

of models for earthquake occurrences to forecast seismicity in a purely prospective way, and

thus a statistically sound platform for evaluating the relative performances of these models.

In particular, variants of the Epidemic-Type Aftershock Sequence (ETAS) ([17], [18]) and

Short-Term Earthquake Probabilities (STEP) models [10] have been used for earthquake

forecasting and have been entered as forecast models in the CSEP experiments. Several

studies have suggested that, for the first several years of CSEP’s operation, the ETAS model

has appeared to o↵er one of the best forecasts among the models in CSEP ([6],[32],[36]). In

this project, we evaluate and compare in detail the prospective forecast skill of the ETAS and

STEP one-day forecast models for California in a one year interval of 2016-2017 and a five

year interval of 2013-2017 using super-thinned and Voronoi residual based methods. Overall,

we find very comparable performance of the two models, with slightly superior performance

of the STEP model compared to ETAS according to most metrics.

Short-term forecasts of earthquake occurrences lead to unique challenges that make tradi-

tional evaluation and comparison techniques di�cult. For one, very few earthquakes exceed-

ing a minimum magnitude of 3.95 are recorded in California on a day-to-day or even annual

basis. Therefore, for most models in CSEP, the estimated conditional intensities are very

close to zero, and can be quite volatile. Under such conditions, traditional residual testing

techniques can su↵er from low power, numerical instability, and high variance [5]. To resolve

these di�culties, some binning or smoothing techniques can be useful, to facilitate a more

robust evaluation of the long-term success of these models with likelihood-based metrics.

Our research builds on recent e↵orts to rigorously assess the space-time models used to
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forecast earthquake occurrences (e.g. [1], [2], [3], [5], [6], [7], [8], [9], [11], [12], [15], [16],

[21], [22], [23], [25], [29], [32], [33], [35], [36], and [37]). The model evaluation methods used

in some of these e↵orts have relied on tools such as the N-test, CL-test and S-test that are

generally not ideally powerful at discerning between closely competing models and generally

do not indicate where and when one model might be performing relatively poorly. Indeed,

the N-test and CL-test examine the quantiles of the total numbers of events in the pixels or

likelihoods over all pixels, in comparison with those expected under the given model, and

the resulting tests typically have limited power [1]. Further, even when these tests do reject

a model, they do not typically indicate where or when the model performed poorly, or how it

could be improved. An additional problem with such tests is the reliance on the assumption

of independence across cells and a Poisson distribution for the number of points in each cell,

which is particularly troublesome for short-term forecasts [30].

Recent statistical developments in the assessment of space-time point process models have

resulted in new, powerful model evaluation tools, and we apply these techniques to assist

in the comparison and improvement of models for earthquake occurrences. Specifically,

we apply residual point process methods including super-thinned residuals [8] and Voronoi

deviances [5], which are useful to help detect inconsistencies between data and models and

to suggest areas where models can be improved.

The structure of the remainder of this paper is as follows. After a brief description of the

data and the binning techniques used in Section 2, evaluation and comparison techniques are

reviewed in Section 3, and Section 4 summarizes the results. Finally, a discussion is given in

Section 5.

2 Data

The CSEP modeling and testing region was designed to include all recorded shallow earth-

quakes of magnitude 3.95 and higher within a region covering California and extending

approximately 1o in longitude and 1o in latitude in each direction around the state of Cal-

ifornia. This spatial region is divided into square cells with sizes of 0.1o longitude by 0.1o

latitude, and the observations are further divided into 100 magnitude bins of length .10
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each, ranging from 3.95 to 8.95. Thus, a model seeking to make a prediction must output a

forecasted expected number of earthquakes occurring in each of the 100 bins of magnitude

ranges for each .1o x .1o spatial cell. Since STEP was one of the first models to be introduced

into the CSEP experiment, and since some changes to CSEP were made since its inception

in 2007, STEP only makes predictions on a reduced subset of this spatial region (see Figure

1). We therefore restrict the evaluation of both STEP and ETAS to be the regions they

both share in common for the current evaluation. Prospective forecasts for STEP and ETAS

were provided via CSEP for every day over the 5 year period from January 1, 2013, to

December 31, 2017. Additionally, California earthquake data was provided from the ANSS

Comprehensive Earthquake Catalog (ComCat) [31]; queried from CSEP’s python package

pyCSEP [20]. The fields included in this were the longitudes, latitudes, magnitudes, depths,

and times of each earthquake through the above 5 year period.

3 Methods

For each of the spatial seismicity forecast models, in order to address the high variance

inherent in residual analyses with very small amounts of data, we focus on the aggregated

conditional intensity estimates summed over all 100 magnitude bins and over all days in the

5-day period, so that the focus here is on the purely spatial distribution of the observed

earthquakes and their corresponding forecasts.

Voronoi residuals [5] and Voronoi deviances ([5], [8]) are useful for evaluating gridded

forecasts especially when a substantial proportion of pixels have very small integrated con-

ditional intensities. For any point in a point pattern, one defines its corresponding Voronoi

cell as the region consisting of all locations that are closer to the observed event than to

any of the other events, and a Voronoi tessellation is the collection of such Voronoi cells.

Voronoi residuals, defined as the di↵erence between the integrated conditional intensity and

the observed number of points in each Voronoi cell, are not only spatially adaptive and en-

tirely data-driven, but in addition have been shown to be considerably less skewed than pixel

residuals ([5], [28]). Choices for appropriate color scales when plotting Voronoi residuals have

been proposed in [5] and [11].

Two competing point process models can also be compared using Voronoi deviances,
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which are the di↵erences between the log-likelihoods of the two point process models, in-

tegrated over each Voronoi cell. If the deviance in a particular cell is close to 0, then the

two models forecast about equally well in the cell. Large Voronoi deviance residuals indicate

locations where one model substantially outperforms the other in terms of forecast skill, and

the sign of the residual indicates which model had superior performance. Voronoi residuals

can also be used for hypothesis testing. Here, in order to see if di↵erent models have di↵erent

forecast skill in regions of varying degrees of seismic activity, we conduct a 2-way repeated

measure ANOVA to test if the di↵erence in mean Voronoi residuals for the two models,

STEP and ETAS, is statistically significant across di↵erent Voronoi cell sizes.

Super-thinned residuals [8] are also useful to compare the performance for two models. In

super-thinning, given a model with estimated conditional intensity �̂(x, y, t), one first chooses

an appropriate value of k, thins the point process N by keeping each point ⌧i = (xi, yi, ti)

independently with probability min{k/�̂, 1}, and then superposes points simulated according

to a Cox process directed by max{k � �̂, 0}. The resulting points are called super-thinned

residuals, and should look uniformly distributed with rate k if and only if the modeled

conditional intensity is correct almost everywhere [8]. Thus one may inspect these residual

points for uniformity as a way of assessing the performance ability of the model. For instance,

one may use the centered, variance-stabilized L-function [4], where the L-function is defined

as L(r) =
p

K(r)/⇡�r, andK is Ripley’sK-function [19], indicating the normalized average

number of other residual points within distance r of any given residual point, so that values

of L greater than zero indicate clustering in the residuals and values less than zero indicate

inhibition.

Since estimates of the conditional intensity � at each observed earthquake is required in

order to compute Voronoi deviance residuals and super-thinned residuals, we estimate � at

each such point by dividing the modeled expected number of earthquakes per cell by the cell

size. Essentially this is assuming that, according the model, � is constant within each grid

cell.

5



4 Results

Figure 2 shows Voronoi residuals for STEP and ETAS for the California data over the 5-

year period from 1/1/2013 to 12/31/2017. One sees that overall, STEP appears to forecast

seismicity more accurately than ETAS, preferring to slightly over-estimate whereas ETAS

usually under-estimates. While STEP dramatically under-predicts for the earthquake around

the San Francisco Metropolitan Area, most cells are better specified. Indeed, Figure 3

shows a plot of the same cells colored by which model’s predictions are closer to 0. STEP

outperforms ETAS here, especially in the interior of California. The overall log-likelihoods

for the STEP and ETAS models are -308.7 and -350.2, respectively, again indicating slightly

superior overall forecast skill for the STEP model.

Figure 4 shows the super-thinned residuals corresponding to STEP and ETAS, and Figure

5 shows the centered L-functions of the super-thinned residuals, along with 95% confidence

bounds generated from 1000 simulations of homogeneous Poisson processes. For both STEP

and ETAS, the super-thinned residuals exhibit statistically significant clustering across most

distances, indicating that a very substantial amount of the clustering in the observations was

not adequately forecast by the models. Indeed, the original earthquakes that are not thinned

are concentrated along the major fault lines where large amounts of space not filled in by

super-imposed earthquakes. This suggests that these areas around the fault lines were over-

estimated by both models which causes this clustering in the centered L-functions. However,

for smaller distances of approximately 0-100km, the super-thinned residuals for the ETAS

model exhibit less clustering than that of STEP, indicating superior performance of ETAS

relative to STEP at this distance scale.

Finally, the observed earthquakes were plotted to examine if there were any spatial

relationships to model performance. Here, the deviance defined as the di↵erence in log-

likelihoods between STEP and ETAS was calculated and plotted against various attributes

of the corresponding earthquake such as longitude, latitude, location, and magnitude. In the

first three plots of Figure 6, there appears to be a trend of ETAS performing slightly better

in the Northwestern region of California (Longitude = -124, Latitude= 40.5) whereas STEP

performs better in most other areas of the state. Comparing the deviance to the magnitude

of the earthquakes, there does not appear to be a trend which is further supported where
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the Pearson correlation of deviation and magnitude is -.05.

5 Discussion

The fact that STEP appears to outperform ETAS overall in prospective CSEP testing for the

5 year period of 1/12013 to 12/31/2017 is rather surprising. A possible advantage of STEP

over other models is that STEP uses observed seismological heuristics to create rules in which

to classify spatial aftershock zones. These zone classifications then influence time dependent

components of the model including a generic region, sequence specific, and spatially varying

element which are then added to a background seismicity element. This di↵ers tremendously

from ETAS, in that ETAS makes no di↵erence in triggering seismicity among foreshocks,

mainshocks and aftershocks, instead allowing each event to have the potential to trigger

seismicity. ETAS forecasts more seismic activity around more recent events compared to

STEP, potentially allowing STEP an advantage in forecasting over longer time frames such

as five years. Indeed, Figure 7 shows that STEP is much more conservative in its predictions,

focusing on ’hot spots’ that are very concentrated on faults that have experienced earthquakes

in their immediate vicinity. While ETAS captures these hot spots, a larger surrounding area

than STEP is given higher intensities where with such few earthquakes, actually decreases

model performance.

While the statistical properties of the ETAS approach make it an appealing model choice

for short term predictions, the focus of STEP taking an opposite approach and using heuris-

tics to di↵erentiate foreshocks and aftershocks based on spatial zones may give it an ad-

vantage in forecasting areas of relatively high and low seismicity. Our results suggest that

further modification, improvement, calibration, and improved estimation of parameters of

STEP models may deserve the kind of attention that similar methods for ETAS has gener-

ated over the past two decades. Similarly, these results indicate there may be room for the

development of an ETAS-style model that seeks to incorporate elements of STEP and dif-

ferentiate between di↵erent zones or forecast di↵erent aftershock activity for di↵erent types

of earthquakes.
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Appendix

Figure 1: STEP and ETAS di↵er in regions for their predictions. For this analysis we only

analyze the intersection of area where both models have made forecasts (the mutual region).

13



Figure 2: Voronoi residuals for STEP and ETAS for 1/1/2013 to 12/31/2017. Here, Voronoi

residuals are the integrated rate given from a model over all area minus the observed number

of events in the cell. Cells around the ’boundary’ of the area of interest were removed to

prevent skewed results from large areas being outside of model prediction zones.
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Figure 3: Comparison between ETAS and STEP for which model’s prediction was closer to

0 for each cell.
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Figure 4: Super-thinned residuals for (a) STEP and (b) ETAS, for 1/1/2013 to 12/31/2017.
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Figure 5: Centered L-functions with 95% confidence regions for STEP and ETAS.
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Figure 6: The STEP-ETAS Deviances (the log-likelihood for STEP subtracted from the log-

likelihood for ETAS) for each significant earthquake in California from 2013-2017 plotted

against longitude, latitude, and magnitude.
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Figure 7: The aggregated predicted intensities for STEP and ETAS from 2013 to 2017.
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