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Abstract

The increasing scale of vision transformers (ViT) has made the efficient fine-
tuning of these large models for specific needs a significant challenge in various
applications. This issue originates from the computationally demanding matrix
multiplications required during the backpropagation process through linear layers
in ViT. In this paper, we tackle this problem by proposing a new Low-rank Back-
Propagation via Walsh-Hadamard Transformation (LBP-WHT) method. Intuitively,
LBP-WHT projects the gradient into a low-rank space and carries out backpropaga-
tion. This approach substantially reduces the computation needed for adapting ViT,
as matrix multiplication in the low-rank space is far less resource-intensive. We
conduct extensive experiments with different models (ViT, hybrid convolution-ViT
model) on multiple datasets to demonstrate the effectiveness of our method. For
instance, when adapting an EfficientFormer-L.1 model on CIFAR100, our LBP-
WHT achieves 10.4% higher accuracy than the state-of-the-art baseline, while
requiring 9 MFLOPs less computation. As the first work to accelerate ViT adapta-
tion with low-rank backpropagation, our LBP-WHT method is complementary to
many prior efforts and can be combined with them for better performance. Code:
https://github.com/SLDGroup/LBP-WHT

1 Introduction

Vision transformers (ViT) have emerged as the latest state-of-the-art tool in numerous general
computer vision tasks [1-7]. However, tailoring these models to meet specific needs (e.g., new
dataset with different distribution) can be challenging. Indeed, adapting ViT models via finetuning
demands considerable computational resources and is often impractical for most edge applications.
For instance, to maintain privacy, in federated learning [8—10], model adaptation is limited to users’
personal edge devices (e.g., smartphones), where computational power is tightly restricted [11, 12].

The primary computational bottleneck arises from gradient propagation through the dense layers of
ViT. Specifically, calculating gradients for layer weights and inputs requires two computationally-
intensive matrix multiplications, given the gradient for output [13]. To tackle this issue, [14] tries
to simplify matrix multiplications using low-rank reparametrization. However, this method only
reduces the gradient computation for weights and not for inputs, thus limiting the overall speedup.
This observation raises the following question:

How can we decrease the computational cost for all operations, including gradient computations for
weights and inputs, involved in backpropagation (BP) through any linear layer in the ViT model?

To answer this question, we introduce a new Low-rank BackPropagation via Walsh-Hadamard
Transformation (LBP-WHT) method. As shown in Figure 1, our method intuitively performs BP for
gradients w.r.t. inputs and weights in a low-rank space. To achieve this, we project the gradient w.r.t.
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the output into a low-rank space using WHT [15], then perform low-rank matrix multiplications, and
finally project the results back. This way, all matrix multiplications occur in a low-rank space, hence
the computational cost is significantly reduced. In summary, our contributions are as follows:

* We propose LBP-WHT, a new approach which greatly reduces the computational cost for adapting
ViT while maintaining accuracy; our method lowers the computational barrier and enables
adapting large ViT models on resource constrained edge devices.

e LBP-WHT is the first work accelerating ViT training by low-rank BP; thus, LBP-WHT is
orthogonal to prior works and can be combined with them for a better performance. Additionally,
LBP-WHT offers abundant flexibility that can provide a good tradeoff between accuracy and cost.

» Extensive experiments on multiple datasets demonstrate the effectiveness of our method. Indeed,
LBP-WHT consistently outperforms the baseline methods both in accuracy and speed. For
instance, LBP-WHT achieves 10.4% higher accuracy, while requiring 9 MFLOPs less computation
than [14] for training EfficientFormer-L.1 on CIFAR100 dataset.

The paper is organized as follows. Section 2 formulates the problem associated with BP for linear
layers. Section 3 presents our method LBP-WHT in detail. Experimental results are presented in
Section 4. Section 5 reviews relevant work. Finally, Section 6 summarizes our main contributions.

2 Problem Formulation

Naming conventions: In this paper, we treat all feature maps as matrices composed of real numbers,
with dimensions R¢*Z, where C' represents the number of rows and L denotes the number of
columns. Each row in the matrix is regarded as a “channel” consisting of L elements, and there are a
total of C' channels in the feature map. We use subscripts to identify specific variables, such as C,
for the number of channels associated with variable x. Gradients with respect to = are denoted by g,
with the subscript indicating the target variable x.

Backpropagation for linear layers: We focus on the BP process for linear layers, a crucial building
block for vision transformers. Given an input z € R¢>*~ and weights w € R€»* = the forward
propagation to compute the output y € R¢v* L can be expressed as:

y=a-wl M
Therefore, as shown in Figure 2a, given the gradient with respect to the output y, i.e., g, € RCv*L the

back-propagation for computing the gradient with respect to the weights w, g, € R > and the
gradient with respect to the input x, g, € R <L can be represented as two matrix multiplications:

Guw =Gy " Ty Gz = Gy - W 2)

The gradient w.r.t. the weight (g,,) is utilized for updating the weights w, while the gradient w.r.t.
the input (g, ) is employed for propagating the gradient to other layers. During the BP process, each
matrix multiplication incurs a computational cost of 2C,C'y L FLOPs, which amounts to 4C,C, L
FLOPs, in total. Given that in ViT models, the number of channels (C, and C)) and the length of the
input feature map (L) are substantial [1-7], the computational cost for BP becomes significant.

Low-rank backpropagation: As shown in Figure 1 and 2b, we propose Gradient w.rt.
reducing the computational cost for both matrix multiplications by output
employing low-rank approximations. Specifically, we first project ¥

variables into a low-rank space as follows:

gy = p(gy), i =p(x) 3) Projection
Here, g, € RY*% and & € R *% represent the low-rank space WHT Reverse
projections (R << L) for the gradient with respect to the output
(gy) and input z, respectively. The projection function p(-) will be 3

introduced in the next section. .
Gradient w.r.t.

Low-rank Back Propagation via WHT

Next, we execute the BP through the linear layer in the low-rank spaces input & weights
as follows: A A s A @) Figure 1: Our LBP-WHT.
Gw =Gy "L Jz = Gy - W “Mat Mul” is short for “Ma-

trix Multiplication”.
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Figure 2: (a-b) Workflows for BP through a linear layer utilizing (a) the conventional method and
(b) our LBP-WHT method. The intuition is to reduce the computation cost for BP by performing
matrix multiplication in a low-rank space. To achieve this, we first project variables into a low-rank
space using WHT p(+), then carry out efficient matrix multiplications, and finally project them black
using p~1(+), where both p and p~* are implemented with WHT. (c) Bases B; ; for order-4 2D WHT.
White and Black represent +1 and -1, respectively. Of note, in the context of ViT, 2D feature maps
are flattened into 1D, so we utilize a flattened version of these bases.

Finally, we project the low-rank gradient with respect to the input (g, ) back into its original space.
The reverse projection for ¢, can be omitted as it already exists in the same space R¢»*C= as the
target g,,. For g, the reverse projection is accomplished using the function p~!(-), the details of
which will be presented later:

Gu = G 9z =1~ (32) )
Here, g, and g, represent the resulting gradients for weights and input. As these gradients are
generated through an approximated back-propagation process rather than the standard BP, we denote
these variables with tildes.

3 LBP-WHT: Low-rank BackPropagation via WHT

As shown in Figure 2b, intuitively, we reduce the computational cost by performing back-propagation
in a low-rank space, as described in Equation 4. For instance, using a rank R approximation, each
matrix multiplication requires 2C, Cy, R FLOPs, which can be substantially smaller than 2C,C, L
when R << L. Nevertheless, this approach necessitates two additional steps, projection and reverse
projection (as illustrated in Equation 3 and 5), which introduce some computational overhead.
Furthermore, the low-rank projection may add noise and potentially diminish the quality of training.
To address these concerns, our method incorporates a low-overhead projection function based on the
WHT and tackles the second issue by selecting an appropriate set of WHT bases.

WHT is a generalized Fourier transformation. Figure 2c displays the transformation basis for an
order-4 WHT. For an order-n 2D WHT, there are n x n bases B; ;, with each basis being an
n X m matrix containing only +1 and —1. Of note, in the context of ViT, 2D feature maps are
flattened into 1D maps, so we utilize a flattened WHT base—a vector with a length of n?, ie.,

B; ;€ zn*x 10 <i,j < n. WHT possesses four properties that make it advantageous for us:

* The transformation bases are complete.
* The transformation bases are orthogonal.
* The transformation bases contain only +1 and —1.

* The transformation cost can be reduced via fast WHT algorithm with O(n logn) complexity.

The first property (completeness) allows WHT to perform transformations ranging from lossy (when
few bases are activated) to lossless (when all bases are activated). This grants flexibility in exploring
the trade-off between efficiency and accuracy. The second property ensures that any variable has
precisely one projection result, obtainable via matrix multiplication. For instance, the projection



function for g, (Equation 3) with basis B, ; can be expressed as p(gy) = g, - B; j. Likewise,
the reverse projection can also be implemented using a simple matrix multiplication. The third
and final properties demonstrate the efficiency of WHT implementation, requiring only O(nlogn)
additions/subtractions and no multiplications [16].

3.1 Low-rank Back-Propagation with WHT

Indeed, these four properties demonstrate that WHT is an ideal fit for our needs, offering both low
overhead and high flexibility for selecting an appropriate set of bases. Therefore, we employ WHT
as the projection function p(-) and reverse projection function p~!(-) in Equations 3 and 5. More
specifically, for an order-n WHT with a set of R bases chosen by an index set Z, the projection
function can be written as:

p(z) = WHT(2;Z) =2 - (Biyjy  Bisjo Bingr)s (ik,Jr) €EL,L1<ESR (6)

where Z = {(ix, jx)|1 < ik, jr < n,1 <k < R} indicates which bases are activated. Similarly, the
reverse projection function can be expressed as:

pil(w) = WHT?I(‘%;I) = (Bi1,j1 Biz:jz BiRij)T ’ (ik,jk) €Z,1<k<R (7

For simplicity, both Equations 6 and 7 are presented using the vanilla WHT algorithm with com-
putational complexity O(n?), rather than the fast WHT algorithm with complexity O(nlogn).
Consequently, our LBP-WHT algorithm can be summarized as Algorithm 1 also shown in Figure 2b.

Algorithm 1 Backpropagation through a linear layer with LBP-WHT.

Input: Input z, weight w, gradient w.r.t. output g, Selected WHT base indices Z
Output: Approximated gradient w.r.t. input g,,, approximated gradient w.r.t. weight g,,

%+ p(x) = WHT(2;Z) > Projection to a low-rank space with WHT (Equation 3)
gy < plgy) = WHT(g,; 7)

Ju gg -z > Efficient matrix multiplication in a low-rank space (Equation 4)
Gz < Gy - w

Gz < 0 (ge) = WHT 1(§2; 7) > Reverse projection to a full-rank space (Equation 5)
Juw < Guw > Skipped reverse projection since g, is already in a full-rank space

Given input for BP, we first project = and g, into low-rank space (Equation 3), then we performs
matrix multiplication (Equation 4) and lastly we project the results back (Equation 5).

3.2 WHT Bases Selection

Here we explore two types of basis selection strategies: low-pass and low-heuristic-error.

Low-pass (LP) Base Selection: Natural images have strong spatial locality, i.e., pronounced low-
frequency components [17, 18]. We take advantage of this feature and choose bases with stronger
low-frequency responses, which have smaller indices as illustrated in Figure 2c. More specifically,
we consider both L;-based and L.,-based low-pass basis selection strategies (LPy, and LPy,__):

T, = {(ix, ji) | lie| + k] <7, 1 < ik, jr < n}, LPy, -7 selection (8)

Ir.. = {(ix, jr) | max(ix,jr) <r, 1<k, jx <n, },LPy_-r selection ©)
T, and Zy,__ are the index sets for selecting WHT bases, as described in Section 3.1. For example,
with LP,, -2 base selection, three bases are chosen, i.e., Zy, = {(0,0), (0,1),(1,0)}, and the rank
for projection, namely R, is three.

Low-heuristic-error (LHE) Base Selection: According to Parseval’s Theorem [19], WHT preserves
the signal energy, so by selecting the WHT bases with the top-r strongest responses, we can preserve
most energy during low-rank projection and minimize the error. Since profiling the energy for all
WHT bases on all training steps is expensive, we profile the energy for all WHT bases only for a
small number of training steps and select the bases with the top- R energy.

Considering that the L;-based low-pass basis selection has a much lower profiling overhead than the
low-heuristic-error basis selection and provides finer granularity in balancing accuracy and efficiency,
we primarily focus on the LPy,, selection method and explore the other two in Section 4.5.



3.3 Overhead Analysis

Since the computational cost for the fast WHT algorithm

depends on the basis selection, we simplify the analysis in - FLOPs

this section by considering the matrix multiplication-based Vanilla BP 40,0, L
vanilla WHT algorithm, as shown in Equations 6 and 7. Projection (Cr + Cy)LR
Table 1 presents the computation requirements for a linear Low-rank MM 4C,CyR

layer with input and output channels C;; and C,, feature Reverse Projection  C, LR

map size L, and the rank for low-rank WHT approxima-
tion r. Our LBP-WHT achieves a % times speedup with

an overhead of (2C, + Cy)LR FLOPs, which is only vanilla BP and components in our LBP-
(2C,+C,)LR WHT. We consider the projection and

ic,c,r °F ( c% + ﬁ )£ of the total computation re- reverse projection as overhead. “MM” is
quired by vanilla BP. Given that ViT typically has a large short for “Matrix Multiplication”.
number of channels, the overhead is very small.

Table 1: Computation required by

For instance, the final linear layer in SwinV2-small [1] consists of 3072 input channels, 768 output
channels, and a feature map size of 49, which means C, = 3072, C}y = 768, and L = 49. As per
Table 1, conventional backpropagation (BP) requires 462.3 MFLOPs. In contrast, our Low-Rank
Backpropagation with WHT (LBP-WHT) method, assuming a rank of 8 (R = 8), needs only 78.2
MFLOPs, which is roughly 16.9% of the computation required by vanilla BP.

Breaking down the 78.2 MFLOPs for LBP-WHT, we see that 1.5 MFLOPs are needed for the low-rank
projection, 75.5 MFLOPs for BP in the low-rank space, and 1.2 MFLOPs for the reverse projection.
The combined overhead is 2.7 MFLOPs, accounting for just 0.6% of vanilla BP’s computation and
3.5% of LBP-WHT’s computation. This demonstrates that with WHT, we can significantly reduce
the computation for BP while incurring negligible overhead for low-rank projection.

4 Experimental Results

In this section, we first present our experimental results on image classification and semantic seg-
mentation tasks. Then, we explore the impact of different ranks for low-rank projection and different
base selection strategies. Lastly, we present our preliminary results for deploying our methods on
real edge devices in the supplementary material.

4.1 Experimental Setup

Environment: We setup our environment with PyTorch 1.13, MMClassification v0.25 and MMSeg-
mentation v0.30. Models are trained with an NVIDIA-A6000 GPU.

Classification: We conduct experiments for image classification following [20]. We use Ima-
geNet [21]-pretrained ViTs and finetune them on six different datasets, namely, CIFAR100 [22]
(CF100), CIFAR10 [22] (CF10), Cars [23], Flowers [24], Food [25], and Pets [26]. We standardize
the image resolution across all datasets to 224 x224. Each model is finetuned for 50 epochs using the
AdamW [27] optimizer and a batch size of 64. The learning rate is adjusted for each dataset based on
the performance of EfficientFormer-L1 [28] with vanilla BP.

Semantic Segmentation: We use the ADE20K [29]-pretrained Segformer-mit-b0 [30] model and
finetune it on two datasets, Cityscapes [31] (City) and the enhanced Pascal-VOC 2012 [32] (VOCI12A).
The images are downscaled and cropped to a size of 512 x 512 pixels for training. Models are finetuned
for 20,000 steps using the AdamW optimizer and a batch size of 8.

Partial Training: We primarily report on the results of training the final stage of the ViT using various
methods, a common approach in transfer learning to reduce the computational cost [18, 33-36]. More
results for full training are included in the supplementary material.

Baselines Comparisons: We compare our results against three baseline methods: Full BP, “LoRA”,
and “LoRA-all”. Full BP refers to training the model with standard full-rank backpropagation.
“LoRA” and “LoRA-all” are methods derived from [14]. “LoRA” strictly follows [14], which uses
low-rank reparametrization solely in the ViT’s attention modules, while “LoRA-all” applies this
method to all linear layers. For hybrid CNN-ViT models, where the attention modules are usually
only in the final stage, we use “LoRA-all” for full training.



Partial Training: Training the Last Stage

Model Method R Speedup mAcc MFLOPs CF100 CF10 Cars Flowers Food Pets

Full BP - 1.0x 88.66 168501 7928 9523 84.80 9550  84.04 93.13

Efficient LoRA 3 6.9% 79.59  242.61 6525 8740 6576 90.16 7646 92.50

Former [28]  LoRA-all 3 1.7x 8597 97650 7692 9438 7684 9356  81.50 92.64
L1 TLPL, 2% T T3 7T 72xT T 8550 233627 7561 9335 7696 9507 ~ 79.65 9234

(Hybrid) LP;, -4% 10 3.5x 8776  480.00 7827 9460 8260 9553 8237 93.16

LP., -8 36 12x 88.62 1397.02 7934 9531 8457 9558  83.98 92.94

Full BP - 1.0x 91.91 11071.73 8640 97.61 87.48 97.19  88.58 9422

Efficient LoRA 8 2.0x 88.45 552052  81.66 9544 7895 9582 8515 93.65

Former [28]  LoRA-all 8 1.9% 9036  5973.40  85.09 97.10 83.66 96.16  86.60 93.54
L7 TLPL 2% T 7377 92x T 89.88 T 120283~ 8378 ~ 96.73 83.02 9655 8538 93.84

(Hybrid) LP,-4%% 10  3.8x 91.16 290516  85.10 9722 8601 97.14 8748 94.03

LP., -8 36 12x 91.80 924153  86.19 97.62 8732 9740 8777 9447

Full BP - 1.0x 8427 45464 7237 92.63 7590 9273 8144 90.52

Efficient LoRA 3 2.2x% 7442 20629 6074 8489 5299 8647 7223 89.18

FormerV2 [37] LoRA-all 3 1.5x 7894 31319 6551 8895 6349 8894  76.88 89.89
SO TLPL, 2% T 737 45x T 7153 T 79994 T 6575 ~ 88.68 59.02 8951 ~ 7472 8749

(Hybrid) LP, -4%% 10  2.7x 81.29  168.60 69.03 90.88 6834 90.73  79.45 89.29

LP.,-8 36 1.Ix 8378 40584 7190 9229 7431 9260 81.07 90.52

Full BP - 1.0x 91.03 360586 8226 96.13 8878  96.80  87.63 94.60

Efficient LoRA 8 2.5% 84.74  1469.66 7435 9294 7099 9297 8281 9436

FormerV2 [37] LoRA-all 8 1.7x 87.94 209247 7897 9499 8039 9432 8494 94.03
L TLPL, 2% T 737 6.8x  86.88  533.61 7800 9428 7605 9436 8414 9447

(Hybrid)  LP,.-dk% 1
LP,,-8 3

0 3.3x 89.47  1088.06 80.15 9554 84.64 9597 8585 94.66
6 1.1x 90.79  3150.95 82.24 96.02 8734 96.68 87.41 95.07

Full BP - 1.0x 90.62  3896.51 80.84 96.07 8535 97.61 88.31 95.53

SwinV2 [1] LoRA 8 2.4x 78.00  1600.19 68.50 89.62 54.15 8377 79.81 92.15
Smal | LoRAl 8 20x 8486 197472 7333 9229 7478 9099 8461 93.16

(ViT) LP,,2%% 3 3.3x 90.32  1166.98 80.23 9565 8530 9750  88.06 95.15

LP.,-4%k% 10 2.5x% 9043  1535.36 80.39 9571 8530 97.54 8832 95.34

LP., -8 36 1.3x 90.60  2932.84 80.80 9580 8572 97.56  88.19 95.53

Full Training

Efficient Full BP - 1.0x 89.19  2259.93 84.06 96.88 8480 93.62  84.99 90.79
Formerv2 [37] . LORA-all 8  12x 8607 189999  8l.14 9627 7625 90.60  81.88 9027

S0 LP,, -4 10 1.9% 78.56  1186.67 7293  92.67 51.14  90.68 7462 89.34

(Hybrid) LP.,-7Tk% 28 1.2x 87.86  1833.31 83.14 96.53 80.69  92.21 83.76  90.84

LP., -8 36 1.1x 88.56 2116.41 8342 9676 83.00 9275  84.27 91.14

Table 2: Results for image classification. “LP 1., -7 refers to our LBP-WHT method with LPy,, -r base selection
as outlined in Equation 8. “mAcc” represents the mean accuracy across all datasets. “R” is short for “rank”.
“Hybrid” represents CNN-ViT-hybrid architecture. Results outperforming both LoRA and LoRA-all in speed
and mAcc are underlined and marked with %. Those exceeding all LoORA methods get %%. Results that have
higher speed or mAcc are highlighted in bold. More results are included in the supplementary material.

Computation Measurements and Preliminary Deployment Results: To determine the compu-
tational requirements of different models and methods, we run model training on an Intel 11900K
CPU and measure the exact FLOPs using the embedded performance tools “perf” in the Linux kernel
v5.15.87. For preliminary deployment results, we test our method on the last two linear layers of
EfficientFormer-L1, using OpenBLAS and CuBLAS for CPU and GPU testing respectively on an
NVIDIA Jetson Nano. The results for deployment are reported in the supplementary material.

4.2 TImage Classification Results

Table 2 demonstrates the effectiveness of our LBP-WHT method in adapting ViT for image classifi-
cation tasks. Here are some more specific observations:

Comparison with LoRA-based baselines: Our LBP-WHT method consistently surpasses the LoORA-
based method across all eight datasets in both partial and full training modes. For instance, when only
training the final stage of EfficientFormer-L1, LBP-WHT using LP;, -2 base selection requires 8.9
MFLOPs fewer computations than LoRA, yet achieves 10% greater accuracy on the CIFAR100
dataset. When the entire model is trained, the accuracy difference is smaller, but LBP-WHT still
outperforms the LoRA-based method. For instance, in comparison to LoRA-all, LBP-WHT using
LPy,-7 base selection requires less computation (66.68 MFLOPs), but still improves accuracy by 2%
on CIFAR100 when training the EfficientFormerV2-S0 model.

Comparison with traditional full-rank BP: With LP, -8 base selection, our LBP-WHT method
either matches or surpasses the accuracy of full-rank BP while only requiring about 80% of the total
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Partial Training: Training Last Stage + Decoder Full Training

Method R | MFLOPs City VOCI12A | Method R | MFLOPs City VOCI2A
Full BP - | 10052.00 62.85 69.30 Full BP - | 16700.26  67.37 70.84
LoRA 8 5854.61 51.43 58.18 LoRA 8 | 1197646 62.57 58.18
LoRA-all 8 6262.01  58.07 66.26 LoRA-all 8 | 11971.13 65.74 67.82

"LPr,-2% 3 | 148194 5895  67.93 [ LP.,-2 3 | 574654 61.57 6793

LP;,-4% 10 | 272539  60.97 68.85 LP; 4% 10 | 729552 64.72 68.85
LP,-8 36 | 730845  62.68 68.95 LP,-8 36 | 13086.06 66.17 68.95

Table 3: Experimental results for semantic segmentation. Results are highlighted as in Table2.

computation. When using smaller ranks, LBP-WHT significantly reduces the cost with only minor
accuracy costs. For example, when training the final stage of EfficientFormer-L1 using LP, -4 base
selection, LBP-WHT achieves a 3.5x speedup with just a 1% loss in accuracy on CIFAR100. With
LP;,-8 base selection, LBP-WHT achieves even higher accuracy (79.34%) with a 1.2x speedup.

These results underscore the merits of our method. As shown in Table 2, our method achieves
computational savings by systematically reducing the computational cost for all operations during
backpropagation, including the gradient computation for both input and weight. Specifically, when
we apply a similar rank for LoRA-all and LBP-WHT, we anticipate that both methods will have
similar computational costs for computing the weight gradient. However, as LoRA-all cannot speed
up the gradient computation for the input while LBP-WHT can, our LBP-WHT method requires
only half the total computation of LoRA-all. Consequently, for a similar computational budget,
LBP-WHT can employ a higher rank for low-rank projection, thus leading to a higher accuracy. For
example, when training the entire EfficientFormerV2-S0 model, LBP-WHT with LP;,, -4 (rank 10)
only requires 1187 MFLOPs, which is 62% of the computational cost for LoRA-all. Thus, for a
similar budget, LBP-WHT can use a rank 28 projection (LPy,-7) and achieve a higher accuracy.

4.3 Semantic Segmentation

Table 3 presents the experimental results for adapting the ADE20K-pretrained Segformer model on
Cityscapes and augmented Pascal VOC 2012 dataset. Our LBP-WHT has better results in most cases.
For instance, when partially training on the Cityscapes dataset, our approach using LPy,, -4 base
selection achieves a mloU score approximately 0.9% higher than that of LoRA-all. Moreover, it only
requires 1481.9 MFLOPs, which is 4.2 x faster. These findings not only further validate the efficacy
of our method, but also demonstrate its broad applicability across key computer vision tasks.

4.4 Exploration 1: Different Ranks for Low-rank Projection in LBP-WHT

Figure 3 shows the accuracy achieved when adapting ImageNet-pretrained ViTs for CIFAR100, with
varying ranks for low-rank model adaptation. Our observations from this figure are as follows:
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1. Our LBP-WHT method consistently outperforms the LoRA-all method, i.e., for a similar level of
computation, LBP-WHT yields higher accuracy.

2. By altering the rank, LBP-WHT provides a broader range of cost options than the baseline method.
3. LBP-WHT’s accuracy monotonically improves as more ranks are employed for projection.

4. For all models with our LBP-WHT method, a generally concave accuracy-computation curve is
observed. This indicates strong diminishing returns in using larger ranks.

5. LBP-WHT with LP, -6 base selection achieves an accuracy very close to that of full BP.

Our first observation further confirms the superior performance of our method. The second obser-
vation indicates the broad applicability of our method. For instance, for edge devices with limited
computational budgets, like Raspberry Pi, we can employ LBP-WHT with a lower rank to reduce
computational cost. On the other hand, for more powerful devices, such as personal desktops equipped
with GPUs, a larger rank can be chosen to enhance accuracy. This ensures that users with various
computational resources and constraints can benefit from our method.

The last three observations offer guidelines for rank selection EfficientFormer-L1

with our LBP-WHT method.

! LP,,-4
With strict computational constraints: Given our third obser- LPL,-6

vation above, if there is a hard limit on the maximum number of
FLOPs allocated for training, selecting the rank for LBP-WHT
is straightforward: we simply opt for the largest possible num-
ber of ranks, which in most cases yields the highest accuracy.
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Without strict computational constraints: Our final two ob-
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servations suggest that training efficiency can be character- Computation [MFLOPS]
ized by the margmaiacc}:luracy, or.the saope ?f the acctirachy— Figure 4: Marginal accuracy: the slope
computatlon curve. As shown in Figure 4, before LP,, -4, the of the accuracy-computation curve in
marginal accuracy is significantly greater than zero. However, gigyre 3.
after LP,, -6, the marginal accuracy is very close to zero. This
implies that choosing fewer ranks than LP;,, -4 or more than LP, -6 may not be advantageous, as
it could either forgo the opportunity for good performance with a small amount of computation or
waste computation with little benefit. Thus, a good selection empirically lies between LPy,, -4 and 6.

4.5 Exploration 2: Different Bases Selection Method Method Rank CFI100 CF10
Figure 5 shows the WHT spectrum for the gradient w.r.t. LPr, 10 7827  94.60
LP;_, 9 77.64  94.30

layer output (g, ) collected from the last attention block in
EfficientFormer-L1. We observe that most energy concen-
trates in the low-frequency area, i.e., the top-left corner, Table 4: Experimental results for adapting
which supports claim in Section 3.2 that natural images have EfficientFormer-L1 on CIFAR100 and CI-
strong spatial locality and strong low-frequency components. FAR10 with different base selection meth-
Furthermore, Figure 5 demonstrates that by choosing WHT ~ ods. Accuracy is in percentages (%)

bases with low-frequency responses - that is, using the selection methods LPy, and LP;,__ - we can
preserve most of the energy and minimize error during the low-rank projection. As indicated in
Table 4, both of these low-pass base selection methods yield accuracy levels very similar to those
achieved with the low-heuristic-error (LHE) method. The LHE method profiles the WHT spectrum

LHE 10 78.06  94.60




and selects the WHT bases with the strongest response. Given that the LP,, base selection method
eliminates the need for profiling (unlike LHE) and offers a more favorable balance between accuracy
and cost compared to LP;,__, we have selected LPy,, as the standard method for LBP-WHT.

4.6 Limitation and Broader Impacts

Full training with a small number of ranks: As shown in Table 2, we find that the accuracy
degradation is not negligible when using a small number of ranks for LBP-WHT full training. We
consider this is the issue of accumulating error introduced by low-rank projection during BP. We
expect that an improved approximation method can perform even better. Of note, even with accuracy
degradation, our method still consistently outperforms the baselines, i.e., LoORA-based methods.

Broader Impact: Our method greatly reduced the barrier for training ViTs. As a positive feature,
our method may push the development of privacy-centric on-device training methods like federated
learning; our method may also enable more researchers to test their ideas with powerful ViTs. On the
other hand, our method may lower the barrier for irresponsible customization and use of ViT.

5 Related Work

Low-rank Model Adaptation: [14] proposes to speed up transformer training by attaching and
training only low-rank branches to the linear layer. More precisely, consider a linear layer with
equation y = x - w’, where x is the input, ¥ is the output, and w is the weight. LoRA adds a branch
that contains low-rank weights w4 and wp, forming yrora = @ - w? + 2 - (w4 - wp)?. The original
weight w is kept frozen, while the appended weights w4 and wp are trained. Since the ranks of
w4 and wp are much smaller than that of w, the computation needed to calculate the gradients
with respect to w4 and wp is significantly reduced. However, this method does not decrease the
computation for calculating the gradient w.r.t. x. This is because it still needs to propagate the
gradient through the weights w to x, which considerably limits the performance of LoRA-based
methods. As demonstrated in Figure 3, our LBP-WHT, requires much less computation while having
better accuracy than LoRA-based methods; this is because our method reduces the computation for
all procedures in BP, including the gradient calculation for both input and weights.

Other Orthogonal Methods for On-device Training: Previous research on efficient on-device
model adaptation falls into two main categories. The first category [33, 38—43] suggests reducing the
computational cost of arithmetic operations (addition and multiplication) in BP through quantization.
The second category [20, 44] proposes to append a smaller neural network to the original model and
accelerate adaptation by only training the attachment. To the best of our knowledge, our paper is the
first to apply low-rank BP for ViT model adaptation. Therefore, our method, LBP-WHT, is distinct
from previous research and can be combined with those methods for enhanced performance.

6 Conclusion

In this paper, we have addressed the problem of efficient model adaptation for ViT. We have proposed
a novel low-rank BP technique designed to reduce the computational load associated with the
propagation of gradients through the linear layers of ViT, which is a significant bottleneck when
fine-tuning ViT. In Section 3, we introduced the LBP-WHT method as a solution to accelerate
model adaptation. More specifically, LBP-WHT operates by projecting the gradient w.r.t. the output
(gy) into a low-rank space, performing matrix multiplications within this low-rank space, and then
projecting the results back into the original space. Since all matrix multiplications occur in a low-rank
space, the computational cost is significantly reduced. Additionally, thanks to the properties of the
Walsh-Hadamard Transform (WHT), the overhead for these projections is minimal (as discussed
in Section 3.3). Through extensive experiments in Section 4, we have demonstrated the efficiency
and broad applicability of our method. Our LBP-WHT approach consistently outperforms existing
methods with a significant speedup and higher accuracy.
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Appendix for Efficient Low-rank Backpropagation for Vision Transformer Adaptation

A More Experimental Results for ‘“Full Training” in Table 2 (Section 4.2)

Table 5 shows more results for training the entire model. For all models, our LBP-WHT consistently
achieves both higher accuracy and lower computational cost (marked with %% in Table 5) than the
baseline. Indeed, these results further demonstrate the effectiveness of our LBP-WHT approach.

Full Training

Model Method R Speedup mAcc MFLOPs CF100 CF10 Cars Flowers Food Pets

Full BP - 1.0 90.61  5841.09 84.72  96.88 87.84 9548  85.70 93.05

Efficient ~LoRA-all 8 1.5 89.13  4019.08 8330 96.89 8391 93.58  84.15 9297
Former ~LPp -4~~~ 100 27 8430 215055 7751  94.17 6958 9372 = 78353 9231

L1 LP.,-6%k% 21 1.7 89.55 337143 83.07 96.39 8574 9510 84.06 92.94

(Hybrid)  LP.,-7 28 1.4 89.96  4147.60 83.55 96.68 86.52 9486  84.76 93.38

LP,-8 36 1.2 90.03  5036.63 83.78 96.81 86.42 9483 8497 93.38

Efficient Full BP - 1.0 93.20 4312848 8854 9820 91.10 97.64 89.36 94.36

LoRA-all 8 1.6 92.08 2622233 88.13 98.12 88.09 96.65 87.82 93.68

F"f;le‘ TLPLAT T T TI0T T T34 7T 9169 T 1265641 8619 T 97.517 8830 T 9719 T 8667 9425

[
=

(Hybrid) LPL-6%% 21 19 9254 2217282 8763 9796 8974 9750 8781 94.58

LP,,-8 36 12 9279 35147.13 8776 9804 9049 9753 8850 9441

Full BP - 10 89.19 225093 8406 96.88 8480 93.62 8499 90.79

Efficient LoRA-all 8 12 8607 189999 8114 9627 7625 90.60 81.88 90.27
FormerV2 ~LP,,-4~ ~~ 10"~ "L9 ~~ 7856 ~ 1186.67 ~ 7293 ~ 9267 5114 ~ 9068 ~ 7362 8934

S0 LP,,-6%k% 21 14 8652 157743 8166 96.16 7674 9148 8274 90.32

(Hybrid) L, -7%% 28 12  87.86 183331 8314 9653 80.69 9221 8376 90.84

LP;,-8 36 L1 8856 211641 8342 9676 83.00 9275 8427 O9L.14

Efficient  Full BP - 10 9340 1261440 8937 9856 9118 9681  89.49 94.96
Formervz - LORA-all - 8 14 9237 889607 8899 9844 8811 9553 8841 9474

L LP., 4 077 72.5 7 87.50 T 4981.08 ~ 8273 T 96.02° 7339 ~ 9563 ~ 8235 9474

(Hybridy LPL-6%% 21 17 9240 757579 8809 9820 8896 9611 8793 9512

P;,-8 36 L1 9318 1111421 8923 9841 90.85 97.06 88.67 94.85

Full BP - 10 9377 4831840 8922 9851 9226 98.02  89.71 94.90

Swinvy  LORA 8 1.8 9244 2720290 87.62 98.15 87.81 9624 9024 94.60
Small - LoRA-all 8 L7 9278 2792960  87.79 9828 8875 9641 9068 94.77

Wiy  LP2 107~ 725 77 91.07 T 1934106~ €430 ~ 96.317 €911 ~ 97.93 T 8385 ~ 9469

LP,,-6%% 21 19 9337 2589442 89.17 9836 90.55 98.02 8932 94.82

LP;,-8 36 14 93.88 34860.07 8920 9841 9185 9839  90.62 94.82

Table 5: Additional results for “Full Training” in Table 2. “LPy,, -r” refers to our LBP-WHT method with
LP;,, -r base selection as outlined in Equation 8. “mAcc” represents the mean accuracy across all datasets. “R”
is short for “rank”. “Hybrid” represents CNN-ViT-hybrid architecture. Results outperforming both LoRA and
LoRA-all in speed and mAcc are underlined and marked with %. Those exceeding all LoORA methods get % %.
Any results that have higher speed or mAcc are highlighted in bold.

B Compatibility with other orthogonal efficient training techniques
(Section 5)

To support our claim that our method is complementary to other existing methods, we combine our
LBP-WHT with LoRA and present our experimental results for training the last stage (partial training)
of EfficientFormer-L1 in Table 6.

Memory [MB] Accuracy [%]

Method GFLOPs —¢ i ation Gradient  CF100  CFI0

Full BP 121 141 2352 7928 9523

LoRA-all 62 142 44 7692 9438
“LP, 24oRAGl T4 T TT9 T 417" T 7307 0060

LP, -4+LoRA-all 13 29 44 7548 9374

LP,.-8+LoRA-all 48 104 44 76.58 9433

Table 6: Results for combining our LBP-WHT with LoRA method on EfficientFormer-L1. “LPp,, -r”
refers to our LBP-WHT method with LPy,, -r base selection as outlined in Equation 8.
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As shown in Table 6, our method significantly reduces both the storage size needed for the activation
map (x in Equation 1) and the computational costs. On the other hand, LoRA efficiently reduces
the memory usage needed to store the weights gradient. By combining both methods, we can
systematically reduce both computation and memory costs, while maintaining the accuracy levels
close to using LoRA alone. For instance, when combining LBP-WHT with LPy,, -4 base selection
and LoRA, we achieve a speedup of 4.7x and memory savings of 2.5x, with only a slight accuracy
drop of 1.4% compared to using LoRA alone. These results confirm the effectiveness of our method.

C Evaluation on large scale dataset Places365

We test our method on a large-scale dataset Places365 [45], which contains over 1.8M training
images and is more challenging than ImageNet (i.e., models have a lower accuracy on Places365 than
ImageNet).

Method  Speedup MFLOPs Accuracy [%]

Full BP 1.0x 1685.01 55.30
“LoRA ~  69x 24261 50.64

LoRA-all 1.7x 976.50 53.73

LPp,-2 7.2x 233.62 52.87

LP;, -4 3.5x% 480.00 55.07

LPr,-6 2.1x 820.11 55.13

LP;, -8 1.2x 1397.02 55.39

Table 7: Evaluation results for partial training (training the last stage) of EfficientFormer-L1 on
Places365 dataset. “LPy,,-r” refers to our LBP-WHT method with LP,, -r base selection as outlined
in Equation 8.

As shown in Table 7, our method scales well on large scale datasets. For example, LBP-WHT with
LP;, -2 base selection outperforms LoRA in both speed and accuracy; LPy,, -8 has an even higher
accuracy than the full-rank BP while achieving a 1.2 x speedup.

D Preliminary Latency Evaluation on Edge Devices (Section 4)

EfficientFormer-L1 EfficientFormer-L7
Speedup Latency [/s] Speedup Latency [/s]
(Cx Gy, L) Method R —pr—gpp——cpu Gpu| (@ Cwl) Method R —ppr—cpr——Cpu GPU™
Full BP - 6228 134 FllBP - - 2339021 349
TLPp,27 37 22x 1.8x 386215 073 TLP,, 27 "3 7 1.5x  21Ix 1583563 1.65
@48.1792.49)  1p" 4 10 15x 15x 568161 088 | V0830724 bt 4 jo 15k 17x 1537671 2.04
LP,.-6 21 16x 14x 553920 096 LP, -6 21 14x 15x 1675433 228
FllBP - - ~ 806824 135 FllBP - - - 209353 350
TLPL,2 T3 1A% 16X 566605 087 TLPL2” T3 15% 10X 1442338 185
(79244849 1p "4 10 14x 13x 575053 103 | CO72TO8AD b4 0 16x  16x 1410866 223
LP, -6 21 12x 12x 685844 L.I2 LP,-6 21 13x 1ldx 1695027 245

Table 8: Latency for BP through the last two linear layers in EfficientFormer-L1 and L7. We implement our
method with OpenBLAS and CuBLAS for deployment on CPU and GPU of NVIDIA Jetson Nano, respectively.

Table 8 shows the latency results for BP through the last two linear layers in EfficientFormer-L1 and
L7 measured on NVIDIA Jetson Nano. Of note, our main contribution is on the algorithmic side
and results in Table 8 are shown only for proving the potential of our approach for real deployment.
We note that despite our naive implementation, our method still significantly out-performs the
highly-optimized baseline methods.
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