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Abstract—The advent of large language models (LLMs) has significantly

influenced the development of artificial intelligence (AI), expanding its reach

beyond researchers to the general public via practical tools. These models

demonstrate remarkable capabilities in complex tasks but also present limitations

and risks of misuse. For instance, the advances of AI have made it challenging to

distinguish AI-generated content from that produced by humans; similarly the

adverse outcomes such as hallucinations that these models can produce. In

response, regulatory frameworks from the U.S. and the European Union have

proposed measures to ensure AI safety, introducing notions such as Constitutional

AI to ensure adherence to these guidelines. This special issue introduces and

covers the following two interweaving research directions toward AI safety. First,

Civilizing AI as balancing AI’s ability to generate human-like outputs and mitigate

adverse behaviors such as hallucinations and unintended biases, and second,

Humanizing AI as aligning AI systems’ behavior with human ethics, socio-cultural

norms, values, and regulations, ensuring they meet societal expectations similar

to those for human roles such as drivers or health professionals.

The rise of LLMs and foundation models has
significantly impacted the trajectory of AI devel-
opment [1, 2]. These advanced models exhibit

remarkable capabilities, offering promising insights into
both individualized and generalized forms of intelli-
gence [3]. However, they also present challenges -
their limitations are becoming increasingly clear, and
widespread misuse exists. The sophistication of AI-
generated content has reached a point where distin-
guishing it from human-produced material has become
increasingly difficult [4]. Conversely, AI models often
produce inaccuracies, unintended biases, or “halluci-
nations,” raising credibility issues [5]. Governments and
regulatory bodies worldwide have begun to recognize
these issues, prompting the development of regulatory
frameworks for AI safety. These frameworks aim to
ensure responsible AI usage and penalize misuse. As
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these regulations take shape, the concepts of Civi-

lizing AI - balancing a machine’s ability to produce
human-like outputs and mitigate its adverse behaviors,
and Humanizing AI - aligning AI systems with human
ethics, socio-cultural norms, policies, regulations, laws,
and values, emerge as critical components [6]. In this
special issue’s cover article, we discuss the current
landscape of efforts to civilize and humanize AI, ex-
amining various proposed methods such as generative
AI frameworks, human-computer-interaction-based ap-
proaches, and position papers. If AI were to become an
integral part of individual, social, and business activi-
ties, it needs to be subjected to similar conditions and
governance structures that drive humans and society.
We also outline the theme of submissions to this issue
and conclude with a discussion on the challenges of
civilizing and humanizing AI and the potential paths
forward.
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The Current Landscape

Generative AI-based Frameworks
Researchers have explored different ways to create
trustworthy, aligned AI systems. For instance, Instruct-
GPT models leverage Reinforcement Learning from
Human Feedback (RLHF) to align model responses
with human preferences. This approach uses a reward
signal to encourage desired behaviors, effectively guid-
ing the model to produce outputs that humans find
more acceptable and useful. The model’s training pro-
cess involves a cycle of generating responses, receiv-
ing feedback, and adjusting based on that feedback,
thus enhancing its alignment with human values and
expectations [7]. Anthropic’s Constitutional AI frame-
work takes a different approach by employing a “consti-
tution” to oversee the training process. This constitution
serves as a set of guidelines that the AI follows to
avoid harmful outputs. The training process involves
both supervised and reinforcement learning phases,
incorporating feedback from AI systems themselves
through Reinforcement Learning from AI Feedback
(RLAIF). This approach aims to create AI systems
that are inherently safer and more aligned with human
values without relying solely on human-labeled data
[8], while measured using appropriate metrics.

In more recent work, OpenAI researchers have
shown that applying clear, step-by-step rules to eval-
uate model outputs against safety standards can sig-
nificantly improve the safety and reliability of gener-
ative AI systems (https://shorturl.at/1Dw0A). This ap-
proach offers a more efficient alternative to traditional
RLHF, which has been essential for fine-tuning models
to follow instructions and align with human values.
NVIDIA recently open-sourced a tool called NeMo
Guardrails, designed to enhance safety in generative
AI models (https://shorturl.at/BNqoT). This software
enables developers to align LLM-powered applications
with use case-specific expertise while ensuring they
remain safe. NeMo Guardrails allows developers to
establish three types of boundaries: topical guardrails,
which keep apps focused on relevant topics; safety
guardrails, which ensure accurate and appropriate re-
sponses by filtering out unwanted language and refer-
encing credible sources; and security guardrails, which
limit app connections to only known safe third-party
applications.

Social Science-Inspired Approaches
Social science-inspired approaches integrate concepts
from social sciences into AI development. For instance,
models like the “helpful, honest, and harmless” model

and Schwartz’s Theory of Basic Values are used to
represent social science dimensions within AI systems.
These dimensions are encoded into value vectors,
enabling seamless interaction with the vector-based
representations used in LLMs [9]. This integration aims
to create AI systems that can better understand and
align with human values and social norms. Despite
their potential, these generative AI frameworks face
challenges. Studies have highlighted their suscepti-
bility to hallucinations and adversarial attacks, rais-
ing concerns about their reliability and controllabil-
ity. Moreover, the black-box nature of large neural
networks complicates the implementation of effective
control mechanisms. Recent advancements, such as
mechanistic interpretability work by Anthropic, show
promise in addressing these issues [10]. Stanford’s
Human-Centered AI (HAI) Institute emphasizes the
importance of explicitly modeling societal values within
AI systems [11]. By reflecting and deliberating on the
values to incorporate, this approach aims to align AI
systems with a diverse range of social and behav-
ioral concepts. Leveraging advancements in natural
language processing (NLP), multiple frameworks strive
to represent societal values effectively, influencing and
shaping human experiences in a positive manner.

Approaches from the
Human-Computer-Interaction Community
Shneiderman proposes a two-dimensional framework
called Human-Centered AI (HCAI) that separates hu-
man control from computer automation, arguing that
high levels of both can be achieved through good
design [12]. It challenges the traditional view that in-
creased automation must come at the cost of human
control. The author advocates for designing AI systems
that are Reliable, Safe, & Trustworthy (RST) by com-
bining high levels of human control with high levels
of computer automation. The HCAI framework clarifies
when full computer or human control is necessary and
warns against the dangers of excessive automation
or human control. This framework emphasizes the
importance of human-centered design principles that
give users appropriate control while providing high lev-
els of automation. Shneiderman argues this approach
can dramatically increase human performance while
supporting human self-efficacy, mastery, creativity, and
responsibility. The author contends that HCAI designs
should utilize unique computer capabilities while rec-
ognizing and supporting unique human abilities.

Humanistic AI, introduced by Tom Gruber, focuses
on using AI to augment and collaborate with human
intelligence rather than compete with or replace it. It
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Humanizing and Civilizing AI
- Methods to align AI systems with human values and intentions

Generative AI-based 
Frameworks

- Approaches using output corrections 
to Generative AI behaviors, e.g., 

reinforcement by human feedback

Social Science-Inspired 
Approaches

- Approaches that integrate social 
science concepts into AI system 

designs

Human Computer 
Interaction-based 

Approaches
- Approaches focusing on human-AI 

collaboration and augmentation

Position or Overarching Frameworks
- Theoretical and conceptual frameworks for 

Knowledge-guided AI-human interaction

1.  Instruct-GPT
2. Constitutional AI
…

 

1. Value FULCRA
2. Stanford HAI
…

 

1. Humanistic AI
2. Human-centered AI 
…

 

1. Value-inspired AI [15]
2. Process 
Knowledge-infused AI 
[Figure ref 3.]

 

1. AI Detectability Index (ADI), [Figure ref 1.]
2. Hallucination Vulnerability Index (HVI)
3. Adversarial Attack Vulnerability Index (AAVI) 
[Figure ref 2.]

Metrics for Quantifying Alignment
- Approaches using measures of entropy 

to quantify AI-detectability and model 
propensity for adverse behaviors

Advances in Humanizing and Civilizing AI with the Context of 
Humanity-inspired AI Systems [14]

Position or Overarching Frameworks
- Theoretical and conceptual frameworks for 

Knowledge-guided AI-human interaction

Figure references
[1] Chakraborty, Megha, et al. "Counter Turing Test (CT2): AI-Generated Text Detection is Not as Easy as 
You May Think-Introducing AI Detectability Index (ADI)." Proc. EMNLP, Dec. 2023.
[2] Rawte, Vipula, et al. "The Troubling Emergence of Hallucination in Large Language Models-An 
Extensive Definition, Quantification, and Prescriptive Remediations." Proc. EMNLP, Dec. 2023
[3] Sheth, Amit, et al. "Process knowledge-infused ai: Toward user-level explainability, interpretability, 
and safety." IEEE Internet Computing 26.5 (2022): 76-84

Social Science-Inspired Approaches
- Approaches that integrate social science concepts into AI 

system designs

Generative AI-based 
Frameworks

- Approaches using output corrections to 
Generative AI behaviors, e.g., reinforcement 

by human feedback

Human Computer 
Interaction-based 

Approaches
- Approaches focusing on human-AI 

collaboration and augmentation

FIGURE 1. Current Landscape of Civilizing and Humanizing-AI: Overview

contrasts this approach with the more traditional view
of AI that aims to automate human tasks [13]. Human-
istic AI emphasizes applications that enhance human
capabilities, such as improving medical diagnoses,
aiding in design processes, and developing cognitive
enhancement tools. The author also highlights the
importance of carefully considering the objectives and
consequences of AI systems, particularly in social
media, where misguided optimization can lead to neg-
ative societal impacts. Gruber advocates for rewriting
AI objective functions to prioritize human benefit and
provides examples of companies applying Humanistic
AI principles in areas like healthcare and assistive
technology. The overall message is that adopting a
Humanistic AI approach can guide AI development
toward more beneficial outcomes for humanity.

Position Frameworks
The concept of Humanity-Inspired AI, as discussed by
Purohit et al., focuses on designing mediating AI sys-
tems that enhance human-human interaction through
considerations inspired by humanity, specifically ac-
counting for ethics, social norms, and values in a
mediating AI agent’s knowledge and behavior [14].
The authors advocate that AI needs to exhibit socially
adaptive behavior by incorporating personalization and
an awareness of social context and intentionality. The
authors’ approach is to leverage knowledge graphs that
combine general, common-sense, and domain-specific

knowledge with socio-cultural values, norms, and indi-
vidual cognitive models, as shown in Figure 1. More
recently, the Value-inspired AI framework by Sheth et
al. provides concrete suggestions on practical designs
for encoding society values, norms, and dynamics
using symbolic mechanisms within a neurosymbolic
framework [15]. The above position frameworks com-
plement a number of prior visions such as Comput-
ing for Human Experience (https://shorturl.at/oETmh),
which posits for unobtrusive enrichment of human
activities, with minimal explicit concern or effort on the
humans’ part when using intelligent agents or systems,
as currently represented by AI.

Figure 1 illustrates an overview of the current land-
scape.

This Issue

The articles in this issue cover various innovative ap-
proaches to civilizing and humanizing AI. Measuring

AI fairness in a continuum maintaining nuances:

A Robustness Case Study proposes a new statis-
tical method for measuring AI fairness on a contin-
uum, allowing for more nuanced observations within
groups and focusing on robustness against adver-
sarial attacks. Towards a Programmable Human-

izing AI through Scalable Stance-Directed Archi-

tecture introduces a stance-directed architecture to
mitigate toxic content generation in LLMs by fine-tuning
them with a focus on core human values and the
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common good. Alignment Studio: Aligning Large

Language Models to Particular Contextual Reg-

ulations presents an Alignment Studio architecture
that enables application developers to tune models
to specific values, social norms, and regulations in
particular contexts. Lastly, AI Design: A Responsi-

ble AI Framework for Impact Assessment Reports

proposes AI Design, a semi-automatic framework to
generate impact assessment reports for managing risk
of AI systems, incorporating stakeholder perspectives
and using LLM-based tools to assist in the process.

These approaches collectively advance progress
towards civilizing and humanizing AI by aiming to
improve AI fairness, reduce harmful content, align AI
with specific contextual requirements, and facilitate
responsible AI development and assessment.

Challenges for Future Research

The approach towards civilizing and humanizing AI
must involve a blend of technologies such as gen-
erative AI, HCI-focused conceptual frameworks, and
explicit knowledge-based approaches, each with its
unique strengths and promises. For example, Instruct-
GPT models and Constitutional AI frameworks fo-
cus on aligning AI behavior with human prefer-
ences and values through reinforcement learning and
constitutions. Meanwhile, social science-inspired and
humanity-inspired approaches emphasize the integra-
tion of social norms and values into AI systems.
Neurosymbolic AI offers concrete ways to implement
explicit representations of such values for integration
into AI systems. This includes developing knowledge
graphs that blend general and domain-specific knowl-
edge with socio-cultural values, handling dynamic soci-
etal values, and using NLP to map social science con-
cepts. Representations must facilitate human-like un-
derstanding, balancing perspectives and ethical con-
siderations.

Recent progress in the mechanistic interpretability
of neural models, the development of comprehensive
knowledge graphs for representing aspects related to
sociocultural norms and values, and the emergence of
neurosymbolic formulations for integrating neural and
symbolic representations show promise in address-
ing these issues [15]. Encouragingly, leaders in the
space of LLMs, such as OpenAI and NVIDIA, are
also incorporating neurosymbolic mechanisms in their
systems to enforce model behaviors consistent with
the objectives of humanizing and civilizing AI. Despite
advancements across many frontiers, significant chal-
lenges remain, which we cover in the next section.

The future of civilizing and humanizing AI lies in

the convergence of various approaches and the con-
tinuous refinement of existing frameworks. Key areas
for future research and development include:

1) Enhanced Interpretability: Developing methods to
make AI models more transparent and under-
standable will be crucial in addressing the black-
box nature of deep neural networks. Innovative
approaches like mechanistic interpretability and
others can help demystify AI decision-making
processes.

2) Robustness and Security: Improving the robust-
ness of AI models against hallucinations and
adversarial attacks is essential for ensuring their
reliability and safety. This involves advancing
techniques in adversarial training, anomaly de-
tection, and model validation.

3) Ethical and Societal Considerations: As AI sys-
tems become more integrated into daily life, en-
suring they align with ethical and societal norms
is paramount. This includes ongoing efforts to
model societal values and norms accurately and
develop frameworks that reflect diverse perspec-
tives, institutional processes, and cultural con-
texts.

4) Regulatory Compliance: The evolving landscape
of AI regulations necessitates the development
of AI systems that comply with legal and ethical
standards. This involves staying abreast of reg-
ulatory changes and incorporating compliance
mechanisms into AI design and deployment.

5) Collaborative Efforts: The future of civilizing and
humanizing AI will benefit from collaboration
across disciplines, including AI research, social
sciences, ethics, law, and policy, for instance, to
better manage the risk and impact of AI systems
on human rights in societal context. Multidisci-
plinary efforts can foster comprehensive solu-
tions that address the multifaceted challenges of
AI development.

The ongoing effort to civilize and humanize AI ne-
cessitates a careful balance between technological
progress, ethical considerations, and societal values.
By integrating diverse approaches and continually
refining frameworks, the AI community can aim to
create systems that are both intelligent and aligned
with human and societal values. While academia has
long championed frameworks that enable the practi-
cal implementation of these principles, the industry’s
shift from purely statistical methods to rule-based and
guardrails-based neurosymbolic approaches is a sig-
nificant and promising development. This shift offers
encouraging evidence that major companies are taking
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concrete steps to develop AI solutions that are not
only powerful but also adhere to ethical standards and
societal norms. By incorporating society-inspired rules
and guardrails, these AI systems are better equipped
to navigate complex, real-world scenarios with a focus
on safety, reliability, and ethical conduct. This transition
marks a move towards more transparent, controllable,
and trustworthy AI, reflecting a commitment to respon-
sibly advancing technology for the benefit of humanity.
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