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Think, Act, and Ask: Open-World Interactive Personalized Robot
Navigation
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Abstract— Zero-Shot Object Navigation (ZSON) enables
agents to navigate towards open-vocabulary objects in un-
known environments. The existing works of ZSON mainly
focus on following individual instructions to find generic object
classes, neglecting the utilization of natural language interaction
and the complexities of identifying user-specific objects. To
address these limitations, we introduce Zero-shot Interactive
Personalized Object Navigation (ZIPON), where robots need
to navigate to personalized goal objects while engaging in
conversations with users. To solve ZIPON, we propose a new
framework termed Open-woRld Interactive persOnalized Navi-
gation (ORION) I which uses Large Language Models (LLMs)
to make sequential decisions to manipulate different modules
for perception, navigation and communication. Experimental
results show that the performance of interactive agents that
can leverage user feedback exhibits significant improvement.
However, obtaining a good balance between task completion and
the efficiency of navigation and interaction remains challenging
for all methods. We further provide more findings on the impact
of diverse user feedback forms on the agents’ performance.

I. INTRODUCTION

Recent years have seen an increasing amount of work on
Zero-Shot Object Navigation (ZSON) where an embodied
agent is tasked to navigate to open-vocabulary goal objects
in an unseen environment [1], [2]. This task is crucial for
developing robots that can work seamlessly alongside end-
users and execute open-world daily tasks through natural
language communication. A common practice in ZSON is
to utilize pre-trained vision-language models (VLMs) out-of-
the-box to ground natural language to visual observations,
thus enabling the robots to handle unseen object goals
without additional training [3], [4], [5], [6]. Despite recent
advances, several limitations remain which hinder the real-
world deployment of these agents.

First, previous works only focus on following individual
instructions without considering feedback and interaction.
In the realistic setting, instruction-following often involves
back-and-forth interaction to reduce uncertainties, correct
mistakes, and handle exceptions. For example, given an
instruction “go to the living room and find the toy airplane”,
if the robot goes to a wrong room, immediate feedback
from the user will save the robot’s endless search in the
wrong room and direct it to the desired location. Therefore,
it is important to build agents that can elicit and leverage
language feedback from users during task execution to avoid
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a JFI'nd Alice’s computer. ]

[/5 It the computer in front of me? ?,%/
. No, this is Bob's computer. You should turn around ana]

look. It has a keyboard & a mouse, near a black box.

__________

Fig. 1: An example of zero-shot interactive personalized navigation.
There are three computers in the room never seen by the robot
before. The goal is to find Alice’s computer. The robot starts by
finding the wrong object and needs to communicate with the user
and leverage the user feedback to locate the personalized goal.

errors and achieve the goal. Moreover, current navigation
tasks are often designed to find any instance of the same
object class [1], [7], [8]. However, in the real world, es-
pecially in a household, or office setting, objects can often
be described by unique and personalized properties that are
shared by people with the same background knowledge. For
example, as shown in Figure 1, the robot is instructed to find
“Alice’s computer” (or “the computer purchased last year”).
Just like humans, the robot needs to acquire and apply such
personalized knowledge in communication with users. Even
though current models can correctly identify a ‘computer’
based on their general perception abilities, it remains unclear
how to build an agent that can swiftly adapt to a personal
environment and meet users’ personalized needs.

To this end, we introduce Zero-shot Interactive Person-
alized Object Navigation (ZIPON), an extended version of
ZSON. In ZIPON, the robot needs to navigate to a sequence
of personalized goal objects (objects described by personal
information) in an unseen scene. As shown in Figure 1, the
robot can engage in conversations with users and leverage
user feedback to identify the object of interest. Different
from previous zero-shot navigation tasks [1], [4], [6], our
task evaluates agents on two fronts: (i) language interactivity
(understanding when and how to converse with users for
feedback) and (ii) personalization awareness (distinguishing
objects with personalized attributes such as names or product
details). To the best of our knowledge, this is the first work
to study personalized robot navigation in this new setting.

To enable ZIPON, we develop a general LLM-
based framework for Open-woRld Interactive persOnalized



Navigation (ORION). Specifically, ORION consists of vari-
ous modules for perception, navigation and communication.
The LLM functions as a sequential decision maker to control
the modules in a think-act-ask manner: In the think step, the
LLM reflects the navigation history and reason about the next
plans; In the act step, the LLM predicts an action to execute
a module and the executed message is returned as context
input for the next action prediction; In the ask step, the
LLM generates natural language responses to interact with
the user for more information. This framework allows us to
incorporate different baselines to conduct extensive studies
on ZIPON. Our empirical results have shown that agents
that can communicate and leverage diverse user feedback
significantly improve their success rates. To summarize, the
main contributions of the paper are as follows:

o We propose a novel benchmark called ZIPON for the zero-
shot interactive personalized object navigation problem.

o We design a general framework named ORION to perform
function calls with different robot utility modules in a
think-act-ask process.

o We provide insightful findings about how user language
feedback influences task performance in ZIPON.

II. RELATED WORK

Zero-Shot Object Navigation. Recently, there has been
a growing interest in zero-shot object navigation using
VLMs. One line of the approaches is exploration-based,
where the agent moves around based on standard exploration
algorithms and matches the ego-observations with language
descriptions via VLMs [1], [3], [9]. Another line is the map-
based method, where a spatial semantic map is built with
VLM representations to enable natural language indexing [6],
[10], [11]. Our framework integrates both methods for more
flexibility and superior navigation performance.

Dialogue Agents for Robots. Dialogue agents enable
human-machine conversations through natural language [12],
[13], [14], [15], [16]. A large number of earlier works
have studied language use in human-robot dialogue [17],
[18], [19]. Recently, LLMs have been widely used in robots
[20]. InnerMonologue [21] used an LLM to form an inner
monologue style to ask questions. PromptCraft [22] ex-
plored prompt engineering practices for robot dialogues with
ChatGPT. KNOWNO[23] measured the uncertainty of LLM
planners for agents to ask for help when needed. In contrast,
we use LLMs to operate different robot modules and frame
it as a sequential decision-making problem.

Leverage Language Feedback. In human-robot dialogue,
robots that can learn from and adapt to language feedback
can make more reliable decisions [24], [25], [26]. Previous
works have emphasized real-time robot plan adjustments
[27], [28]. Others harness language instructions for assistance
[29], [4], task learning [30], and human-machine collabora-
tion [31], [32], [33]. However, no study has comprehensively
compared different feedback types in the navigation context.

Personalized Human-Robot Interaction. Building per-
sonalized robots is an active research area in human-robot
interaction [34], [35], [36]. There are many works focused
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Fig. 2: The ORION framework architecture. The LLM makes
sequential decisions to operate different modules to search, detect
and navigate in the environment and talk with the user.

on enhancing personalized experience through non-verbal
communications [37], [38], [39] and better interactive service
design [40], [41]. Personalized dialogue systems also gained
increasing interest [42], [43], [44], [45], where the persona is
taken as conditional input to produce more characterized and
sociable conversations. To our knowledge, previous work has
not investigated interactive personalized navigation tasks.

III. INTERACTIVE PERSONALIZED NAVIGATION

We first introduce the zero-shot interactive personalized
object Navigation (ZIPON) task, then explain the open-world
interactive personalized navigation (ORION) framework.

A. The ZIPON Task

ZIPON is a generalized type of zero-shot object navigation
[4]. Let & denote the set of all test scenes, and G denote
the set of all personalized goals. Each goal g € G contains a
tuple g = (type,name,room, FB), where type is the class label
for the object (e.g., ‘bed’, ‘chair’), name is the personalized
expression (e.g. ‘Alice’s bed’, ‘chair bought from Amazon’)
which is unique for every goal, room is the name of the room
(e.g., ‘Alice bedroom’, ‘living room’) where g is located in,
and FB is a dictionary to store all types of user feedback
information (See Sec. IV-A). A navigation episode 7 € 7
is a tuple 7 = (e,g,po), where e € &, g € G, po is the
initial pose of the agent for current 7. The input observations
are RGB-D images. Starting from pg, the agent needs to
find g by taking a sequence of primitive actions, where
the action space is A;qsx={ TURNLEFT 15°, TURNRIGHT
15°, MOVEFORWARD 0.25m, TALK}. The first three are
navigation actions, and the last one is a communicative action
with the dialogue content to be generated by the agent.
During the evaluation for 7, the agent can either move in
the environment with navigation actions or interact with the
user with TALK for more information. Whenever the agent
believes it has reached the goal, it must issue TALK to stop
moving and confirm with the user. The 7 is terminated when
the robot successfully finds the g or a maximum number
Imax of interaction attempts (i.e., the total number of TALK
actions) is attained. If the agent is within ¢ meters of g and
meets visibility criteria, the 7 is successful.

B. Proposed ORION Framework

We propose ORION to solve ZIPON. As shown in Fig.
2, this framework comprises six modules: a control module



to perform navigation movements, a semantic map module
for natural language indexing, an open-vocabulary detection
module to detect any objects with language descriptions, an
exploration module to search the room, a memory module
to store crucial information from user feedback, and an
interaction module to talk. Central to these, the Large Lan-
guage Model (LLM) serves as the primary controller, making
sequential actions based on its strong reasoning abilities.

1) LLM Action Space: To make ORION more general,
we design a unified action space for LLM to manipulate all
modules. An LLM action is defined as a string indicating
a python function, e.g., FuncName (paraml=valuel, ...).
The total LLM action space, denoted as Ay s, is a collec-
tion of all executable functions for LLM, extending beyond
Arask to encompass more high-level abilities. On receiving
the user utterance, the LLM will generate the next action
to execute a specific module and take the returned function
message as new input to predict the next action until the
TALK action is chosen; then the agent will communicate
with the user, asking for confirmation or more information.
To best utilize the powerful reasoning abilities of LLMs, we
propose a think-act-ask mechanism to prompt the LLM to
generate actions. Specifically, given context, the LLM yields
a JSON-format string like {“Thought”:---, “Action”:-- -} for the
next action. This string will be parsed, and the “Action” part
is used to operate modules for navigation or interaction.
Below is an example of the LLM context, where text color
differentiates input (black) and output (red).

. # definition of the task
. # definition of all LLM actions

1 Here is an example to perform sequential actions:
2 User Utterance: Find Alice’s computer.

3 {"Thought":"The user wants Alice’s computer, I should
first search the memory to see if I found it before",
4 "Action":{"name":"retrieve_memory",
"args":{"obj_str":"Alice’s computer"}}}

5 Function Return: Found 0 items in memory: []
. # internal process of the LLM

6 {"Thought":"I found a possible computer in the room, it
might be the correct one, I shall ask the user",
7 "Action":{"name":"talk",
"args":{"content":"Is this Alice’s computer?"}}}

8 Robot Response: Is this Alice’s computer?
9 User Utterance: No, it’s Bob’s computer. Keep searching

The initial two lines expound the ZIPON task and LLM
actions (omitted for brevity). Line 1 begins the illustration of
think-act-ask process. Line 2 is the first user input. Lines 3-
4 show the LLM’s subsequent thought process and resultant
action. Line 5 is the executed message from the last action.
The line following line 5, omitted for space, signifies the
internal procedure for generating sequential actions before
user interaction, usually with multiple rounds. Line 6-7
shows the LLLM action output for communication when the
LLM thinks it’s time to talk. The robot will then interact
with the user and continue to take action based on the new
user input (line 9). Following this design, the LLM can
manipulate all modules seamlessly after the user issues a
goal and decide when and what to talk with the user.

2) Operated Modules: In this section, we delve into the
utilities and LLLM actions associated with each module.

Control Module. It contains two low-level navigation
actions, Move (num) and Rotate (num), that cover the prim-
itive navigation actions in A;qsx. Concretely, Move (1) is
MOVEFORWARD 0.25m, Rotate (+1) denotes TURNRIGHT
15° and TURNLEFT 15°, respectively. In addition, it has
two high-level actions: goto_point (point), that sequences
low-level navigation actions to navigate to a point on a 2D
occupancy map, and goto_object (obj_id) that directly
navigates to an object with the given id.

Semantic Map. Following [6], we collect RGB-D images
to build vision-language maps by reconstructing the point
cloud and fusing the LSeg [46] features from each point to
yield a top-down neural map denoted as My, € REXW*C,
Here, L and W are the map length and width, respectively.
C is the CLIP [47] feature dimension. The LLM action for
this module, retrieve map (obj_str), utilizes the CLIP
text encoder to obtain the embedding ¢ € R¢ for an object
description string. It then identifies a similarity matching area
Agem € REW in the map and extracts suitable contours.
These contours are returned as a list of tuples (obj-id,
distance, angle), indicating the assigned ID, distance and
angle of the contour’s center relative to the agent’s pose.

Open-vocabulary Detection. This module is to detect any
object from an RGB image using its language description.
We use the grounded-SAM [48] due to its good performance,
but any other detection models can be used here. Once
detected, the segmented pixels are transformed into 3D space
and projected to the 2D occupancy map to acquire the
detected area Ag.; € RE*W. The module has two actions:
(i) detect_object (obj_str) that returns a list of detected
objects written as (obj_id, distance, angle, detection_score)
tuple, and (ii) double_check (obj-id) which repositions
to a closer viewpoint of an object and detect again.

Exploration Module. This module uses frontier-based
exploration (FBE) [49] to help the agent search unseen
scenes. Following [3], the agent starts with a 360° spin
and builds a 2D occupancy grid map for exploration. The
LLM action for this module is search_object (obj_str),
where FBE determines the next frontier points for the control
module to take goto_point and the detection module to
perceive on-the-fly with detect_object. Upon detecting
objects, this module returns the detection message. If invoked
again, it continues to explore the room until FBE stops.

Memory. This module stores crucial user information with
two neural maps, M5 and My.g, both of which have the
same size as M., and hold CLIP features. M, saves user-
affirmed information, while M, records user denials. Both
maps begin with zero initialization and are updated through
the action update memory (obj_id, pos_str,neg._str).
For example, if the user confirms “yes, it’s Alice’s desk”,
then the LLM sets “Alice’s desk” as the positive string and
adds its CLIP text feature into the object area associated
with the given object id in M,,s. Conversely, a denial
like “no, it’s not cabinet” leads to the CLIP feature of
”cabinet” being stored in M,,., as the negative string. Object
areas derive from either Ag.,, or Age;. Another action,
retrievememory (obj_str), matches the CLIP text em-



& Find Alice’s computer.

Think: search memory to see if | found it before
Act: retrieve_memory (obj_str=Alice’s computer)

& iGo to Alice’s computer. ]

[T/vere are two, which one? K,Ef
Return: []

Think: nothing found in memory, search the map
Act: retrieve_map (obj_str=computer)

Return: [(id=01, dist=2m, angle=60°)]

Think: There is a possible computer, let’s go to look
Act: goto_object (obj_id=01)

The one with keyboard, it’sJ

&l £ display is working.
Think: user gives me detailed description to detect
Act: detect_object (obj_str=computer with

keyboard and working display)
Return: [(id=02, dist=2m, angle=73°, score=0.3)]
Think: / found one, I'll change view to double check
Act: double_check(obj_id=02)
Return: [(id=02, dist=1m, angle=10°, score=0.7)]

Think: / can .confirm with user about this
Act: talk(...)

/s it Alice’'s computer? ,8’

[ - -
a 4 This is Bob’s computer.J

Think: the score increases, it may be correct
Act: talk(...)

/s it Alice’s computer? ,5}

(b) Descriptive feedback

Think: user corrects me, | should update memory
Act: update_memory(obj_id=01, pos_str=Bob’s
computer, neg_str=Alice’s computer)

(a) Corrective feedback

& JFmd the wardrobe bough from //(EA.] & 46‘0 to the lamp | bought last year.]

Think: Nothing found in memory and map. I'll ., P )
search the home by myselr. / found a lamp, is the one? |
Act: search_object (obj_str=wardrobe) ]

Return: [] @ | Vo, you should turn left and
Think: nothing found in exploration. Need user help . move around 2 meters to see.
Think: user gives me a path to go, I'll follow it

Act: talk (...)
[90”% /dian't find it, could you ,BJ Act: goto_point(point=(2m, -90°))

provide more information?

[ .
-4/ remember it's under the TV.

Think: / can search the map for TV to locate it
Act: retrieve_map (obj_str=TV)

Return: [(id=03, dist=7m, angle=-30°)]

Think: there is a TV, | should go there to find goal
Act: goto_object(obj_id=03)

Think: reached a new pose, now | can detect
whether there is another lamp

Act: detect_object(obj_str=lamp)

Return: [(id=05, dist=1m, angle=60°,

score=0.9)]

Think: There is a lamp, | can confirm with user

Act: talk (...)

[/5 this lamp I'm looking at? T,EJ

(d) Procedural feedback

(c) Landmark feedback

Fig. 3: The dialogue examples for different language feedback types. Corrective feedback indicates errors in the robot’s object identification.
Descriptive feedback details the goal’s appearance and status. Landmark feedback points out salient nearby objects. Procedural feedback
suggests AUl aavisalion.pafh to the,goal, The coptentwithin the dashed box. represcnty,the internal think-qetsask progasses s, F-LM
undergoes. The content in the coloured boxes denotes the interactions between the user and the robot. Ellipsis marks indicate the omission
of intermediate human/robot dialogue contents and LLM internal process for space brevity.

bedding of the input object description string with features in
two maps, then returns retrieved objects as (obj_id, distance,
angle) tuples from M,,; while avoiding those in M.
Interaction. This module is for the communicative inter-
face between the robot and the user. This work uses a textual
interface where users interact with the robot by typing texts.
The LLM action is talk (content), which is the same
TALK in A, 4, With the content to be generated by the LLM.

IV. EXPERIMENTS

In this section, we begin by introducing the experimental
design for ZIPON in Sec. IV-A. Then, we elaborate on the
experiments conducted in simulated environments in Sec. [V-
B and demonstrate our method on real robots in Sec. I'V-C.

A. Experimental Design

Natural language interaction is the core feature of our
ZIPON task. When the robot makes mistakes or asks for
help, the user can guide the robot to find the goal through
diverse forms of language feedback. Therefore, we conduct
experiments to examine the influence of different types of
user feedback on ORION and baseline alternatives.

User Feedback Types. Four common types of user lan-
guage feedback are used in our experiments: 1) corrective
feedback, which tells the robot what object it has actually
reached if that’s not the correct goal; 2) descriptive feedback,
which provides more details about the goal object’s appear-
ance, status, functions, etc; 3) landmark feedback, which
gives the object landmarks like other common and salient
objects near the current goal object; and 4) procedural feed-
back, which offers language-described approximate routes to
instruct the robot to approach the goal from the current pose
step by step. We hope through controlling the form of user
feedback during the interaction, some interesting findings can
be generated. Fig. 3 illustrates examples that the ORION
takes actions under different user feedback settings.

Baselines. Three strong zero-shot object navigation base-
lines are adapted to our flexible ORION framework.

o CLIP-on-Wheels (CoW) [3] uses FBE to explore and local-
ize objects in images with CLIP saliency maps using Grad-
CAM [50]. We apply these to the exploration module and
open-vocabulary detection module. However, CoW does
not have a semantic map and memory module originally.

« VLMap [6] builds a spatial map representation that directly
fuses pretrained visual-language features (e.g., Lseg) with
a 3D reconstruction of the physical world. The map enables
natural language indexing for zero-shot navigation using
CLIP text features. We apply it to the semantic map
module, but VLMap does not contain detection, memory
and exploration modules.

o ConceptFusion (CF) [10] adopts a similar map creation
technique but maintains original CLIP vision features to
capture uncommon objects with higher recall than VLmap.
We utilize the CF map in the semantic map module, while
other modules remain the same as VL.Map.

All compared methods are connected with the same LLM

(GPT-4-8k-0613) to schedule different modules to navigate

and interact with users.

Evaluation Metrics. A good interactive navigation agent
should be efficient (i.e., achieve the goal as fast as possible)
and pleasant (i.e., bother the user as little as possible).
Therefore, we use (i) Success Rate (SR), defined as SR =
% Zi]\i 1 Si to evaluate the percentage that the agent reaches
the correct goals, S; € {0, 1} is the binary indicator of success
for g;, N is the total number of goals; (ii) Success Rate
weighted by the Path Length (SPL) [7], defined as SPL =
%Zfl 1Sim’ where the /; denotes the ground truth
shortest path length, and a; denotes the actual path length;
(iii) Success Rate weighted by the Interaction Turns (SIT),
defined as SIT = ﬁ Zf\:’] Silii, where I; > 1 is the number of
interactions between the agent and user for g;. SPL and SIT
indicate the navigation and interaction efficiency respectively.



No Interaction Yes/no Feedback

Method

Corrective Feedback

Descriptive Feedback Landmark Feedback Procedure Feedback

SR SPL  SIT SR SPL  SIT SR SPL  SIT SR SPL SIT SR SPL  SIT SR SPL SIT
Human - - - - - - 945 757 819 945 754 848 950 766 860 972 789  86.9
cow 154 84 154 368 242 358 385 216 290 535 224 332 439 213 302 590 225 328
VLmap 239 203 239 418 308 312 436 326 352 444 315 358 533 358 390 675 527 441
CF 213 137 213 479 256 311 52.1 375 365 470 335 341 599 401 406 684 494 393
ORION 282 249 282 542 355 378 59.0© 342 391 637" 374 442" 69.5° 401 468 80.3* 51.1 528"

TABLE I: Results of different methods in single-feedback settings with simulated users. The asterisk * indicates a statistically
significant improvement of ORION over all three baselines for each column (wilcoxon test; p < 0.05).

Method SR SPL  SIT
Ccow 624 337 362
VLMap 71.8 548 48.0
CF 735 523 442
ORION 838 56.6 535
w/o mem 81.2 548 512
w/o exp 759 51.6 497
w/o det 725 477 422
w/o map 69.2 375 413

TABLE II: Results‘ of different methods (upper part) and ablations
(lower part) in the mixed-feedback setting with simulated users.

B. Evaluation with Simulated Environment

In the simulated environment, we build simulated users
to scale up the experiments and compare different methods
under various feedback settings.

1) Experimental Setup: We use the Habitat simulator [51]
and the high-quality realistic indoor scene dataset HM3D
v0.2 [52] for experiments. Ten scenes are randomly selected
from the validation set. A total of 14,159 RGB-D frames are
collected for semantic map creation, and 117 goal objects are
randomly selected for evaluation. To construct the personal-
ized goals, we annotate the chosen objects with various types
of personal information, such as people’s names (e.g., Alice’s
computer), manufacturers of products (e.g., chair from IKEA)
and purchase dates (e.g., bed bought last year), so that each
g in G can be uniquely identified. We manually write object
descriptions for each g for the descriptive feedback. For the
procedural feedback, we generate the ground-truth geodesic
path and translate it into language sentences to indicate an
approximate route, e.g., “turn left, go forward 5 meters, turn
right”. The fast-marching method [53] is used for low-level
motion planning. The map size LxW is 600x600, where each
grid equals 0.05m in the environment. The RGB-D image
frame is 480x640 with a camera fov 90 degrees. The depth
range is set in [0.1m,10m] for map processing. CLIP-ViT-B-
32 is used for text feature extraction and semantic matching
for the semantic map and memory module. An episode is
successful when the agent is within 1.5 meters and the mass
centre of g is in the ego-view image. In,x is S for each goal.

2) User Simulator: As real user interactions can be te-
dious and time-consuming, simulated users are often used as
a substitute to evaluate dialogue agents [54], [55], [56]. We
use another LLM (dubbed as user-LLM) as the backbone
to build a user simulator to interact with robots. At each
turn, all relevant ground-truth information is sent as input to
the user-LLM in a dictionary, which includes the dialogue
context, personalized goal information, task success signals,
robot detection results, etc. Then, the user-LLM generates
suitable user utterances for the robot, guided by appropriate

N ORION
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Fig. 4: Distribution of task success rates based on interaction turns
(turn 1-5) in the mixed feedback setting for all compared methods.

prompt examples. We chose GPT-3.5-turbo-0613 since we
found it adequate to produce reasonable user utterances. Each
scene is run 5 times with random seeds to get average results.

3) Evaluation Results: Tab. 1 shows the results of all
methods under single-feedback settings, where we control
the input with only one type of feedback to be sent to the
user-LLM to generate the user utterance. For comparison,
we add ‘No Interaction’ setting, which means the robot can
not interact with users, and ‘Yes/no Feedback’ setting, which
means the user only gives yes/no response as minimal
information to indicate whether the agent has reached the
goal without any extra feedback information. We also include
the results of human-teleoperated agents as the upper bound.

Comparison on different types of feedback. As shown
in Tab. I, using each type of feedback contributes to a
performance increase to some degree, highlighting the sig-
nificance of natural language interactions. Specifically, the
procedure feedback brings the most significant improvement,
with an increase of 21-26% SR across all methods compared
to the Yes/no Feedback. We found this because it can
suggest a route or a destination point even though it is not
precise. This guidance helps agents transition to nearby areas,
substantially narrowing the scope needed to locate the goal.
The landmark feedback also largely boosts the performance
since the provided nearby objects could be easier to find
than the goal objects, thus helping the robot reach the goal’s
neighbourhood. Comparatively, the descriptive feedback does
not yield much benefit but still boosts methods that have
the exploration module, resulting in a 16.7% and 10.5%
increase in SR for CoW and ORION, respectively. We
conjecture this is because those methods use open-vocabulary
detection models to process online ego-view RGB images,
so the fine-grained visual semantics of the objects can be
maintained to align with rich language descriptions, whereas
map-based methods like VLMap may lose these nuances
during map creation. The corrective feedback brings the least
improvement since it only improves when the wrong objects
the agent found for the current goal could happen to be some



correct objects of other goals in the same scene.

Besides the single-feedback settings we also evaluated in
the mixed-feedback setting, where the user-LLM receives
all types of feedback information to generate utterances. As
observed in the upper section of Tab. II, all methods can
be future improved from single-feedback settings, showing
approximately 3-5% in both SR and SIT. This indicates
that the richer the information a robot can access during
interaction, the better its performance in the environment.

Comparison on different methods From Tabs I and II,
it’s evident that no single method consistently outperforms
across all metrics in ZIPON tasks. Key challenges include:
(i) Balancing task success with navigation efficiency. While
ORION can achieve a high SR, it often lags in SPL, e.g., in
Tab. I, it surpasses VLMap in SR by over 10% but is only
2% ahead in SPL. This is because it can explore and actively
move in the room to detect, often involving more steps to find
the goal. But map-based methods take direct movements to
retrieved objects, regardless of their accuracy. (ii) Balancing
task success with interaction efficiency. Compared with hu-
man tele-operated agents, all methods suffer from low SIT
performance, indicating a large dependence on interaction
rather than finding the goal objects more efficiently. Fig 4
further illustrates this, showing that a considerable proportion
of SR requires large interaction turns for all methods.

Ablations and more analysis. Tab. II’s lower section
presents ablation results for ORION in the mixed feedback
setting. Here, ‘w/o mem’ excludes the additional memory
feature; ‘w/o exp’ omits the exploration module but retains
the 360° spin; ‘w/o det’ replaces the grounded-SAM model
with a basic k-patch mechanism [3] where the CLIP matches
texts to image patches; and ‘w/o map’ removes the semantic
map module. The results emphasize the crucial role of the
semantic map, marked by the most significant SR drop
in ORION w/o map. Both ORION w/o exp and ORION w/o det
yield comparable outcomes, suggesting the importance of
a robust detection model paired with active exploration.
Interestingly, the memory module has a limited impact, even
with its capability to retain user information. We hypothesize
this is because, during the zero-shot evaluation, previously
stored goals aren’t retested. To further explore this, we
conduct a second time ZIPON evaluation using the memory
accumulated from the first time. Consequently, ORION gets
scores of 91.5% in SR, 63.9% in SPL, and 65.3% in SIT.

C. Evaluation with Real Robots

We also perform real-world experiments with the TIAGo
robot for the indoor ZIPON using the ORION framework.

1) Experimental Setup: We select 20 goal objects in
a room for navigation. Each object is assigned a unique
person’s name unless it’s paired with another object. For
instance, Alice’s computer would be on Alice’s table. We
then manually provide 3-5 sentences for each goal as the
descriptive feedback. Nine salient objects (e.g., fridge) in
the room are used as landmarks. Simple instructions like “3
meters to your left” are used for the procedural feedback. The
built-in GMapping [57] and move_base package are used for

SLAM and path planning. To create the semantic map, we
construct a topology graph that includes the generic classes
of all landmark objects and large goal objects for simplicity.
Experiments are run twice to get average results. Other set-
ups remain the same with simulated experiments.

Feedback Type SR SPL SIT
No Interaction 37.5 35.8 37.5

Corrective 67.5 51.8° 53.6*
Descriptive 67.5%  48.6 48.0
Landmark 72.5°  66.8° 54.8*
Procedural 72.5F 628 619

TABLE III: Results on real robots. * means statistically significant
difference compared to ‘No Interaction’ (wilcoxon test; p<0.05)
2) Evaluation Results: Tab. III displays the results of
ORION under different feedback settings. We can see that
leveraging user feedback enhances overall performance with
similar trends in simulated environment results. Specifically,
the landmark feedback yields substantial improvement in SR
and SPL, as the selected landmarks are easily identifiable
in the room, thus effectively narrowing down the search.
While the procedural feedback provides only basic navi-
gational cues about the goal, it still greatly enhances SIT.
Given the room’s straightforward layout, the robot often
encounters potential goals during evaluation; therefore, the
corrective feedback also largely improves the results by
rectifying misidentified objects for ORION to update its
memory. Comparatively, the descriptive feedback brings the
least SPL and SIT as matching real-world observations with
language descriptions using VLMs is still quite challenging.
Common failure cases stem from two main sources: 1) low-
level movement errors, which negatively impact task success
performance; and 2) inaccurate detection, which fails to
identify the correct objects in the robot’s ego-view images.

V. CONCLUSION

This work introduces Zero-shot Interactive Personalized
Object Navigation (ZIPON), an advanced version of zero-
shot object navigation. In this task, a robot needs to navigate
to personalized goal objects while engaging in natural lan-
guage interactions with the user. To address the problem,
we propose ORION, a general framework for open-world
interactive personalized navigation, where the LLM serves
as a decision-maker to direct different modules to search,
perceive, navigate in the environment, and interact with the
user. Our results in both simulated environments and the
real world demonstrate the utilities of different types of
language feedback. They also point out the challenges to
obtaining a good balance between task success, navigation
efficiency, and interaction efficiency. These findings will
provide insights for future work on language communication
for human-robot collaboration. This work is only our initial
step in exploring LLMs in personalized navigation and has
several limitations. For example, it does not handle broader
goal types, such as image goals, or address multi-modal
interactions with users in the real world. Our future efforts
will expand on these dimensions to advance the adaptability
and versatility of interactive robots in the human world.
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