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Abstract

Retrieval-augmented Large Language Models
(LLMs) offer substantial benefits in enhancing
performance across knowledge-intensive sce-
narios. However, these methods often face chal-
lenges with complex inputs and encounter dif-
ficulties due to noisy knowledge retrieval, no-
tably hindering model effectiveness. To address
this issue, we introduce BlendFilter, a novel ap-
proach that elevates retrieval-augmented LLMs
by integrating query generation blending with
knowledge filtering. BlendFilter proposes the
blending process through its query generation
method, which integrates both external and in-
ternal knowledge augmentation with the origi-
nal query, ensuring comprehensive information
gathering. Additionally, our distinctive knowl-
edge filtering module capitalizes on the intrin-
sic capabilities of the LLM, effectively elimi-
nating extraneous data. We conduct extensive
experiments on three open-domain question an-
swering benchmarks, and the findings clearly
indicate that our innovative BlendFilter sur-
passes state-of-the-art baselines significantly.

1 Introduction

Generative Large Language Models (LLMs) have
shown remarkable proficiency in various applica-
tions, such as summarization (Zhang et al., 2023;
Wang et al., 2023a), dialogue systems (Hudecek
and Dusek, 2023; Touvron et al., 2023a), and
question answering (Lazaridou et al., 2022; Lu
et al., 2022). Nonetheless, the finite scope of
their pre-training corpora imposes inherent limi-
tations, preventing LLMs from capturing and main-
taining comprehensive worldly knowledge, espe-
cially given its dynamic nature. This limitation
has spurred interest in retrieval-augmented gener-
ation strategies that integrate external knowledge
sources, like Wikipedia, to refine the quality of
LLM-generated content.

Typically, retrieval-augmented generation meth-
ods (Brown et al., 2020; Izacard et al., 2022b; Za-

kka et al., 2023) feed a task input, such as a user
query or a question in open-domain question an-
swering, into a retriever to obtain related knowl-
edge documents. Subsequently, the LLM gener-
ates content based on the initial input and the in-
formation retrieved. Nevertheless, this direct re-
trieval strategy faces challenges with intricate task
inputs (Shao et al., 2023). While straightforward
queries enable effective identification of relevant
information, multifaceted and complex questions
may not cover some essential keywords, complicat-
ing the retrieval of pertinent documents.

To enhance the retrieval for complex task inputs,
recent studies have proposed methods to enrich the
original input. These approaches encompass ques-
tion decomposition (Yao et al., 2022; Press et al.,
2022), query rewriting (Ma et al., 2023), and query
augmentation (Yu et al., 2023; Shao et al., 2023).
They utilize knowledge memorized by LLMs or
sourced from external databases to supplement the
input with additional information, thereby explic-
itly incorporating additional keywords and sub-
stantially facilitating the retrieval process. Among
these, query augmentation is particularly notewor-
thy and achieves state-of-the-art performance be-
cause it processes all retrieved knowledge collec-
tively while generating answers and it does not re-
quire the training of an additional language model
for query rewriting.

However, current query augmentation methods
still suffer from some limitations. These techniques
have typically relied on a single source of augmen-
tation, either LLM internal knowledge or an ex-
ternal knowledge base. On one hand, for certain
complex inputs, this single source of augmentation
may not be able to cover all the keywords and thus
lead to insufficient augmentation. Furthermore, ex-
isting work excludes original input but only rely on
the augmented query, which could further exacer-
bate information loss.

Another major problem of existing methods is
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that the incorporated content fetched by the re-
triever could contain irrelevant or misleading in-
formation. Usually top-K returned documents by
the retriever will be used as augmentation, but there
is no guarantee that all the top-K documents are
relevant and helpful for the task. Correspondingly,
incorporating such noise information into the aug-
mented query can potentially lead to inaccuracies in
the LLM’s output (Wang et al., 2023b). To mitigate
the noise in retrieved knowledge documents, pre-
vious studies (Yu et al., 2023; Wang et al., 2023b;
Asai et al., 2023) have suggested various strate-
gies. Unfortunately, these existing noise reduction
methods in knowledge document retrieval are de-
pendent on the LLM’s confidence levels, which
can be imprecise (Xiong et al., 2023). Addition-
ally, these methods often require an extra language
model to determine the need for retrieval, which
incurs significant computational costs.

To tackle the aforementioned complex question
and noisy retrieved knowledge challenges, we pro-

pose f@ BlendFilter, a novel framework that ad-
vances retrieval-augmented large language mod-
els by integrating query generation blending and
knowledge filtering, as illustrated in Fig. 1. Our
framework, BlendFilter, is structured around three
core components: 1) Query Generation Blending
module, 2) Knowledge Filtering module, and a 3)
Answer Generation module. The Query Genera-
tion Blending module is dedicated to enhancing
input queries through diverse augmentation strate-
gies, essentially forming a composite of queries,
to handle the complex question challenge. This
module incorporates both external and internal
knowledge sources for augmentation. These aug-
mented queries, including the original, external
knowledge-augmented, and internal knowledge-
augmented, are then employed by the retriever to
collect pertinent information. In order to tackle the
noise retrieved knowledge challenge, our proposed
Knowledge Filtering module, aims to eliminate
irrelevant retrieved knowledge and could operate
autonomously without needing an extra language
model, leveraging the innate filtering prowess of
the LLM. In the final phase, the LLM integrates
the filtered knowledge with the original query to
generate the final answer.

The contributions are summarized as follows:
1) We introduce a novel query generation blend-
ing approach that integrates various augmentation
sources. In contrast to existing work that relies

on one source only, the proposed method enriches
queries by using a variety of knowledge sources,
which lead to a more comprehensive coverage of
pertinent knowledge. 2) We present a novel and
effective knowledge filtering module designed to
eliminate irrelevant knowledge. We are the first to
propose the utilization of the LLM itself as a fil-
ter in retrieval-augmented generation tasks. 3) We
conduct extensive experiments across three open-
domain question answering benchmarks. The re-
sults demonstrate that our proposed model, Blend-
Filter, significantly surpasses the baseline models
across three distinct backbones.

2 Related Work

Retrieval-augmented generation enhances Large
Language Models (LLMs) by leveraging external
knowledge to improve generation quality. Initial ap-
proaches, as discussed in (Izacard and Grave, 2021;
Shao and Huang, 2021; Izacard et al., 2022a; Shi
et al., 2023), portrayed LLMs as passive recipients
of retrieved knowledge, lacking interactive dynam-
ics with retrievers. However, due to the inherent
challenges in accurately capturing relevance be-
tween inputs and documents, these direct methods
often yield only marginal improvements. Address-
ing this, recent advancements (Nakano et al., 2021;
Trivedi et al., 2022; Jiang et al., 2023; Li et al.,,
2023b,a; Wang et al., 2023b; Asai et al., 2023; Yu
et al., 2023; Ma et al., 2023; Press et al., 2022; Yao
et al., 2022) have empowered LLMs to engage ac-
tively with retrievers, thereby enhancing relevance
modeling. The integration of LLMs into the re-
trieval process broadly falls into three categories:
1) question decomposition, 2) query rewriting, and
3) query augmentation. For question decomposi-
tion, as exemplified by Yao et al. (2022) and Press
et al. (2022), LLMs break down a complex ques-
tion into simpler components, leveraging both pre-
vious interactions and retrieved knowledge. This
decomposition facilitates more straightforward rea-
soning by LL.Ms. However, the success of this
approach heavily depends on the LLLM’s capabili-
ties. Insufficiently powerful LLMs might generate
misleading sub-questions. Moreover, this method
requires maintaining a historical context, poten-
tially leading to lengthy dialogues and increased
computational costs. In the realm of query rewrit-
ing, models are trained, often utilizing reinforce-
ment learning, to reformulate the original question
into a version more conducive to retrieval (Ma et al.,
2023; Liet al., 2023b). These revised questions typ-
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Figure 1: The framework of BlendFilter.

ically yield improved generation outcomes. Nev-
ertheless, training an additional model for rewrit-
ing is a resource-intensive process. The third ap-
proach, query augmentation, involves enriching
queries with knowledge from either LLM internal
databases or external sources (Shao et al., 2023; Yu
et al., 2023). A limitation of this method is its re-
liance on a single source of augmentation and often
overlooking the original query, thus constraining
overall model performance.

The aforementioned studies directly utilize re-
trieved knowledge, yet recent research (Wang et al.,
2023b; Li et al., 2023a) highlights that such knowl-
edge can sometimes be irrelevant or even detrimen-
tal to LLMs when answering queries. To solve this
challenge, (Wang et al., 2023b) suggests an initial
assessment to determine if LLMs need to retrieve
knowledge, utilizing a classifier that could be based
on BERT-like models or the LLM itself. How-
ever, this approach requires additional training data,
which poses challenges in zero-shot or few-shot
learning scenarios, and the LLM’s self-evaluation
may not always yield reliable results. (Asai et al.,
2023) introduces a self-reflective method to ascer-
tain the necessity of retrieval and to assess the
relevance between the retrieved knowledge and
the input. A critical limitation of this method, as
noted by (Asai et al., 2023), is its dependence on
training an auxiliary language model to produce
text with reflection tokens, incurring extra costs.
Additionally, (Yu et al., 2023) employs a strategy

of comparing the average negative likelihood of
answers with and without external knowledge to
guide decision-making. Nevertheless, this measure
may not be a precise indicator of model confidence
and is not universally applicable across models,
with certain models like GPT-3.5-turbo and GPT-
3.5-turbo-Instruct currently unable to access this
feature. We summarize the differences between
the proposed BlendFilter and other baselines in
Table 6 in the appendix.

3 Methodology

Given a pre-trained Large Language Model (LLM)
M(-), a knowledge base K = {K;}!' | (where n
represents the number of documents), a retriever
R(-), and a query g, our objective is to utilize
the knowledge base to facilitate accurate responses
from the LLM without fine-tuning.

3.1 Overview

To enhance the retrieval quality for retrieval-
augmented LLMs, we introduce a framework
named BlendFilter, which incorporates query gen-
eration blending and knowledge filtering, as de-
picted in Fig. 1. We begin by presenting query
blending, a technique that enhances the original
query by incorporating both external knowledge
and the LLM’s internally memorized knowledge
(Section 3.2). Additionally, we propose a knowl-
edge filtering module to effectively remove irrele-
vant knowledge (Section 3.3). Finally, we demon-
strate how the LLM generates answers based on
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the filtered knowledge (Section 3.4).
3.2 Query Generation Blending

Numerous studies (Izacard and Grave, 2021; Shao
and Huang, 2021; Izacard et al., 2022a; Shi et al.,
2023) have validated the effectiveness of utiliz-
ing a retriever to enrich questions with relevant
knowledge, thereby boosting the performance of
LLMs. This process can be represented as follows:
Kr = R(g,K;K), a = M(a|Prompt(q, K,)),
where a represents the generated answer, /C, de-
notes the retrieved knowledge, and K serves as the
hyper-parameter for the retriever, controlling the
quantity of retrieved knowledge items. Nonethe-
less, in cases where the query is complex, directly
inputting it into the retriever often fails to retrieve
the correct knowledge documents. As a solution,
we advocate for the incorporation of both external
and internal knowledge augmentation techniques
to refine the query.
External Knowledge Augmentation. For com-
plex questions, such as those in multi-hop question
answering (Yang et al., 2018), which often entail
implicit sub-problems and span multiple knowl-
edge domains, we utilize an external knowledge
base to refine the original query and facilitate doc-
ument retrieval. Specifically, we initially retrieve
relevant knowledge documents using the original
query, as follows: K., = R(q, K; K).
Subsequently, we engage the LLM to derive the
answer using the acquired knowledge documents
via the Chain-of-Thought (CoT) approach (Wei
et al., 2022). This step is depicted as: a., =
M(alPromptcr(q, Kez)), where a., represents
the reasoning and answer generated by the LLM
based on the retrieved knowledge K.,. The gen-
erated context a., contains related keywords and
valuable information through CoT reasoning based
on retrieved knowledge from the external knowl-
edge base, thereby assisting the retriever in pin-
pointing relevant knowledge. Subsequently, we
integrate the generated context a., with the ini-
tial query g to formulate the enhanced query, as
shown below: g.; = a.||q, where || represents
the concatenation operation.

Remark 1. This process of external knowledge aug-
mentation essentially acts as a two-hop reasoning
mechanism to refine the query. In fact, it can be ex-
tended to higher-order augmentation, but typically,
leveraging two-hop information proves to be suf-
ficiently effective in enhancing retrieval accuracy
due to the LLM’s strong capabilities. Consequently,

we refrain from employing higher-order augmenta-
tion in order to strike a balance between efficiency
and accuracy.

Internal Knowledge Augmentation. LLMs have
memorized a lot of factual knowledge. Some re-
lated knowledge is not retrieved in external knowl-
edge augmentation while LLMs may memorize
them internally. Consequently, we can prompt
the LLM to produce a detailed response to the
query, drawing upon its internal knowledge. This
internally-sourced response acts as a supplement
to the external knowledge. Specifically, the gen-
erated text based on LLM internal knowledge can
be formulated as a;, = M(a|Prompt(q)), and the
augmented query is g;, = a;y|q.

3.3 Knowledge Filtering

By integrating both external and internal
knowledge-augmented queries in conjunction
with the original query, we are able to re-
trieve the corresponding knowledge documents
separately, as follows: K, = R(q,K;K),
’quz = R(Qexa K, K), ICqm = R(Qim K K),
where K, represents knowledge documents
retrieved by the original query, K4, corresponds
to the external knowledge-augmented query, and
Kg,,, pertains to the internal knowledge-augmented
query. A direct approach to leveraging this
retrieved knowledge involves taking their union:
}Cgir“t =K UKq.. UKq,,-

This method ensures that the synthesized knowl-
edge, K%e°t | encompasses a broader spectrum of
relevant documents, thereby enhancing the quality
of the retrieved knowledge. Nonetheless, retriev-
ing some unrelated documents is inevitable due
to the inherent imperfections of the retrieval pro-
cess and the selection of the top-K documents,
which may include irrelevant information when
K exceeds the number of ground truth knowledge
documents. This unrelated information can po-
tentially lead to confusion and misguidance for
the LLM, resulting in incorrect outputs. Rather
than training a separate knowledge filter to iden-
tify and eliminate unrelated information, we have
observed that the LLM itself serves as an effec-
tive knowledge filter. We provide both the original
query and the retrieved knowledge to the Large
Language Model (LLM) and instruct the LLM to
perform knowledge filtering. This can be formu-
lated as follows: IC{; = M(K|Prompt(q, Ky)).
Kie. = M(K|Prompt(q,Ky.,)). Ki, =
M(K|Prompt(q, KCg,,,)). The final knowledge uti-
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lized for generation is obtained by taking the
union of the filtered knowledge sets, i.e. K, =
IC({ UIC({EI UICZ;M, where | represents taking
union operation.

Remark 2. Our method involves filtering knowl-
edge and subsequently combining the filtered in-
formation. An alternative option is to reverse the
sequence of these two steps. However, we have ob-
served that commencing with the union of knowl-
edge may result in a larger knowledge set, conse-
quently intensifying the challenge of subsequent
knowledge filtering. Consequently, we opt to filter
knowledge independently for ICy, K., , and ICy,,. .

3.4 Answer Generation

In this step, the LLM generates an answer based
on both the filtered knowledge and the original
query. We employ CoT to enhance the model’s
reasoning performance, a representation of which
is as follows: a = M (a|Promptc,r(g, K,)). The
whole algorithm is summarized in Algorithm 1 in
the appendix.

4 Experiment

In this section, we evaluate the proposed BlendFil-
ter and answer the following research questions:
RQ1) How does BlendFilter perform compared
to state-of-the-art retrieval-augmented baselines?
RQ2) Can the proposed BlendFilter generalize
well with respect to different backbones and retriev-
ers? RQ3) Is the LLM effective to filter unrelated
knowledge documents? RQ4) What are the roles of
the original query, external knowledge-augmented
query, and internal knowledge-augmented query
in model performance improvements respectively?
RQS5) How does the performance change with vary-
ing numbers of knowledge documents? RQ6) Will
the proposed BlendFilter be improved by sampling
multiple times with different temperatures?

4.1 Datasets and Experiment Settings
4.1.1 Datasets

We conduct experiments on three public bench-
marks, including HotPotQA (Yang et al., 2018),
2WikiMultiHopQA (Ho et al., 2020), and Strate-
gyQA (Geva et al., 2021). Examples are illustrated
in Fig. 5 in the appendix.

4.1.2 Evaluation Metrics

Following Shao et al. (2023), we evaluate the first
500 questions from the training dataset for Strat-
egyQA and 500 questions from the development
dataset for HotPotQA and 2WikiMultiHopQA. For

multi-hop question answering datasets, we employ
exact match (EM) and F1 as evaluation metrics,
and for the commonsense reasoning dataset, we
use accuracy, following Yao et al. (2022) and Shao
et al. (2023). To evaluate the retrieval performance,
we leverage widely used Recall and Precision as
evaluation metrics. Additionally, to assess the ef-
fectiveness of the proposed knowledge filtering in
eliminating irrelevant information, we introduce a
new metric called S-Precision. This metric mea-
sures the proportion of questions for which the
retrieved documents precisely match the golden
relevant documents.

4.1.3 Baselines

We adopt following state-of-the-art baselines to
evaluate our proposed BlendFilter: 1) Direct
Prompting (Brown et al., 2020), 2) CoT Prompt-
ing (Wei et al., 2022), 3) ReAct (Yao et al., 2022),
4) SelfAsk (Press et al., 2022), and 5) ITER-
RETGEN (Shao et al., 2023). We show the detail
information about these baselines in the appendix.

4.1.4 Implementation Details.

We evaluate models with three different LLMs:
GPT3.5-turbo-Instruct!, Vicuna 1.5-13b (Zheng
et al., 2023), and Qwen-7b (Bai et al., 2023). We
utilize the state-of-the-art efficient retrieval method
ColBERT v2 (Santhanam et al., 2022) as the re-
triever implemented by Khattab et al. (2022, 2023).
The knowledge base we employ is the collection
of Wikipedia abstracts dumped in 2017 (Khattab
et al., 2023). We show the detailed information
about implementation details in the appendix.

4.2 Performance Comparison

In this section, we evaluate the performance of both
the baseline models and our proposed BlendFilter
model using various backbones. The results are dis-
played in Table 1, Table 2, and Table 3, addressing
RQ1 and RQ2.

The performance results in the tables demon-
strate that our proposed BlendFilter consistently
achieves substantial improvements over the base-
lines across different backbones and datasets. Re-
markably, our BlendFilter model achieves aver-
age performance improvements of 9.7%, 7.4%,
and 14.2% when using GPT3.5-turbo-Instruct, Vi-
cuna 1.5-13b, and Qwen-7b as backbones, respec-
tively. These results demonstrate the effectiveness
of our proposed BlendFilter in enhancing retrieval-

1https: //platform.openai.com/docs/models/
gpt-3-5
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Table 1: Performance of BlendFilter with GPT3.5-turbo-Instruct as the backbone. IMP represents the percentage
of improvements compared to baselines with respect to Exact Match on HotPotQA and 2WikiMultihopQA and

Accuracy on StrategyQA.

HotPotQA

2WikiMultihopQA StrategyQA

Method — p  ctMatch FI  IMP

Exact Match F1 IMP

Accuracy IMP

Without Retrieval

Direct 0.304 0410 67.1% 0.282 0.318 43.3% 0.648 14.8%
CoT 0.302 0.432 68.2% 0.300 0.403 34.7% 0.700 6.3%
With Retrieval
Direct 0.412 0.537 23.3% 0.318 0371 27.0% 0.634 17.4%
CoT 0.434 0.558 17.1% 0.318 0.396 27.0% 0.616 20.8%
ReAct 0.360 0475 41.1% 0.374 0.450 8.0% 0.658 13.1%
SelfAsk 0.364 0.481 39.6% 0.334 0416 21.0% 0.638 16.6%
ITER-RETGEN 0.450 0572 12.9% 0.328 0.436 23.2% 0.692 7.5%

BlendFilter 0.508 0.624 - 0.404 0.470 - 0.744 -
Table 2: Performance of BlendFilter with Vicuna 1.5-13b as the backbone.
HotPotQA 2WikiMultihopQA StrategyQA
Method g ctMaich FI  IMP ExactMacch FI  IMP Accuracy IMP
Without Retrieval
Direct 0.202 0.267 96.0% 0.246 0.288 16.3% 0.604 11.3%
CoT 0.228 0.344  73.7% 0.190 0.279  50.5% 0.660 1.8%
With Retrieval
Direct 0.336 0.443 17.9% 0.210 0.284 36.2% 0.624 7.7%
CoT 0.362 0.488 9.4% 0.206 0.302 38.8% 0.646 4.0%
ReAct 0.332 0.463 19.3% 0.216 0.323  32.4% 0.588 14.3%
SelfAsk 0.361 0.469 9.7% 0.250 0.376  14.4% 0.618 8.7%
ITER-RETGEN 0.366 0.484 8.2% 0.252 0.3551 13.5% 0.668 0.6%
BlendFilter 0.396 0.527 - 0.286 0.378 - 0.672 -
Table 3: Performance of BlendFilter with Qwen-7b as the backbone.
HotPotQA 2WikiMultihopQA StrategyQA
Method b actMach FI  IMP  ExactMach Fl  IMP  Accuracy IMP
Without Retrieval
Direct 0.144 0.238 118.1% 0.182 0.244  31.9% 0.630 4.1%
CoT 0.150 0.245 109.3% 0.180 0.246 33.3% 0.658 -0.3%
With Retrieval
Direct 0.180 0310 74.4% 0.084 0.200 185.7% 0.572 14.6%
CoT 0.206 0.305 52.4% 0.210 0.292  14.3% 0.604 8.6%
ReAct 0.142 0.239 121.1% 0.158 0.241 51.9% 0.592 10.8%
SelfAsk 0.206 0.307 52.4% 0.106 0.154 126.4% 0.596 10.1%
ITER-RETGEN 0.244 0.364 28.7% 0.200 0.297  20.0% 0.612 7.2%
BlendFilter 0.314 0.442 - 0.240 0.312 - 0.656 -

augmented generation performance and its ability
to generalize across various backbones.

It is worth noting that mere retrieval does not
consistently enhance accuracy. For instance, when
comparing CoT with retrieval and CoT without
retrieval using GPT3.5-turbo-Instruct on 2Wiki-
MultihopQA (as shown in Table 1), CoT without
retrieval exhibits a higher Exact Match score than
CoT with retrieval. This observation suggests that

the retrieved knowledge documents may include
unrelated information, which can lead to mislead-
ing the LLM. This observation aligns with one of
our underlying motivations.

4.3 Combining with BM25

In this section, we utilize BM25 (Jones et al., 2000),
a widely-used sparse retriever, to explore RQ2 on
the HotPotQA dataset. The results are shown in
Table 4. When comparing the results in Table 4
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Figure 2: Retrieval performance after knowledge filter-
ing with GPT3.5-turbo-Instruct on HotPotQA.

Table 4: Performance of BlendFilter with GPT3.5-
turbo-Instruct and BM25 on HotPotQA.

Method Exact Match F1
Without Retrieval
Direct 0.304 0.410
CoT 0.302 0.432
With Retrieval (BM25)

Direct 0.342 0.462
CoT 0.348 0.470
ReAct 0.280 0.371
SelfAsk 0.290 0.393
ITER-RETGEN 0.356 0.488
BlendFilter 0.420 0.547

with those in Table 1, it becomes evident that utiliz-
ing ColBERT v2, a dense retriever, yields superior
performance compared to BM25. Dense retrievers
prove more effective in capturing semantic sim-
ilarities between questions and documents, espe-
cially for complex queries. Moreover, our proposed
BlendFilter consistently outperforms the baselines
when BM25 serves as the retriever as well. The
proposed BlendFilter achieves an improvement of
approximately 18%, surpassing the performance
when ColBERT v2 is employed as the retriever, in
comparison to the baseline models. One potential
explanation is that BM25 lacks the potency of Col-
BERT v2, making the application of query blend-
ing to ensure the explicit inclusion of keywords in
queries a more crucial factor. This highlights the
effectiveness of our proposed BlendFilter across
different retrievers.

4.4 Effectiveness for Retrieval

In this section, we address RQ3 by computing Pre-
cision, Recall, and S-Precision values after conduct-
ing knowledge filtering with GPT3.5-turbo-Instruct
on the HotPotQA dataset. Results are presented in
Figure 2. As indicated in Fig. 2, the proposed
BlendFilter leads to a substantial improvement
in retrieval performance. In both ColBERT v2

and BM25 scenarios, the proposed BlendFilter
demonstrates superior retrieval accuracy compared
to direct retrieval and ITER-RETGEN (multi-hop
retrieval). Furthermore, when comparing the Re-
call between ITER-RETGEN and BlendFilter, it
becomes evident that the proposed query blend-
ing is effective. This illustrates that combining
three queries can recall a greater number of related
documents. When comparing the Precision and
S-Precision of the baselines with those of Blend-
Filter, we observe that the proposed knowledge fil-
tering effectively eliminates unrelated documents.

4.5 Effectiveness of Different Queries

In this section, we investigate how performance
changes when removing specific queries from the
query blending module, addressing RQ4. The re-
sults are shown in Table 5. According to Table 5, it
is evident that removing any query from the query
blending process results in thedegradation in model
performance. This demonstrates the importance of
the original query, the externally augmented query,
and the internally augmented query in the answer
generation process. Additionally, we can find the
internal knowledge-augmented query plays a more
important role when BM25 is employed. One pos-
sible explanation is that when BM25 is used, the
retrieval accuracy is not as robust as that of a dense
retriever. Consequently, the externally augmented
query may still miss some information. This high-
lights the importance of complementing it with
internal knowledge augmentation.

Table 5: Performance of BlendFilter without different
queries with GPT3.5-turbo-Instruct on HotPotQA.

Method Exact Match F1
Dense Retriever (ColBERT v2)

BlendFilter 0.508 0.624
w/o q 0.476 0.604
W/O Qey 0.442 0.565
w/0 qin, 0.496 0.613
Sparse Retriever (BM25)

BlendFilter 0.420 0.547
w/o g 0.410 0.532
W/O Qey 0.388 0.506
w/0 q;n, 0.398 0.514

4.6 Number of Retrieved Documents

In this section, we explore how the model’s perfor-
mance varies when employing different numbers of
retrieved documents (K), addressing RQS. The re-
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sults are presented in Fig. 3. Based on Fig. 3, it can
be observed that as the value of K is increased, the
performance of both ITER-RETGEN and BlendFil-
ter initially improves and then experiences a slight
decline. This indicates that increasing the number
of retrieved knowledge documents appropriately
can enhance model performance. Notably, it is evi-
dent that increasing the value of K from 3 to 8§ leads
to a substantial improvement in the performance of
BlendFilter, while ITER-RETGEN exhibits only
marginal performance gains. One possible explana-
tion is that BlendFilter incorporates knowledge
filtering, effectively eliminating most unrelated
knowledge, whereas ITER-RETGEN lacks this fil-
tering mechanism and incorporates a significant
amount of noise knowledge.

0.65

0.6

0.55F

0.5

EM/F1
IS S S

BlendFilter (EM)
0.45: BlendFilter (F1)

ITER-RETGEN (EM)|
ITER-RETGEN (F1)
I I I " . I
3 4 5 6 7 8 9 10
K

0.4

Figure 3: Performance with respect to different K val-
ues on HotPotQA with GPT3.5-turbo-Instruct.

4.7 Sampling Times

In this section, we employ various sampling temper-
atures for the GPT3.5-turbo-Instruct, specifically
top_p = 0,0.5,1, and sample one answer under
each temperature setting on HotPotQA dataset to
address RQ6. The results are shown in Fig. 4.
Based on Fig. 4, it is evident that our proposed
BlendFilter consistently outperforms the baselines,
whether sampling a single answer or multiple an-
swers. Furthermore, when three answers are sam-
pled, all methods exhibit improvements, albeit the
improvements in the case of BlendFilter are no-
tably smaller compared to the other baseline meth-
ods. This observation demonstrates that when pro-
vided with more opportunities to answer, all these
models tend to have a higher probability of answer-
ing correctly, whereas our proposed BlendFilter
exhibits lower variance.

4.8 Case Study

In this section, we show a concrete example in
Fig. 6 in the appendix to show how the proposed
BlendFilter works. This example is taken from
HotPotQA dataset and we feed it to GPT3.5-turbo-

EM with One Answer  F1 with One Answer ~ EM with Three Answers F1 with Three Answers

Figure 4: Performance of models with multiple answer
sampling on HotPotQA with GPT3.5-turbo-Instruct.
For three answers, if one of the answers is correct, its
EM will be 1, and the F1 score is the highest one of the
three answers.

Instruct. The original question is "superMansion
starred the actress who had a recurring role as
whom on Workaholics?". The related knowledge
includes the SuperMasion document and Jillian
Bell document. From Fig. 6, we can find both the
original query and external knowledge-augmented
query retrieved knowledge consists of one correct
document SuperMasion. Additionally, the inter-
nal knowledge-augmented query retrieves another
correct knowledge document Jillian Bell. This
demonstrates the necessity of combining these
three queries to retrieve all relevant knowledge
documents. Furthermore, following knowledge fil-
tering, our proposed BlendFilter effectively elim-
inates all irrelevant documents and provides the
correct answer to the question.

5 Conclusion

In this paper, we introduce BlendFilter, a compre-
hensive framework developed to enhance retrieval-
augmented generation within LLMs. Our method-
ology distinctively incorporates query generation
blending and knowledge filtering techniques, ef-
fectively tackling the intricacies of complex inputs
and significantly reducing noise in retrieved knowl-
edge. The amalgamation of external and internal
knowledge augmentation fosters a resilient and all-
encompassing retrieval mechanism. Additionally,
our innovative self-reliant knowledge filtering mod-
ule exploits the inherent capabilities of the LLM
to refine and purify the retrieved knowledge by
eliminating extraneous content. We conducted ex-
tensive experiments on three benchmarks, and the
results demonstrate that BlendFilter outperforms
state-of-the-art baselines. Moreover, BlendFilter
can be generalized well for different kinds LLMs,
including GPT3.5-turbo-Instruct, Vicuna 1.5-13b
and Qwen-7b.
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Limitations

The proposed BlendFilter framework introduces
a hyper-parameter K to control how many docu-
ments we need to retrieve, which might require
additional effort to tune. Fortunately, we observe
that the model performance is not very sensitive to
the hyper-parameter and we set it to a fixed value
to achieve a good performance in this paper.
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Dataset Examples

¢ Question: What government position
was held by the woman who

portrayed Corliss Archer in the film
Kiss and Tell?
«» Answer: Chief of Protocol

2WikiMultihopQA |

¢ Question: Which film came out first,
Blind Shaft or The Mask Of Fu
Manchu?

< Answer: The Mask Of Fu Manchu

+ Question: Are more people today
related to Genghis Khan than Julius
Caesar?

“» Answer: True

Figure 5: Examples of datasets.

A Related Work

We the differences bettwen the proposed BlendFil-
ter and existing baselines in Table 6.

B Algorithm
C Baselines

We adopt following state-of-the-art baselines to
evaluate our proposed BlendFilter:

* Direct Prompting (Brown et al., 2020) instructs
the LLM to provide direct answers to questions
without offering explanations or explicit reason-
ing steps. We evaluate both Direct Prompting
with and without retrieval as our baseline ap-
proaches, referring to them as Direct for brevity.

e CoT Prompting (Wei et al., 2022) instructs the
LLM to generate answers accompanied by ex-
plicit reasoning steps. Similar to Direct Prompt-
ing, we evaluate CoT Prompting with and with-
out retrieval, referring to them as CoT in our
experiments.

* ReAct (Yao et al., 2022) incorporates reasoning,
action, and observation steps. The generation
process concludes upon reaching the finishing
state. The action can involve either generating
a query to retrieve knowledge or finalizing the
generation. The observation entails the retrieved
knowledge documents.

» SelfAsk (Press et al., 2022) comprises steps for
follow-up question generation, retrieval, and an-
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Table 6: The differences between the proposed BlendFilter and existing methods.

Deccsxl:;;}s,ition ‘ Rer:I!;lg; . ‘ Query Augmentation ‘ _ Knowledge Selection ‘ Need Traing

External Internal Predicting Before Model Filtering

Knowledge | Knowledge Retrieval Confidence
ReAct Yao et al. (2022) v - - - - - - X
Ma et al. (2023) - v _ - _ _ _ v
Yu et al. (2023) - _ _ v _ v _ X
ITER-RETGEN (Shao et al., 2023) - - 4 - - - - X
Asai et al. (2023) - - - - v _ _ v
Wang et al. (2023b) - - - _ v _ _ v
BlendFilter - - v v _ _ v X

Figure 6: Case study.

swering follow-up questions. Each retrieval op- approach of Yoran et al. (2023). In the context of
eration relies on the generated follow-up ques- this paper, SelfAsk shares similarities with Re-
tions. When no further follow-up questions are Act, albeit differing in the location of retrieved
generated, the LLM provides the answer to the knowledge.

original question. We prepend newly retrieved

knowledge to the original question following the * ITER-RETGEN (Shao et al., 2023), a state-of-

the-art retrieval-augmented generation method,
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Algorithm 1: BlendFilter
Input: An input query g, a knowledge base
KC, aretriever R(-), and a LLM
M().
// query blending
1 Direct retrieval by feeding q into retriever
R():
2 Generate external knowledge-augmented
query according to
Qey = M(G‘PromptCoT(qa Kem)) and
Gex = aem| q;
3 Generate internal knowledge-augmented
query according to
ai, = M(a|Prompt(q)) and
qin = aian;
// Knowledge filtering
4 Retrieve knowledge with different queries
based on Eqn. ??;
s Filter retrieved knowledge based on

IC(] :R(q,IC,K),
ICqEIIJ :R(qem’K?K)7
Ko = R(qin, K; K);

¢ Union filtered knowledge according to
Kr = Kq UKh. UK,
// Answer generation
7 Generate answer according to
a = M(a|Pr0mptCoT(Q7 ]CT’))

introduces the iterative augmentation of ques-
tions using an external knowledge base and em-
ploys knowledge distillation to enhance retriever
performance. To ensure a fair comparison, we
exclude retrieval training and employ the same
retriever as other methods in the case of ITER-
RETGEN.

D Dataset Exmples
D.0.1 Implementation Details.

We evaluate our approach with three differ-
ent LLMs: GPT3.5-turbo-Instruct?, Vicuna 1.5-
13b (Zheng et al., 2023), and Qwen-7b (Bai et al.,
2023). GPT3.5-turbo-Instruct is a refined version
of InstructGPT (Ouyang et al., 2022), Vicuna 1.5-
13b is trained based on Llama 2 (Touvron et al.,
2023b) continually, and Qwen-7b is a Transformer-
based model trained from scratch. Vicuna 1.5-13b

2https ://platform.openai.com/docs/models/
gpt-3-5

and Qwen-7b are open-source models. We utilize
the state-of-the-art efficient retrieval method Col-
BERT v2 (Santhanam et al., 2022) as the retriever
implemented by Khattab et al. (2022, 2023) which
applies quantization to accelerate approximate near-
est neighbor search. We conduct experiments using
Vicuna 1.5-13b with vLLM Kwon et al. (2023) and
Qwen-7b with Transformers (Wolf et al., 2020),
respectively. The knowledge base we employ is
the collection of Wikipedia abstracts dumped in
2017 (Khattab et al., 2023). In all experiments, we
utilize a 3-shot in-context learning setting follow-
ing the approach of Shao et al. (2023). The value of
k is set to 5 for all methods. The detailed prompts
are provided in the Appendix.

E Case Study

We show an example about how the proposed
BlendFilter works in Fig. 6.
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F Prompt

In this section, We show the prompt we use on
three benchmarks for GPT3.5-turbo-Instruct, in-
cluding prompts for external knowledge augmenta-
tion, internal knowledge augmentation, knowledge
filtering, and answer generation. Among them, the
prompt for external knowledge augmentation is the
same for all datasets.

Prompt for External Knowledge Augmen-
tation on HotPotQA

Answer questions following the given
format.

Knowledge:{Example_Knowledge}
Question:Are It Might Get Loud and Mr.
Big both Canadian documentaries?

Let’s think step by step.

Mr. Big is a 2007 documentary which
examines the "Mr. Big" undercover meth-
ods used by the Royal Canadian Mounted
Police. However, It Might Get Loud is a
2008 American documentary film.

So the answer is no.

Knowledge:{Example_Knowledge}
Question:Were Laszl6 Benedek and Leslie
H. Martinson both film directors?

Let’s think step by step.

Laszl6 Benedek was a Hungarian-born film
director and Leslie H. Martinson was an
American film director.

So the answer is yes.

Knowledge:{Example_Knowledge}
Question:Lucium was confimed to be an
impure sample of yttrium by an English
chemist who became the president of what?
Let’s think step by step.

Lucium was confimed to be an impure
sample of yttrium by William Crookes.
William Crookes is Sir William Crookes.
Sir William Crookes became the president
of the Society for Psychical Research.

So the answer is Society for Psychical
Research.

Knowledge:{Knowledge?}

Question:{question?}
Let’s think step by step.
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Prompt for Internal Knowledge Augmen-
tation

Please write a passage to answer the
question.

Question:{question?}
Passage:

Prompt for Knowledge Filtering on Hot-
PotQA and 2WikiMultihopQA

What general topic is Question {question}
related to?
Answer:The topic is related to

forget
your knowledge about {topic}. Please
only consider the knowledge below.
knowledge O : {Retrieved_knowledged}
knowledge 1 : {Retrieved_knowledgel}
knowledge 2 : {Retrieved_knowledge2}
knowledge 3 : {Retrieved_knowledge3}
knowledge 4 : {Retrieved_knowledge4}
Please check the relevance between
{question} and knowledges 0-4 one
by one, remove the irrelevant ones and
show me the relevant ones. There may be
multiple relevent ones. Please take a deep
breath and do it step by step.

Please
check the relevance between the given
question and knowledges 0-4 one by one
based on the given context. ONLY output
the relevant knowledge ids (0-4). There
may be multiple relevent ones.

Context:{LLM_Last_Generated_Context}
Question:{question?}

knowledge O : {Retrieved_knowledged}
knowledge 1 : {Retrieved_knowledgel}
knowledge 2 : {Retrieved_knowledge2}
knowledge 3 : {Retrieved_knowledge3}
knowledge 4 : {Retrieved_knowledge4}

Answer:



Prompt for Answer Generation on Hot-
PotQA

Answer questions following the given
format.

Knowledge:{Example_Knowledge}
Question:Are It Might Get Loud and Mr.
Big both Canadian documentaries?

Let’s think step by step.

Mr. Big is a 2007 documentary which
examines the "Mr. Big" undercover meth-
ods used by the Royal Canadian Mounted
Police. However, It Might Get Loud is a
2008 American documentary film.

So the answer is no.

Knowledge:{Example_Knowledge}
Question:Were Laszl6 Benedek and Leslie
H. Martinson both film directors?

Let’s think step by step.

Laszl6 Benedek was a Hungarian-born film
director and Leslie H. Martinson was an
American film director.

So the answer is yes.

Knowledge:{Example_Knowledge}
Question:Lucium was confimed to be an
impure sample of yttrium by an English
chemist who became the president of what?
Let’s think step by step.

Lucium was confimed to be an impure
sample of yttrium by William Crookes.
William Crookes is Sir William Crookes.
Sir William Crookes became the president
of the Society for Psychical Research.

So the answer is Society for Psychical
Research.

Knowledge:{Filtered_Knowledge}
Question:{question}
Let’s think step by step.

Answer
the following question based on the given
context with one or few words.

Context:{LLM_Last_Generated_Context}
Question:{question?}
Answer:
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Prompt for External Knowledge Augmen-
tation on 2WikiMultihopQA

Answer questions following the given
format.

Knowledge:{Example_Knowledge}
Question:Do both films The Falcon (Film)
and Valentin The Good have the directors
from the same country?

Let’s think step by step.

Valentin The Good is directed by Martin
Fri¢. Martin Fri¢ was a Czech film director.
The Falcon (Film) is directed by Vatroslav
Mimica. Vatroslav Mimica is a Croatian
film director. Czech is different from
Croatia.

So the answer is no.

Knowledge:{Example_Knowledge}
Question: What nationality is the director
of film Wedding Night In Paradise (1950
Film)?

Let’s think step by step.

Wedding Night In Paradise (1950 film)
is directed by Géza von Bolvary. Géza
von Bolviry was a Hungarian actor,
screenwriter and film director.

So the answer is Hungarian.

Knowledge:{Example_Knowledge}
Question:Who is  Rhescuporis 1
(Odrysian)’s paternal grandfather?

Let’s think step by step.

The father of Rhescuporis I (Odrysian)
is Cotys III. The father of Cotys III is
Raizdos.

So the answer is Raizdos.

Knowledge:{Knowledge?}
Question:{question?}
Let’s think step by step.



Prompt for Answer Generation on 2Wiki-
MultihopQA

Answer questions following the given
format.

Knowledge:{Example_Knowledge}
Question:Do both films The Falcon (Film)
and Valentin The Good have the directors
from the same country?

Let’s think step by step.

Valentin The Good is directed by Martin
Fri¢. Martin Fri¢ was a Czech film director.
The Falcon (Film) is directed by Vatroslav
Mimica. Vatroslav Mimica is a Croatian
film director. Czech is different from
Croatia.

So the answer is no.

Knowledge:{Example_Knowledge}
Question:What nationality is the director
of film Wedding Night In Paradise (1950
Film)?

Let’s think step by step.

Wedding Night In Paradise (1950 film)
is directed by Géza von Bolvary. Géza
von Bolviary was a Hungarian actor,
screenwriter and film director.

So the answer is Hungarian.

Knowledge:{Example_Knowledge}
Question:Who is  Rhescuporis 1
(Odrysian)’s paternal grandfather?

Let’s think step by step.

The father of Rhescuporis I (Odrysian)
is Cotys IIl. The father of Cotys III is
Raizdos.

So the answer is Raizdos.

Knowledge:{Filtered_Knowledge}
Question:{question?}
Let’s think step by step.

Answer
the following question based on the given
context with one or few words.

Context:{LLM_Last_Generated_Context}
Question:{question}
Answer:

1024

Prompt for External Knowledge Augmen-
tation on StrategyQA

Answer questions following the given
format.

Knowledge:{Example_Knowledge}
Question:Do people take laxatives because
they enjoy diarrhea?

Let’s think step by step.

Laxatives are substances that loosen stools
and increase bowel movements. People
take laxatives to treat and/or prevent
constipation.

So the answer is No.

Knowledge:{Example_Knowledge}
Question:Could Durian cause someone’s
stomach to feel unwell?

Let’s think step by step.

Durian has a pungent odor that many
people describe as being similar to feet and
onions. Unpleasant smells can make people
feel nauseous.

So the answer is Yes.

Knowledge:{Example_Knowledge}
Question:Did the swallow play a role in a
famous film about King Arthur?

Let’s think step by step.

Monty Python and the Holy Grail was a
famous film about King Arthur. In Monty
Python and the Holy Grail, swallows are
mentioned several times.

So the answer is Yes.

Knowledge:{Knowledge?}
Question:{question}
Let’s think step by step.



Prompt for Knowledge Filtering on Strat-
egyQA

Please check the relevance between the
given question and knowledges 0-4 one by
one carefully, remove all the irrelevant ones
and only show me the relevant ones. There
may be no relevant one.

Question:{question?}

knowledge O : {Retrieved_knowledge@}
knowledge 1 : {Retrieved_knowledgel}
knowledge 2 : {Retrieved_knowledge2}
knowledge 3 : {Retrieved_knowledge3}
knowledge 4 : {Retrieved_knowledge4}

Please take a deep breath and do it step by
step.

Please

check the relevance between the given
question and knowledges 0-4 one by one
based on the given context. ONLY output
the relevant knowledge ids (0-4). There
may be no relevant one.

Context:{LLM_Last_Generated_Context}
Question:{question}

knowledge O : {Retrieved_knowledge®}
knowledge 1 : {Retrieved_knowledgel}
knowledge 2 : {Retrieved_knowledge2}
knowledge 3 : {Retrieved_knowledge3}
knowledge 4 : {Retrieved_knowledge4}

Answer:

1025

Prompt for Answer Generation on Strat-
egyQA

Answer questions following the given
format.

Knowledge:{Example_Knowledge}
Question:Do people take laxatives because
they enjoy diarrhea?

Let’s think step by step.

Laxatives are substances that loosen stools
and increase bowel movements. People
take laxatives to treat and/or prevent
constipation.

So the answer is No.

Knowledge:{Example_Knowledge}
Question:Could Durian cause someone’s
stomach to feel unwell?

Let’s think step by step.

Durian has a pungent odor that many
people describe as being similar to feet and
onions. Unpleasant smells can make people
feel nauseous.

So the answer is Yes.

Knowledge:{Example_Knowledge}
Question:Did the swallow play a role in a
famous film about King Arthur?

Let’s think step by step.

Monty Python and the Holy Grail was a
famous film about King Arthur. In Monty
Python and the Holy Grail, swallows are
mentioned several times.

So the answer is Yes.

Knowledge:{Filtered_Knowledge}
Question:{question}
Let’s think step by step.

Answer

the following question based on the given
context. The final answer to a question
should always be either Yes or No, and
NOTHING ELSE.

Context:{LLM_Last_Generated_Context}
Question:{question?}
Answer:



