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STEFANIE STANTCHEVA

Harvard University

Why Do We Dislike Inflation?

ABSTRACT This paper provides new evidence on a long-standing question
asked by Shiller (1997): why do we dislike inflation? I conducted two surveys
on representative samples of the US population to elicit people’s perceptions
about the impacts of inflation and their reactions to it. The predominant reason
for people’s aversion to inflation is the widespread belief that it diminishes
their buying power, as neither personal nor general wage increases seem to
match the pace of rising prices. As a result, respondents report having to make
costly adjustments in their budgets and behaviors, especially among lower-
income groups. Inflation also provokes stress, emotional responses, and a sense
of inequity, as the wages of high-income individuals are perceived to grow
more rapidly amid inflation. Many respondents believe that firms have con-
siderable discretion in setting wages, opting not to raise them in order to boost
profits, rather than being compelled by market dynamics. The potential posi-
tive associations of inflation, such as with reduced unemployment or enhanced
economic activity, are typically not recognized by respondents. Inflation ranks
high in priority among various economic and social issues, with respondents
blaming the government and businesses for it. I also highlight a substantial
polarization in attitudes toward inflation along partisan lines, as well as across
income groups.

O ver twenty-five years ago, Shiller (1997, 13) wanted to “understand,
through public survey methods, why people are so concerned and
dismayed by inflation.” In a nutshell, he discovered that individuals con-
sider inflation a national concern primarily because it undermines their
living standards. They observe prices rising while their wages stagnate,

Conflict of Interest Disclosure: The author did not receive financial support from any firm or
person for this paper or from any firm or person with a financial or political interest in this
paper. The author is not currently an officer, director, or board member of any organization
with a financial or political interest in this paper.
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attributing this imbalance to employers’ “greed.” Moreover, respondents
associated inflation with economic downturns and political instability, citing
certain “unspecified systemic factors” (ibid., 57).

Considering the significant time elapsed since this seminal study, it is
important to refresh our understanding of the public’s aversion to inflation.
The COVID-19 pandemic has thrust inflation back into the limelight as a
critical policy issue in the United States and abroad, reigniting concerns
over its effects on living standards. Given the transformations our eco-
nomic system has experienced since the late 1990s, including the impact of
globalization, the financial crisis, the pandemic, and a growing polarization
in societal perspectives (Alesina, Miano, and Stantcheva 2020), contempo-
rary views on inflation and the economy might have shifted significantly . . .
or have they?

Drawing inspiration from Shiller (1997), this paper offers an updated
perspective on the enduring question of why people dislike inflation,
incorporating significant advancements in survey methodology that have
occurred since the 1990s. I designed and conducted two new surveys on
large, representative samples of the US population. The goal was to cover
the perceived impacts of and reactions to inflation with simple but com-
prehensive questions. Considering inflation’s impact on individuals in their
varied economic roles—be it as consumers, workers, or asset owners—
is crucial. Survey A contains detailed, closed-ended questions formulated
in line with contemporary best practices to capture a spectrum of perspec-
tives and actions. Survey B, on the other hand, consists of open-ended ques-
tions, allowing participants to express their thoughts freely. These questions
are vital as they illuminate the nuanced views and convictions that might
not fit within the predefined choices an economist could propose and that
might be overlooked otherwise. Analyzing the responses to these questions
on a broad scale via text analysis techniques enables the exploration of sig-
nificant first-order concerns (Ferrario and Stantcheva 2022). Furthermore,
by gathering detailed demographic data on participants in these large and
representative samples, I am able to examine heterogeneities in attitudes
and responses across different demographics, including income, political
orientation, age, education, gender, and race.

The key findings can be summarized as follows: contrary to perceiving
inflation as a mere yardstick or a unit of measure, individuals anticipate a
variety of tangible adverse effects on both their personal financial situa-
tion and the economy at large. If there is a single and simple answer to the
question, “Why do we dislike inflation?” it is because many individuals
feel that it systematically erodes their purchasing power. Many people do
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not perceive that their wage increases sufficiently to keep up with inflation
rates, and they often believe that wages tend to rise at a much slower rate
compared to prices.

This perception of diminished living standards due to inflation is intensi-
fied by the observation that individuals rarely ascribe the raises they receive
during inflationary periods to adjustments for inflation. Rather, they attri-
bute these increases to job performance or career progression, particularly
among those who have switched jobs during such periods.

In response to the perceived erosion of purchasing power, respondents
report having to make costly and significant adjustments to their consumer
behavior, such as reducing the quantity and quality of goods purchased
or deferring purchases. Understandably, lower-income respondents report
being most adversely affected, indicating that they have even postponed
buying essential items to cope with the impact of inflation. Notably, very
few respondents report accelerating their desired purchases or stockpiling
in anticipation of further price rises.

Not surprisingly, given these perceived consequences, inflation triggers
stress and emotional reactions. Another factor contributing to the aversion
toward inflation is a sense of unfairness. All perceived impacts—whether
experienced as consumers, workers, or asset owners—are felt more acutely
by those with lower incomes who find themselves needing to make more
significant adjustments across these dimensions as well. In line with this
observation, there is a common belief that the incomes of higher-earning
individuals increase more quickly than theirs during periods of inflation,
suggesting a perception that inflation exacerbates inequality.

Why do individuals believe that wages do not increase as rapidly as
prices? A primary reason is the conviction that employers and companies
possess significant discretion in setting wages and tend to resist adjusting
them upward in order to enhance their profit margins. There’s a prevalent
view that firms make strategic choices, with a more limited belief in market
forces driving decisions.

When asked about the causes of inflation, people tend to blame the gov-
ernment and businesses. There is a clear partisan divide in the responses,
with Republicans more likely to blame the government or Joe Biden, and
Democrats more likely to blame businesses. This closely correlates with
whom people feel angry at when they see prices rise, directing blame at
businesses, the government, and the system in general.

Furthermore, people scarcely acknowledge any positive impacts from
inflation. Consequently, only a minority of respondents believe in the
trade-off between inflation and unemployment or associate inflation with
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enhanced economic growth (Binetti, Nuzzi, and Stantcheva 2024). The
majority link inflation to adverse wider economic and political outcomes.
Considering the numerous negative and scant positive perceived effects,
many participants rank inflation as a top priority, ahead of other economic
and social issues.

Despite shifts in the economic landscape, the core conclusions from the
seminal study conducted by Shiller (1997) in the 1990s are still relevant
today. But I also add some new findings, specifically exploring the many
margins along which people report making costly adjustments and a range
of emotions and attitudes toward inflation using a mix of open-ended text
and structured questions. Furthermore, I highlight the distinct polarization
in opinions on inflation based on political affiliation, along with varying
attitudes and responses according to income level.

RELATED LITERATURE This paper contributes to several strands of the
literature. First, it connects with studies on attitudes toward inflation or
policies to combat price increases, primarily using survey methods. Shiller
(1997) provided a first seminal contribution. Subsequent work has tried to
characterize inflation aversion (Scheve 2004; Easterly and Fischer 2001;
Howarth and Rommerskirchen 2017; Aklin, Arias, and Gray 2022; van
Lelyveld 1999; Di Tella, MacCulloch, and Oswald 2001; Hofstetter and
Rosas 2021; Ruprah and Luengas 2011; Hiibner and Klemm 2015; Coles
and Chen 1990; Jayadev 2008; Scheve 2003) and fairness concerns for
firms’ pricing behavior (Rotemberg 2005, 2011).

A series of recent papers relates most closely to the question of why
people dislike inflation. Like the current paper, Jain, Kostyshyna, and Zhang
(2022) find that respondents in Canada tend to associate higher inflation
with worse labor market conditions. They also show that respondents do
not think that wages adjust fully to inflation and that higher inflation expec-
tations are associated with lower expected real spending growth. Hajdini
and others (2022) show that an experimentally induced increase in inflation
expectations is positively correlated with higher growth expectations, but
the pass-through is relatively small at 0.2. Higher-income respondents are
more likely to perceive a positive link between inflation and growth, simi-
lar to my findings about the less negative attitudes toward inflation among
the better-off. Kamdar (2019) finds that people generally believe that an
increase in inflation will be associated with an increase in unemployment,
echoing my results.

The paper is also related to the large body of literature on inflation expec-
tations, reviewed in Weber and others (2022). Coibion, Gorodnichenko, and
Kamdar (2018) emphasize the importance of survey-based measures of
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inflation expectations, which are more accurate than traditional rational
expectations approaches. Several papers study how expectations are formed,
particularly focusing on personal experiences (Angelico and Giacomo 2019;
Cavallo, Cruces, and Perez-Truglia 2017; D’Acunto and others 2019;
D’Acunto and others 2021; Bruine de Bruin, van der Klaauw, and Topa
2011; Goldfayn-Frank and Wohlfart 2020; Malmendier and Nagel 2016).
Binder, Janson, and Verbrugge (2023) study the anchoring of inflation
expectations among professional forecasters.' Coibion, Gorodnichenko,
and Weber (2022) examine how monetary policy communications shape
inflation expectations.

An important contribution to survey methodology for inflation expecta-
tions is by Kim and Binder (2023), who show that repeat survey partici-
pants exhibit “learn-through-surveys” effects, whereby they adjust their
forecasts and reduce their errors over time. Reassuringly, given the size of
the pool of respondents and the nature of typical surveys done on the plat-
form used in this paper, it is highly unlikely that respondents have been
surveyed on inflation before.

Echoing my analysis of the perceived causes of inflation, recent work
studies the narratives people have regarding inflation (Andre and others
2021; Andre and others 2022), with similar findings to mine along that
dimension. I also study the behaviors adopted by households when there
is inflation, which relates to the literature on behavioral changes induced
by inflation expectations (Bachmann, Berg, and Sims 2015; Coibion and
others 2023).

Finally, this paper is part of a broader research agenda to understand
how people reason about economic phenomena and policies, following
work on climate change policies (Dechezleprétre and others 2022), trade
policy (Stantcheva 2023b), inflation (Binetti, Nuzzi, and Stantcheva 2024),
and tax policy (Stantcheva 2021).?

The rest of the paper is organized as follows. Section I presents the
survey and sample. Section II provides results on people’s definitions
of and interest in inflation, and their perceived broader causes and con-
sequences of inflation. Section III considers the personal impacts of and
reactions to inflation as consumers, workers, and asset holders, as well as the

1. See Binder, McElroy, and Sheng (2022) on forecasters’ subjective uncertainty, as
well as Coibion and Gorodnichenko (2015) for a study of the same professional forecasters
data that rejects the full-information rational expectations model and shows that the data are
most consistent with a violation of the full-information assumption.

2. A lot of the data can be found on the website, Understanding Economics, https://
understandingeconomics.org/#/.
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emotional and psychological impacts. Section IV studies how respondents
rank inflation relative to other economic and social issues and how they
perceive the inflation-unemployment trade-off. Section V concludes.

I. Survey and Sample

LLA. Data Collection and Sample

I collected responses for two surveys between December 2023 and
January 2024 on the survey platform Lucid. Lucid is a survey marketplace
that pools together respondents from different panels, and respondents are
rewarded based on the agreements with their survey panels (some in the
form of points or perks on various partnering programs with hotels, stores,
or airlines, others in the form of cash).

For the first survey, survey A, I collected a total of 1,500 responses; for
the second survey, survey B, I collected 504 responses. For both surveys,
I imposed quotas on age, income, gender, region, and race, as well as screen-
ing questions toward the start of the survey to filter out careless respondents.?

Table 1 compares the characteristics of our sample to the US population.
The samples are, by construction, closely representative along the targeted
margins. For nontargeted margins, the samples match quite well for family
structures, the share employed, the share Republican, and the share having
voted for Biden versus Trump in 2020. As with almost all online surveys,
there is some oversampling of college-educated and unemployed respon-
dents (Stantcheva 2023a). The sample share of Democrat respondents rela-
tive to the share of independents is also larger than in the US population,
although the voting shares for 2020 match much more closely.

I.B. Survey Structure

Survey A contained closed-ended questions. The full questionnaire can
be found in online appendix A.4. The survey covered the following topics:
definition of inflation, information about past inflation and expected infla-
tion, personal impacts and reactions to inflation, and policy views related
to inflation. This survey took on average 32 minutes to complete (median
27 minutes).

Importantly, these survey questions were designed with the clear intention
of not priming respondents to answer in a given way. For instance, even if
economic theory or evidence says the direction of an effect is unambiguous,

3. Those respondents were immediately screened out of the survey and not allowed to
complete it.
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Table 1. Sample Representativity
Survey A Survey B US population

Targeted characteristics

Male 0.48 0.50 0.49
Female 0.51 0.50 0.51
18-29 years old 0.23 0.22 0.23
30-39 years old 0.21 0.21 0.21
40—49 years old 0.19 0.20 0.19
50-59 years old 0.19 0.18 0.19
60—69 years old 0.18 0.19 0.18
$0-$19,999 0.14 0.15 0.13
$20,000-$39,999 0.16 0.15 0.16
$40,000-$69,999 0.20 0.20 0.20
$70,000-$99,999 0.15 0.15 0.15
$100,000-$124,999 0.08 0.10 0.09
$125,000+ 0.26 0.25 0.26
White 0.68 0.64 0.60
African American/Black 0.12 0.13 0.13
Hispanic/Latino 0.13 0.16 0.19
Asian/Asian American 0.03 0.04 0.06
Northeast 0.19 0.19 0.18
South 0.37 0.39 0.37
Midwest 0.21 0.20 0.21
West 0.23 0.22 0.24
Nontargeted characteristics

Married 0.49 0.48 0.52
Single 0.37 0.35 0.35
Separated/divorced 0.10 0.13 0.12
Widowed 0.03 0.04 0.02
Has children 0.59 0.64 0.40
Less than high school 0.03 0.04 0.09
Less than four-year college 0.51 0.53 0.55
Four-year college/master’s 0.40 0.33 0.32
Professional degree 0.06 0.11 0.03
Employed 0.65 0.73 0.70
Unemployed 0.09 0.07 0.03
Republican 0.28 0.32 0.26
Democrat 0.38 0.34 0.25
Independent and others 0.34 0.34 0.47
Voted in 2020 presidential election 0.80 0.81 0.61
Voted for Biden in 2020 presidential election 0.56 0.53 0.51
Voted for Trump in 2020 presidential election 0.40 0.43 0.47
Sample size 1,500 504

Source: Author’s surveys and IPUMS-CPS-ASEC.

Note: The table displays statistics for the overall US population, as compared to the samples of
respondents in surveys A and B. Summary statistics for the US population are constructed using
IPUMS-CPS-ASEC data for 2022. Targeted characteristics refer to the ones on which we impose quotas
in our survey to match the overall US population. Quotas are not set for the nontargeted characteristics.
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the question still features a bilateral scale allowing respondents to take a
stand on the direction. The questions are balanced, neutral, and clarify terms
as needed, following the best practices outlined in Stantcheva (2023a).

Survey B focused on open-ended questions. It covered topics such as
respondents’ perceived causes and consequences of inflation, emotional
reactions to inflation, and personal impacts. The full questionnaire can be
found in online appendix A.5, and the survey took on average 14 minutes
(median 11 minutes) to complete.

The responses to open-ended questions are valuable: they provide us
with respondents’ views before they are primed to think in any particular
direction by the surveyor. They can convey issues that we might otherwise
miss. To analyze these answers, I create topics defined by lists of keywords
and categorize answers depending on whether they contain the keywords
associated with the topic (Ferrario and Stantcheva 2022). A given answer
may contain more than one topic, which is why some respondents may be
reflected in one or more categories. Furthermore, a (typically) small share
of responses are not classified because they do not fit into a clear category
or do not answer the question. As a result, the categories do not systemati-
cally add to 100 percent. I also chose to report the answers as they were
written by respondents when providing examples, which means they may
contain typos and errors. Online appendix A.3 provides example answers
for each question and category.

In both surveys, I occasionally used a question from Shiller (1997) when
it is particularly interesting to make an exact comparison between the views
in 1996 and those today. Nevertheless, I rephrased most of the questions
to be more balanced and neutral, and I added extensive new questions to
better understand people’s reasoning.

1.C. Paper Organization

Throughout the paper, I will draw on responses from both surveys, spec-
ifying each time whether the question under consideration is open-ended
or closed-ended. Figures A14—A18 in the online appendix depict the raw
word clouds from the open-ended questions.

In some analyses, I will highlight the heterogeneity in views by income,
with groups defined as those in the lower third of the income distribu-
tion of respondents (income below $40,000) and those in the upper third
(income above $125,000). In others, the heterogeneity by political lean-
ing is more interesting to showcase. I also systematically show the sample
average. Online appendix A.2 contains the complementary figures that are
not shown here.
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Furthermore, tables A2—A23 contain detailed regression results, where
all outcomes shown in the figures are regressed on the full set of indi-
vidual characteristics. These tables show that the patterns highlighted in
the main text figures also hold when controlling for detailed individual
covariates, and they highlight further heterogeneities by education, age,
race, or employment status. Due to space constraints, I cannot discuss these
other heterogeneity patterns at length here.

Il. Understanding, Expectations, and Interest in Inflation

11.A. Inflation Definition

The first set of results relates to people’s basic understanding of inflation.

First, it is instructive to ask people about their definition of inflation, in
their own words. Table 2 shows example responses to this open-ended ques-
tion. Around half of all respondents give a relatively correct response. In
their own words, “Inflation is the price of things going up,” “I describe
inflation as an increase in prices across the country,” “A rise in the general
price of goods.” Very few respondents provide the exactly correct definition
of inflation, and there are clearly some difficulties with the formal defini-
tion, whereby people tend to add extra clauses or conditions to it.

On the contrary, 44 percent of respondents give relatively incorrect
answers, with examples such as “The hiking of prices of consumer goods
to offset the country’s debt due to elites over spending and throwing money
away,” “Price gouging, especially for the greedy, by raising prices so high,
that almost everything is too expensive,” “Inflation is when everything gets
so expensive. You can’t afford it no matter how hard you work,” “Infla-
tion to me is where the cost of living rises above affordable means for the
majority of the people,” and “Over priced everything.”

However, in simple, concrete examples, many more people are able to
correctly estimate the inflation rate. I asked respondents two short knowl-
edge questions: the first told them the price of a good today, gave them
an annual inflation rate, and asked them to compute the price of the good
one year from now. Table 3 shows that 85 percent of respondents did this
correctly. Conversely, the second question gave them the current price and
the price one year from now and asked them to compute the inflation rate;
82 percent of people got this right. Therefore, simple exercises may, under-
standably, not reflect people’s true grasp of the underlying concept.

I included in the survey an interesting question from Shiller (1997),
asking people whether they agreed with a characterization of inflation as
a “sort of measurement thing/yardstick and little more.” Both in 1996 and
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Table 2. A Closer Look at Definitions of Inflation

Relatively correct answers (52 percent)

Relatively incorrect answers (44 percent)

Inflation is the price of things going up.

I describe inflation as an increase in prices
across the country.

Inflation is when the price of goods go up
based on the economy.

Inflation is when the price of things go
up over time. This can be attributed to
specific events that cause the rise of
pricing.

A rise in the general price of goods.

Inflation is a rise in prices, which can be
translated as the decline of purchasing
power over time.

The rise of prices for goods and services.

Inflation is the general increase in the
prices of goods and services in an
economy over a period of time.

Inflation is the increase of prices of goods.

Inflation is the rising cost of prices across
multiple industries including food,
electronics, and automobiles.

The hiking of prices of consumer goods
to offset the country’s debt due to elites
overspending and throwing money away.

Inflation is when everything gets so
expensive. You can’t afford it no matter
how hard you work.

Inflation to me is where the cost of living
rises above affordable means for the
majority of the people.

Price gouging, especially for the greedy,
by raising prices so high, that almost
everything is too expensive.

Overpriced everything.

The price of goods keeps increasing but
our income doesn’t.

Not being able to afford to live.

To me, inflation is when the economy is
more than just hurting. It’s when it’s too
tough just to keep positive.

Increase in demand.

Goods and services are priced high.
The costs are inflated.

Source: Author’s surveys.

Note: This table offers ten examples of correct and incorrect answers to the question, “How would you
define inflation in your own words?”” Note that 4 percent of respondents answered without giving any
definition. Answers are reported as they were written by respondents when providing examples, which
means they may contain typos and errors.

today, a minority of people (40 percent) agree with this description. This
disagreement will not be surprising in light of the range of (real) conse-
quences people expect from inflation, which I present below. I provided
respondents with a definition of inflation before moving to the actual ques-
tions about it.

11.B. Past Inflation and Inflation Expectations

Turning to knowledge of the past inflation rate and inflation expecta-
tions, 92 percent of people think that there has been inflation (as opposed to
deflation or no change in prices) over the last twelve months. Nearly three-
quarters of respondents expect inflation to continue over the next year,
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Table 3. Understanding and Importance of Inflation

11

Share of respondents
giving each answer

Understanding of inflation

Correct future price given inflation rate

Correct inflation rate given future price

Agree with the definition of inflation as a “sort of measurement
thing and little more”

Over the last twelve months
Inflation

Deflation

No change in prices

Over the next twelve months
Inflation

Deflation

No change in prices

0.85
0.82
0.40

0.92
0.04
0.04

0.72

0.19

Items which experienced the most substantial inflation in past twelve months

Food

Gas

Rent

Utilities

Main source of news about inflation
Social media

Newspapers

Television

Radio

Most influential source when thinking about future inflation
News reports

Official statistics

Recent price changes of my purchases

Advice from friends and family

Attention for inflation updates
Find important staying up to date on current and future inflation
Increased attention toward inflation in last two years

Sample size

0.59
0.19
0.15
0.06

0.47
0.62
0.76
0.37

0.13
0.20
0.65
0.02

0.71
0.82

1,500

Source: Author’s surveys.

Note: The third variable is an indicator equal to one if the respondent somewhat to strongly agrees
with the statement. Respondents could select several main sources of news about inflation. The indicator
“Find important staying up to date on current and future inflation” is equal to one if the respondent finds
being updated very to extremely important. The indicator “Increased attention toward inflation in last
two years” is equal to one if the respondent increased attention somewhat to a lot. For more details on the

questionnaire, see online appendix A.4.
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Figure 1. Distribution of Estimates of Past and Expected Future Inflation (Censored)

Frequency Frequency
Actual /1 25th percentile: 3.1% 25th percentile: 3%
inflation: 3.4% [} Median: 5% Median: 5%
Mean: 7.1% [1 Mean: 6.3%
75th percentile: 10% 75th percentile: 10%
0.15 Standard deviation: 5.6% 0.15 _ Standard
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Inflation in the Expected inflation in
past twelve months the next twelve months

Source: Author’s surveys and Bureau of Labor Statistics.

Note: Data for actual inflation from December 2022 to December 2023 retrieved from the Bureau of
Labor Statistics, Consumer Price Index for All Urban Consumers, all items in US city average, not
seasonally adjusted, accessed at https://www .bls.gov/regions/mid-atlantic/data/consumerpriceindex
historical_us_table.htm. Samples of perceived inflation rates and expected future inflation rates are
censored at —10 percent (excluding, respectively, 0.6 percent and 0.7 percent of the sample) and 25 percent
(excluding, respectively, 7.7 percent and 5 percent of the sample).

while almost 20 percent expect a stabilization of prices. Figure 1 plots the
distribution of past and expected inflation rates across respondents. While
actual inflation over that period was 3.4 percent, the median expectation
is a bit higher at 5 percent, and the mean is much higher at 7.1 percent.
Median expected inflation over the next twelve months is identical to the
median past expectation at 5 percent and the mean is 6.3 percent.

Online appendix table A2 correlates the perceived past and expected infla-
tion with various socioeconomic characteristics. There are some striking
differences in perceptions and expectations across respondents. High-
income respondents perceive around 3 percentage points lower past and
expected inflation. Republican, female, and Black respondents think infla-
tion has been higher in the past and have higher inflation expectations for
the coming year.*

4. Bruine de Bruin and others (2010) find that inflation expectations are higher for
non-white, less-educated, and lower-income respondents. Unlike us, they find a significantly
positive effect of age but no effect of gender on inflation expectations.


https://www.bls.gov/regions/mid-atlantic/data/consumerpriceindexhistorical_us_table.htm
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Table 3 also reflects the items that people believe have experienced the
most substantial inflation over the past year: food leads the ranking, fol-
lowed by gas, rent, and utilities.

I want to emphasize that there are many issues with how inflation is
measured—due to unavoidable assumptions that have to be made—so that
official measures might not reflect the experience of specific groups. Two
important measurement issues are, first, inflation inequality and, second,
the way housing and financing costs are taken into account. These will
introduce a discrepancy between people’s experienced inflation and official
inflation statistics. As a result, perceived and expected inflation—and by
extension, perceived living costs and real wage growth—might deviate from
official numbers.

Inflation inequality means that inflation might affect households dif-
ferently because of the basket of goods they consume (Jaravel 2021; Atkin
and others 2024; Argente and Lee 2021; Cavallo, 2024; Wimer, Collyer, and
Jaravel 2019; Jaravel and Olivi 2021; Kaplan and Schulhofer-Wohl 2017).
In general, lower-income households, which spend a larger share of their
budget on food, gas, rents, and necessities are likely to be more affected.
Furthermore, experienced inflation will differ across space in the United
States. This inflation inequality means that real wage growth might also not
be accurately computed for households at different points in the income dis-
tribution or living in different places in the United States. Related to housing
and financing costs, a recent paper by Bolhuis and others (2024) notes that
consumers consider financing costs—for mortgages, auto loans, and other
personal loans—and leasing costs to be part of the cost of living. Yet, these
costs are not part of the current Consumer Price Index (CPI). Therefore,
the current measure of inflation does not capture the effective costs that are
facing potential home buyers and those relying on financing instead of cash
purchases. Bolhuis and others (2024) show that a modified CPI taking these
costs into account exhibits much higher inflation in the recent period.

These measurement issues imply that people’s perceptions may accu-
rately reflect their true experience even if they are not in line with official
statistics.

11.C. Interest in Inflation and Sources of Information

Table 3 shows that 71 percent of respondents find it “extremely impor-
tant” to stay up to date on inflation, and 82 percent report that their attention
to inflation news has increased over the last two years.

Why are people interested in inflation? Figure 2 shows the answers
to the open-ended question from survey B, which reads, “Some people
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Figure 2. News on Inflation Is Interesting Because . . . [Open-Ended Text]

Panel A. By income
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Panel B. By political leaning
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. The question is, “Some people think that news about inflation is boring and technical
stuff that they can’t relate to. Can you explain to them why they should find it interesting?” For each
category, I report two example answers in online appendix A.3.1. Seven percent of respondents answered
they were not interested in news about inflation.
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think that news about inflation is boring and technical stuff that they can’t
relate to. Can you explain to them why they should find it interesting?”” The
most common answer, across income and political groups, is that inflation
affects everyone (example answers include “Because it affects everyone’s
lives” or “It affects everyone’s cost of living”), followed closely by the fact
that news conveys information about prices (with example answers such as
“Could be an indication of future price increases”).

The main sources of formal news about inflation reported are television,
followed by newspapers, social media, and, finally, radio. Yet, news does
not appear to be the main driver of expectations. When I ask people what
source is most influential for them when they form their views about future
inflation, it appears that people by far infer the most information from their
recent purchases and the price changes they witness when shopping (see
table 3). Around one-fifth rely on official statistics, and only 13 percent rely
on news reports.

11.D. Perceived Causes of Inflation

To continue gauging respondents’ core understanding of inflation, I also
ask them open-ended questions about the consequences and causes of
inflation.’

Starting with the causes of inflation, figure 3 shows that, when respon-
dents are asked in an open-ended way without priming them about specific
causes, there is a large variety of causes mentioned. The most common one
is Biden and the administration (“I think it has to do with Joe Biden,” “Joe
Biden’s policies for this round of inflation”), followed by greed (“I believe
the sole reason is greedy corporations who care more about their bottom
line than actually helping people,” “I think is some cases it is price goug-
ing. When you know people depend on a product you want to see at what
price are they still willing to pay for it”). There is a clear partisan divide in
the perceived importance of these two main causes. Democrats are much
more likely to talk about greed, while Republicans more frequently point
to Biden and the administration.

Monetary policy (“Too much money injected into the market by the
Fed,” “Low interest rates”) is especially mentioned among higher-income
respondents (13 percent of them), but only among 3 percent of lower-
income ones. Online appendix table A4 shows it is also more commonly
mentioned among college-educated respondents.

5. A more in-depth analysis is in Binetti, Nuzzi, and Stantcheva (2024).
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Figure 3. High Inflation Is Caused by . . . [Open-Ended Text]
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. The question is, “When inflation gets very high, what do you think is the reason?”
For each category, I report two example answers in online appendix A.3.4.
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Some respondents (10 percent or fewer in all cases) also mention fiscal
policy (“Government overspending is one principal reason,” “Tax breaks for
the rich and poor budgeting”), war and foreign policy (“I think it’s because
of war,” “It can be many factor, but the main factor is related to trade with
other countries. When sanctions are in place, imports are reduced therefore
limiting our supply of certain products”), demand versus supply (“I think
the reason is supply and demand—the demand is high and goods are scarce,”
“Because there is a problem with supply and demand”), supply-side mecha-
nisms, other than input prices (“Because we have a shortage on supply,”
“Supply chain issues”), input prices (“Companies raising their manufac-
turing costs,” “Costa of things and materials to make them”) specifically,
energy prices (“Because gas prices, rises, losses rises”), and to a lesser extent,
demand-side mechanisms (“Devaluation of dollar and excessive demand of
products,” “I think it’s because the high demand of a product”). Perhaps
surprisingly, very few people mention COVID-19 as a main cause.

IL.E. Perceived Consequences of Inflation

ANTICIPATED POSITIVE AND NEGATIVE CONSEQUENCES OF INFLATION Figure 4
shows the responses to the question, “If inflation increases too much, what
do you worry might happen?” The most common answer is related to finan-
cial hardship, with examples such as “I won’t be able to afford essential
items” or “That we can no longer afford our basic human rights to live.”
The share of respondents mentioning this issue is larger among lower-
income respondents and Republicans. Other consequences mentioned in
order of importance relate to the risk of a recession (“We might go into
another great Depression,” “Financial crash™), social instability (“Theft
and crime are rising because of it”), problems in affording food (“That food
prices will be so high that I could barely feed my family,” “That it might
go too high that people can’t afford food”), problems in affording housing
(“That T will be homeless,” “I can’t afford anything and lose my home”),
and lagging salaries/job losses (“I am worried it might affect wages. If
wages are not keeping up with inflation, we would be able to buy less with
our paycheck,” “People will start losing their jobs”). All these concerns
are more widespread among low-income respondents with the exception
of the general recession risk, which is more common among high-income
respondents.

Do respondents perceive any positive impacts from inflation at all?
Figure 5 shows that the answer is generally mixed: 60 percent of low-
income respondents (as compared to 31 percent of high-income ones)
believe there are no positive impacts of inflation at all. The share is also
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Figure 4. If Inflation Increases Too Much, | Worry about . . . [Open-Ended Text]
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. All the shares reported here are unconditional. The question is, “What are you
worried might happen?” For each category, I report two example answers in online appendix A.3.2.
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Figure 5. A Positive Impact of Inflation Is . . . [Open-Ended Text]
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. The question is, “What do you think could be the positive effects of inflation, if any,
on people’s economic and financial situation?” For each category, I report two example answers in online
appendix A.3.3. Twenty-one percent of the answers are not reported in the figure since they either
mention a benefit that appears only once or twice or do not answer the question.
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higher among Republicans than Democrats (58 percent compared to
40 percent). The main potential positive effect perceived is that it will force
people to budget (“It will show people how to manage their money,” “It
forces people to budget”) or will lead to higher wages. Consistent with
what we will see below on the perceived unemployment-inflation trade-off,
only very few respondents (8 percent on average) believe higher inflation
can lead to higher growth. Higher-income respondents are more likely to
report any of the potential positive impacts listed in the figure. The absence
of a trade-off between inflation and economic activity and the fact that infla-
tion is considered a “bad” that need not happen are explored in-depth in
Binetti, Nuzzi, and Stantcheva (2024).

SOCIAL AND POLITICAL CONSEQUENCES OF INFLATION People’s heightened
interest in inflation becomes even more understandable when considering
the far-reaching consequences people anticipate, above and beyond the
personal impacts. Figure 6 shows that close to three-quarters of all respon-
dents believe that “inflation hurts international reputation” and “decreases
political stability.” Views are more evenly split when it comes to decreas-
ing social cohesion.® Negative perceived consequences are somewhat more
salient among Republicans than Democrats, but as online appendix figure A3
shows, there is no systematic pattern by income.

Shiller (1997) asks a much starker question about whether there can be
political and economic chaos if inflation gets out of control, which three-
quarters of respondents agree with. But it seems that today, that same share
agree also with less stark statements such as the ones above. The share who
believe that inflation can hurt international prestige is similar in our sample
and in Shiller (1997). Perhaps the recent episode of inflation has brought
back inflation concerns that might previously have been assuaged by a long
period of low inflation.

THE PERCEIVED LINKS BETWEEN INFLATION AND WAGES 1 also ask respon-
dents about their theory of how inflation affects wages, keeping the question
very similar to that in Shiller (1997). Three alternative theories are offered
(figure 7). “Inflation will increase my employer’s profits, but she will not
feel the need to increase my pay” by far reflects the most held view with,
on average, 51 percent of respondents selecting it. The share is higher at
54 percent among lower-income respondents than among higher-income
ones. The share of all respondents who hold this belief is strikingly

6. Here again, I do not prime respondents about the direction of the effect and provide
bilateral answer options.
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Figure 6. Perceived Social and Political Consequences of Inflation
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Source: Author’s surveys.
Note: The figure reports the share of respondents whose answers are reflected by the statements listed
alongside 90 percent confidence intervals. For more details on the questionnaire, see online appendix A 4.

Figure 7. Theories about Inflation and Wages
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Source: Author’s surveys.
Note: The figure reports the share of respondents selecting each theory alongside 90 percent confidence
intervals. For more details on the questionnaire, see online appendix A 4.
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similar to that in Shiller (1997), conditional on respondents answering
the question, reflecting the widely held perception that employers’ prefer-
ences determine wages to a large extent, rather than market forces. Around
one-third of respondents across all income groups hold the view that “infla-
tion increases competition across companies, which could lead my employer
to raise my wage to match other offers.” Finally, a smaller share, between
15 percent for lower-income respondents and 19 percent for higher-income
ones, believe most in the theory that “a sense of fairness and proper behavior
will cause my employer to raise my pay.”

People’s views about the link between inflation and wages may depend
on the type of firm considered. To test this, I designed a series of questions
about small and large firms. The results, reported in figure 8, show that,
on balance, people believe that only a few or almost no firms will actually
adjust wages to inflation, especially among small firms.

Most firms—Ilarge and small—are perceived to avoid adjusting wages to
control costs and increase their profits (already echoing the notion of greed
often heard in the news). Conditional on not adjusting wages, respondents
are more likely to say that large firms are trying to leverage employees’ low
bargaining power, while small firms are dealing with future uncertainty.
The main reason for adjusting wages, in people’s views, is to attract and
retain workers, followed by maintaining employee morale.

I1l. Personal Impacts of and Reactions to Inflation

Inflation can impact people in several roles: as consumers, as workers, and
as asset holders. Before diving into people’s experienced impacts along
these specific dimensions, it is worth considering their answers to the open-
ended question, “What were the most important impacts of inflation on
your life?”” shown in figure 9 (see also the word cloud in figure A16 in the
online appendix). It is clear that the first-order concerns of most people are
around the cost of living and affordability. Nearly one-third of respondents
mention the cost of living in general, and over one-third mention either
food affordability or gas affordability. Fewer people worry about the reduc-
tion in the value of their savings. Concerns about job losses are less of a
first-order.

In this section, I consider people’s various roles (consumers, workers,
asset holders) in turn and study the perceived impacts of inflation and their
responses to it. On this issue, the major heterogeneities are by income,
which is why many of the figures focus on this dimension. For the figures
by political leaning, see online appendix A.2.
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Figure 8. Wage Adjustment in Small versus Large Companies
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Note: The figure reports the share of respondents whose answers are reflected by the statements listed
alongside 90 percent confidence intervals. For more details on the questionnaire, see online appendix A 4.

I11.A. As a Consumer

IMPACTS To better understand how people believe they experience
impacts as consumers, figure 10 plots the distribution of answers to various
questions. Consistent with the open-ended questions above, nearly three-
quarters of the sample believe their purchasing power has decreased, which
is remarkably similar to the 77 percent found by Shiller (1997) in response to
this same question. This share is significantly higher among lower-income

respondents in my sample.
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Figure 9. The Most Important Impact of Inflation on My Life Has Been . . .
[Open-Ended Text]
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Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. The precise question is, “What were the most important impacts of inflation on your
life?” For each category, I report two example answers in online appendix A.3.5.
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Figure 10. Inflation Impacts as a Consumer
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Note: The figure reports the share of respondents whose answers are aligned with the statement listed
alongside 90 percent confidence intervals. For more details on the questionnaire, see online appendix A 4.

Around 70 percent of respondents also believe that “shrinkflation,”
defined as a good having the same price but with reduced quality or quan-
tity, has become more widespread. Less common (for around half of
respondents) is the perception that the quality of goods purchased over-
all has decreased. Around one-third of respondents think that comparison
shopping has become harder, which is higher than the 7 percent reported
for a similar, but not identical, question in Shiller (1997), which suggests
that price comparisons have become harder despite today’s technologies.

REACTIONS How do people react when faced with these consequences
of inflation? Figure 11 depicts a range of potential consumer reactions.
Among lower-income respondents, a large share reduce the quantities of
goods they purchase (77 percent) and delay the purchase of nonessential
goods (69 percent). Around 56 percent report delaying the purchase of
even essential goods.” A substantial share also report shifting toward

7. Note that these questions do not prime respondents about the direction: the questions
let the respondents select between accelerating and delaying purchases.
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Figure 11. Personal Reactions to Inflation as a Consumer
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers are reflected by the statement listed
alongside 90 percent confidence intervals. In the second set of bars, I show respondents’ answers to the
question of how they would change their spending if they expected prices to increase in the next year.
Answers in the third and fourth set of bars are conditional on having chosen either “change in spending
right away” or “when prices increase,” respectively. For more details on the questionnaire, see online
appendix A 4.
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lower-priced and, accordingly, lower-quality goods. The numbers are much
lower among high-income respondents, but nevertheless, a small majority
says they will reduce purchases and delay nonessential ones.

Very few respondents report that they would accelerate the purchases of
either essential or nonessential goods. The share is somewhat higher among
high-income respondents (15 percent on average for these two categories)
than for low-income respondents (7 percent on average), suggesting that
high-income respondents might be more able to buy ahead of time.

I also ask respondents what they would do if they expected prices to
increase in a year. More than half of all respondents report that they would
start adjusting their spending right away, and conditional on doing so, they
mostly report starting to decrease their spending at least somewhat. Nearly
one-third of respondents instead say they will start adjusting closer to the
time of the price change, but similarly, mostly again to decrease their spend-
ing. Thus, interestingly, respondents do not report trying to accelerate their
purchases or create a stockpile either during an episode of inflation or in the
(hypothetical) scenario of higher future inflation.

111.B. As a Worker

I also elicited people’s views about how inflation affects them as workers
and how they have responded to it.

IMPACTS First, to avoid priming respondents, I ask an open-ended ques-
tion in survey B: “Think about how much your income (measured in dollars
per month) went up (or down) in the past five years. What do you think are
the most important factors that account for the change in your income?”
The results, shown in figure 12, indicate that nearly one-third of respondents
believe inflation is a primary cause of their income changes, and this group
is split into equal shares between those who think inflation has eroded their
real income (“Our income went up but we have far less money because
of inflation,” “The cost of living has gone up and wages have remained
the same”) and those who believe they have received income increases as
adjustments for inflation (“My income has risen due to negotiated cost of
living adjustments that are applied across the board to employees where
I work” or “When I get a cost of living increase, it is because of inflation
makes it necessary’’). Only 10 percent or fewer of respondents believe wage
changes were mainly due to job changes or promotions at work.

Figure 13 summarizes the key findings from closed-ended questions
related to wage impacts. First, respondents are asked how long it would
take for their wage to catch up if inflation doubled. About half of the sample
believe it will take more than one year. Although only about one-quarter
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Figure 12. The Most Important Factor for Income Changes in the Past Five Years Has
Been . .. [Open-Ended Text]
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. The question is, “Think about how much your income (measured in dollars per
month) went up (or down) in the past five years. What do you think are the most important factors that
account for the change in your income? (Please try to list all the relevant factors that apply to you).” For
each category, I report two example answers in online appendix A.3.6.
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Figure 13. Inflation Impacts as a Worker
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Source: Author’s surveys.
Note: The figure reports the share of respondents whose answers are reflected by the statements listed
alongside 90 percent confidence intervals. For more details on the questionnaire, see online appendix A 4.

of high-income respondents believe it will take less than seven months,
they are nevertheless significantly more likely to do so than low-income
respondents. Strikingly, these numbers are much lower than those in Shiller
(1997) for the 1990s, when more than 80 percent of respondents thought it
would take “several years” for their wage to adjust or that it would “never”
adjust. Clearly, people have different perceptions of the labor market con-
ditions today relative to that earlier time.
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Furthermore, the share concerned about their future employment and
earnings ranges from 32 percent among high-income respondents to 45 per-
cent among low-income ones. Around 40 percent of respondents think that
if inflation had been lower, their (nominal) income would be higher. In addi-
tion, one-third of respondents say that their job satisfaction would be lower
if their wage increased just as much as prices. This share is quite similar to
the one in Shiller (1997).

People systematically think that prices rise faster than wages (81 percent
of all respondents).® Interestingly, two-thirds of respondents, including
higher-income respondents, believe that the wages of higher-income people
rise more quickly than theirs while only one-third believe that in general
the wages of other people rise more quickly in response to inflation. There
is therefore a clear sense of inequity in light of the wage adjustments to
inflation.’

REACTIONS Faced with inflation, respondents appear to take various
actions in the labor market (figure 14). But overall, they react more in their
roles as consumers than as workers. Just around half of low-income respon-
dents and a bit more than one-third of high-income respondents tried to look
for an additional job (including part-time or gig work) because of infla-
tion, but less than one-fifth report finding such a job. Less than 10 percent
managed to switch to a higher paying job altogether because of inflation.
Around one-third of people report trying to increase their on-the-job hours
for extra income.!® Respondents seem relatively reluctant to ask for wage
increases because of inflation, with only one-quarter reporting having done
so and about half of these reporting having received it. These results are in
line with those in Pilossoph and Ryngaert (2023) and Hajdini and others
(2022), who find that workers are relatively unlikely to search for a new job
because of inflation, but the likelihood is higher among those with higher
inflation expectations.

8. Data from the Bureau of Labor Statistics (available at https://www.bls.gov/charts/
usual-weekly-earnings/usual-weekly-earnings-over-time-total-men-women.htm and from
FRED at https:/fred.stlouisfed.org/series/LES1252881600Q) indicate that the median usual
weekly earnings of full-time wage and salary workers, quarterly averages, seasonally adjusted,
evolved as follows since the start of the pandemic: 2019:Q4 +1.97% (relative to the previous
year’s Q4); 2020:Q4 +3.87%; 2021:Q4 —3.72%; 2022:Q4 +0.28%; 2023:Q4 +2.20%. As
already discussed, these averages do not capture the inflation inequality across sectors,
income groups, and places in the United States.

9. Sintos (2023) performs a comprehensive meta-analysis that shows that studies find,
on average, small positive effects of inflation on inequality.

10. The data do not suggest that hours of work on average have increased over the last
year; see Bureau of Labor Statistics, Average Weekly Hours of All Employees, Total Private
[AWHAETP], accessed at https://fred.stlouisfed.org/series/ AWHAETP.


https://www.bls.gov/charts/usual-weekly-earnings/usual-weekly-earnings-over-time-total-men-women.htm
https://www.bls.gov/charts/usual-weekly-earnings/usual-weekly-earnings-over-time-total-men-women.htm
https://fred.stlouisfed.org/series/LES1252881600Q
https://fred.stlouisfed.org/series/AWHAETP
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Figure 14. Personal Reactions to Inflation as a Worker
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers are reflected by the statements listed
alongside 90 percent confidence intervals. Note that all shares reported here are unconditional (e.g.,
12 percent of the whole sample received the wage increase they asked for, not conditional on having
asked for one). For more details on the questionnaire, see online appendix A 4.

Interestingly, people do not easily attribute wage increases to inflation.
When it comes to any wage increase received (asked for or not), which
happens to 48 percent of respondents, more respondents (20 percent) will
attribute the raise primarily to their on-the-job performance than primarily
to inflation (9 percent), with the remaining share attributing it to a mix of
the two. That discrepancy is particularly pronounced among high-income
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Figure 15. Inflation Impacts as an Asset Holder
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Source: Author’s surveys.
Note: The figure reports the share of respondents whose answers are reflected by the statements listed
alongside 90 percent confidence intervals. For more details on the questionnaire, see online appendix A 4.

respondents, where 28 percent attribute it to performance primarily, and
10 percent to inflation only. In the online appendix, table A1 shows that
when the wage increase occurs during a job change, respondents are more
likely to attribute it to on-the-job performance and career progression than
if it happens in the same job. Therefore, it seems that people are reluctant
to perceive wage increases as the result of inflation adjustments rather than
performance.

111.C. As an Asset Holder

IMPACTS Inflation can also have an impact on people who have assets
or liabilities. Figure 15 shows that, among low-income respondents, 57 per-
cent believe that inflation has made repaying their debt or loans harder,
44 percent think it has increased the real value of their debt (which we
explicitly define as “the amount you owe in relation to the general cost
of living and prices”), and 43 percent believe it has decreased the value
of their savings. These shares are consistently lower among high-income
respondents.

REACTIONS Respondents, especially low-income ones, also react along
the savings and borrowing margins in response to inflation (figure 16).
Seventy-one percent among low-income respondents have more difficulty
paying their regular bills and, as a result, save less (60 percent), repay their
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Figure 16. Personal Reactions to Inflation as an Asset Holder
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Source: Author’s surveys.
Note: The figure reports the share of respondents whose answers are reflected by the statement listed
alongside 90 percent confidence intervals. For more details on the questionnaire, see online appendix A 4.

loans more slowly (38 percent), and borrow more (31 percent). Higher-
income respondents also report these behaviors, but to a much lesser degree.

Interestingly, only around 36 percent of all respondents shift the compo-
sition of their savings away from cash in response to inflation (the question
explicitly asked about the composition, rather than the total amount of
savings, which, as just discussed, also declines). A very small share of
respondents (between 3 and 4 percent) switch their type of mortgage from
variable rate to fixed rate or vice versa.

111.D. Psychological and Emotional Impacts of Inflation

Given all these perceived impacts of inflation on people, as consumers,
workers, and asset holders, one can reasonably expect that there would be
psychological and emotional impacts too.
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EMOTIONS Figure 17 plots an emotion analysis, performed using the
RoBERTa model to classify answers to the open-ended question, “What
feelings do you typically experience when you hear news reports about
‘rising inflation’?”"" A first interesting finding is that around 40 percent of
respondents do not report specific emotions in response to that sentence.
However, that share is only 31 percent among low-income respondents
compared to 50 percent among high-income ones. Low-income respon-
dents are much more likely to report despair, stress, or fear. Reported emo-
tions are relatively balanced by political leaning.

WHO ARE YOU ANGRY AT? I also asked a question that mimics one in
Shiller (1997) and is specifically about anger in a concrete context (rather
than just abstractly thinking about inflation news). The question reads,
“When you went to the store and saw that prices were higher, did you feel
a little angry?”'? In this more specific context, 43 percent of respondents
answer “Yes, often,” 44 percent answer “Yes, sometimes,” and 13 percent
answer ‘“No, never.” These numbers are very close to the ones in Shiller
(1997) (38 percent, 48 percent, and 15 percent, respectively).

As a follow-up open-ended question, respondents who answered that
they are at least somewhat angry were asked, “Who do you tend to feel
angry at?” Figure 18 plots the distribution of answers, which can be clas-
sified into four major categories: the government overall, mentioned by
37 percent of all respondents (“I’m angry because the price rise could have
been prevented. Instead, it was allowed to happen by the government. I do not
blame the business owners though because it was forced upon them,” “The
government claiming that it is working for the middle-class Americans,
while simultaneously destroying it”’), although there is a smaller but sizable
group of people who explicitly focus on Biden (“Joe Biden, for trying
to use helicopter money to buy votes”). As might be expected given the
current political leaning of the government, it is especially Republican
respondents who blame the government or Biden.

The second most mentioned category is businesses (“The big corpo-
rations that won’t let their profits fall by even one percent and give the

11. The model is publicly available at https://huggingface.co/SamLowe/roberta-base-
go_emotions. It is a 125,000-parameter RoOBERTa-base model trained on the GoEmotions
data set for multilabel classification. It has twenty-eight possible emotions, and for each input
the model assigns a probability distribution over these labels. As is standard in the literature,
I tag each answer with the emotion classified with the highest probability, as long as the prob-
ability is greater than 0.5. Otherwise, I leave it nonlabeled.

12. The question in Shiller adds “at someone” at the end of the question, namely, “When
you go to the store and see that prices are higher, do you sometimes feel a little angry at
someone?” I thought it is not necessary to prime people about being angry at someone.


https://huggingface.co/SamLowe/roberta-base-go_emotions
https://huggingface.co/SamLowe/roberta-base-go_emotions
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Figure 17. When Hearing Rising Inflation I Feel . . . [Open-Ended Text]
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Source: Author’s surveys.

Note: The figure reports the share of respondents whose answers belong to each category with 90 percent
confidence intervals. The precise question is, “What feelings do you typically experience when you hear
news reports about ‘rising inflation’?”” The categorization was carried out by the RoOBERTa emotion model.
T only report emotions mentioned by at least ten respondents. I assign to each respondent their most likely
emotion and do not assign any emotion if all probabilities are lower than 0.5. For each category, I report
some keywords in online appendix A.3.7.
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Figure 18. When | Went to the Store and Saw That Prices Were Higher,
I Felt Angry at . . . [Open-Ended Text]
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Note: The figure reports the share of respondents whose answers are reflected by the statement listed
alongside 90 percent confidence intervals. All the shares reported here are unconditional. For the
categories “Government,” “Businesses,” “Biden,” and “Overall system,” I report three example answers
in online appendix A.3.8. For more details on the questionnaire, see online appendix A.5.
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customer the tax at the end when they should be paying the tax,” “The
people causing inflation and the corporations who aren’t willing to lose
any profit growth,” and “The corporations who have to keep up their huge
bonuses to their top people”). This is especially the case among Democrats
and, interestingly, high-income respondents. Finally, people also mention
the system overall (“Not so much angry at a specific person just the overall
situation because people like me who are on a budget now have to learn
to make that budget stretch thinner than we were already” and “The entire
system”).

STRESS CAUSED BY INFLATION To probe further into the psychological
impacts of inflation, I present respondents with a series of closed-ended,
more specific questions. Figure 19 shows that 70 percent of respondents
would be less stressed if inflation had been lower and three-quarters believe
that inflation has worsened their outlook on their future economic well-
being. Stress seems to have affected all income groups, but for different
reasons. The lower bars of the figure show that among lower-income
respondents, stress is mainly due to the inability to afford essentials (for
44 percent of respondents who report feeling more stressed) and the inability
to pay rent (among 24 percent of them). For higher-income respondents,
stress is caused by investment losses (37 percent of respondents) and, to
a lesser extent, cutting down on going out and holidays and paying their
mortgage or college tuition for their children."

IV. Policy Views
IV.A. Priority of Inflation

Given the personal impacts and costs of inflation, one might expect
inflation to rank high in respondents’ political priorities. Therefore, I ask
respondents to rank various economic and social issues, including inflation.
The top bars in figure 20 report the share of respondents who rank a given
economic issue first. The bottom set of bars shows the ranking among social
issues. Among both sets of issues, inflation most often ranks first, much
more so among social than economic issues. About one-third of respon-
dents rank it first among economic issues, ahead of financial stability,
economic growth, low unemployment, and national defense; 41 percent
rank it first among social issues, ahead of health care, civil rights, educa-
tion, gun rights, and abortion. There are interesting political gaps along the

13. All these shares are conditional on reporting that inflation caused stress.



38 Brookings Papers on Economic Activity, Spring 2024

Figure 19. Inflation’s Psychological Impacts
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cause of stress”) are conditional on reporting that inflation caused stress. For more details on the
questionnaire, see online appendix A 4.

social issue dimension, with Republicans much more likely to rank inflation
higher up, while Democrats are almost tied between inflation and health
care. But there is bipartisan agreement on the ranking of economic issues.

IV.B. The Inflation-Unemployment Trade-Off

A salient trade-off for economists under some circumstances is that
between inflation and unemployment. How do respondents perceive this
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Figure 20. Ranking of Social and Economic Issues
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trade-off? An overwhelming majority of respondents believe that inflation
and unemployment are related. However, only one-quarter believe that
they are negatively related. Clearly, people associate high inflation with
economic downturns and higher unemployment, a view consistent with
stagflation. Indeed, figure 21 also shows that 70 percent of all respondents
believe that “inflation indicates a poor state of the economy.” Relatedly,
a majority of respondents, especially among Republicans, also believe that
inflation decreases exports.

These results echo those in Shiller (1997), where few respondents
thought that low unemployment was a potential benefit of inflation. It also
resonates with the open-ended question studied above, where almost no
respondents were able to think of potential upsides to inflation.

If T ask respondents to express their preferences between low inflation and
low unemployment in a very simple way, 41 percent select “equal priority”
and one-quarter select “priority to inflation, but mindful of unemployment,”
consistent with the rankings observed above. Republican respondents put
significantly higher weight on low inflation relative to low unemployment,
while Democrats are more evenly divided (see figure 21). Online appendix
figure A13 shows that lower-income respondents are more likely to put
equal priority on inflation and unemployment, while higher-income ones
slightly emphasize low inflation.'

V. Conclusion

Insights from two new surveys on inflation discussed in this paper reveal
people’s aversion to inflation, which is deeply rooted in its perceived impact
on their financial well-being and the broader economy. The main concern
highlighted is the erosion of purchasing power, with many feeling that
wage growth does not keep up with the pace of rising prices. This situation
leads to significant reported adjustments in spending habits, particularly
among lower-income individuals, who often find themselves postponing
or reducing the quality and quantity of their purchases. The study also
points to a widespread perception of inequality exacerbated by inflation,
as respondents believe that high-income earners’ wages increase more
rapidly in inflationary periods, further deepening the divide between dif-
ferent income groups.

14. The perceived and desired trade-offs between inflation and unemployment are studied
in Binetti, Nuzzi, and Stantcheva (2024).
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Figure 21. The Perceived Inflation versus Unemployment Trade-Off
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Note: The figure reports the share of respondents whose answers are reflected by the statement listed
alongside 90 percent confidence intervals. The share reporting those who say that inflation and
unemployment are negatively related is conditional on saying they are related. For more details on the
questionnaire, see online appendix A 4.

Responses to inflation also include stress and emotional reactions, reflect-
ing another potential personal and societal toll of rising prices. There is a
clear division in opinions on the causes of inflation, with political affilia-
tions influencing whether individuals blame the government, businesses,
or broader systemic factors. There is a consensus on the lack of positive
outcomes from inflation, with few recognizing any positive associations or
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trade-offs, such as with lower unemployment or economic growth. Instead,
inflation is predominantly associated with negative economic and social
effects, making it a high priority for policy action. This aligns with the
earlier findings from the 1990s by Shiller (1997).

The perceived unequal consequences of inflation by income groups are
in line with recent empirical evidence on the heterogeneous impacts of infla-
tion. It would be valuable to dig deeper into people’s understanding of
inflation, in terms of its causes and consequences and how it relates to other
economic outcomes, as well as to understand what drives their views on
how policy should address this.
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Comments and Discussion

COMMENT BY

CAROLA BINDER When Robert Shiller (1997) conducted his famous
study of public attitudes toward inflation, countries around the world had
only recently endured painful episodes of high unemployment and low
output in order to reduce inflation from very high levels (Romer and Romer
1997). There was a consensus that this trade-off was necessary, but this con-
sensus was difficult to reconcile with standard economic theory (Wen 2010).
Economists modeled the welfare cost of inflation as coming from the tax
it imposed on real money balances, measured as the area under the money
demand function corresponding to the deadweight loss of moving from a
lower to a higher inflation rate (Bailey 1956). By this measure, inflation had
surprisingly small costs.

Thus, in their widely used textbook, Blanchard and Fischer noted that
“standard characterizations of the policymaker’s objective function put more
weight on the costs of inflation than is suggested by our understanding of
the effects of inflation; in doing so, they probably reflect political realities
and the heavy political costs of high inflation” (1989, 567—68).

Shiller took what was, at the time, an unusual approach for an econo-
mist. He asked people about their beliefs and preferences. In doing so,
he rejected Samuelson’s (1938) revealed preference theory—*“one of the
most influential ideas in economics” (Varian 2006, 99)—as the only or best
method of understanding consumer behavior. To suggest that consumers
could simply tell economists their preferences was as unorthodox as more
recent “neuroeconomics” research (of which Shiller is also a fan), which uses
brain scans to study consumer behavior (Shiller 2011).
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Shiller found that people in the United States, Germany, and Brazil widely
believed that inflation eroded their standard of living; they did not believe
that their income kept up with rising prices. They believed that controlling
inflation was one of the most important goals of economic policy. And while
Shiller did not speak directly to the policymaker’s objective function, he did
find that people said they would prefer ten years of 2 percent annual inflation
and 9 percent unemployment over ten years of 10 percent monthly infla-
tion and 3 percent unemployment. This hypothetical trade-off was maybe
too extreme to be useful; Christina Romer and David Romer, who edited the
National Bureau of Economic Research (NBER) volume in which Shiller’s
work appeared, noted that “while there is ample evidence that high inflation
harms economic growth and stability, there is remarkably little research on
the costs and benefits of reducing inflation from, say, 3% to 1% (1997, 1).
It is not really clear what, if anything, Shiller’s results imply about those
costs or benefits, and in Mankiw’s discussion of Shiller’s results, he said
that “I am not at all sure in what direction they should push either economic
theory or economic policy” (1997, 65).

A few decades and one high inflation episode later, Stantcheva finds
similar results for US consumers. People still dislike inflation, believe that
it erodes their purchasing power, and rank it as one of our country’s biggest
problems. Like Shiller, she avoids making explicit policy recommendations
based on these results, but surely, questions about the implications for policy-
makers’ objective functions will be at the front of mind for any reader.
Does consumers’ reported distaste for inflation justify putting more weight
on inflation in the objective function or perhaps lowering the inflation target?
In the next recession, should policymakers be more cautious in their fiscal
and monetary response?

DO PEOPLE DISLIKE INFLATION? To start, let us consider what happened in
between Shiller’s and Stantcheva’s surveys. In particular, I want to reflect
on attitudes toward inflation in the years following the Great Recession.
When the Federal Open Market Committee (FOMC) announced its 2 percent
inflation target in January 2012, with the unemployment rate at 8.3 per-
cent, they promised to follow “a balanced approach” in promoting price
stability and maximum employment (Federal Reserve Board of Governors
2012). Unemployment fell very gradually, reaching 5 percent in December
2015." Although the Personal Consumption Expenditures (PCE) inflation
was still well below target, at around 1.1 percent, the FOMC raised rates

1. Bureau of Labor Statistics, series UNRATE, retrieved from FRED, https://fred.stlouisfed.
org/series/UNRATE.


https://fred.stlouisfed.org/series/UNRATE
https://fred.stlouisfed.org/series/UNRATE

COMMENTS and DISCUSSION 49

for the first time since the recession, in anticipation that inflation would
soon begin to rise (Federal Reserve Board of Governors 2015).2 The Fed’s
focus on price stability was widely criticized, especially by progressive
groups representing labor and consumer interests (Binder 2024). The Fed
Up coalition, made up of left-leaning and populist advocacy groups, com-
munity organizations, and labor unions, urged against additional rate hikes
on the grounds that the benefits of full employment far outweighed the
costs of a little inflation.?

This sentiment became quite influential and was repeated at the Fed
Listens events conducted in 2019 as part of the Fed’s framework review. The
Fed Listens report notes that “there was less discussion at the Fed Listens
events of inflation than there was of labor market conditions” and that “during
the roundtable discussion, one participant argued that some inflation is good
and echoed a sentiment from the advisory group discussions—that today
inflation may be too low” (Federal Reserve Board of Governors 2020a, 7, 46).
It also notes that “younger participants noted that their generation is more
concerned with another recession than with high inflation” (ibid., 46).

Following this listening campaign, the Fed amended its framework by
adopting average inflation targeting in 2020. The revised Statement on
Longer-Run Goals and Monetary Policy Strategy explains that “following
periods when inflation has been running persistently below 2 percent, appro-
priate monetary policy will likely aim to achieve inflation moderately above
2 percent for some time” (Federal Reserve Board of Governors 2020b,
par. 4). The new framework is deliberately asymmetric, promising to make
up for inflation undershoots but not overshoots. With the new framework,
the Fed indicated that it would not do what it did in 2015: it would not raise
rates preemptively in anticipation of inflation but instead would wait for
inflation to actually appear. As a result, the Fed delayed tightening policy
in 2021 (Eggertsson and Kohn 2023).

In other words, the Fed listened when people said that they didn’t mind
inflation so much. And this wasn’t the first time. Our monetary institutions
owe a lot to people’s dislike of deflation. Falling prices, which increased
farmers’ real debt burdens, were extremely unpopular in our country’s early
years. The gold standard, which limited the possibility of major inflation,

2. Bureau of Economic Analysis, series PCEPILFE, retrieved from FRED, https://fred.
stlouisfed.org/series/PCEPILFE.

3. Center for Popular Democracy, “Building a National Campaign for a Strong Economy:
Fed Up,” https://www.populardemocracy.org/campaign/building-national-campaign-strong-
economy-fed.


https://fred.stlouisfed.org/series/PCEPILFE
https://fred.stlouisfed.org/series/PCEPILFE
https://www.populardemocracy.org/campaign/building-national-campaign-strong-economy-fed
https://www.populardemocracy.org/campaign/building-national-campaign-strong-economy-fed

50 Brookings Papers on Economic Activity, Spring 2024

also sometimes brought about episodes of deflation. By the time of William
Jennings Bryan, populist politicians were the biggest advocates of leaving the
gold standard and enabling a more expansionary monetary policy that they
thought the people would prefer (Binder 2024). We eventually learned that
without an independent central bank, politicians are tempted to create an
excessive amount of inflation in the hopes of pleasing the people.

Our monetary institutions are deliberately designed to give policymakers
the power and discretion to create inflation if they choose, with some safe-
guards against the longer-run consequences that would come from succumb-
ing to our short-run taste for monetary expansion. The idea of constraining
policymakers even more tightly in the interest of preventing inflation alto-
gether is very unpopular. Why, then, do people report that they dislike infla-
tion, and what should we make of these survey results?

INTERPRETING THE SURVEYS Shiller (1997) surveyed not only consumers but
also economists about inflation, and he found that economists and nonecon-
omists viewed inflation very differently. In Mankiw’s discussion of Shiller’s
paper, he noted that the principal finding was an “inflation fallacy.” Laymen,
unlike economists, “say that inflation makes them poorer. . . . It is tempting
for economists to snicker at this answer. Such a reaction gives us a sense
of superiority, and it offers an opportunity to reciprocate the low regard in
which much of the public holds the economics profession” (1997, 66).

Unfortunately, Stantcheva did not send her survey to economists, so we
cannot compare economists’ and laymen’s interpretations of recent infla-
tion. But we should still resist the temptation to snicker at their answers.

First, inflation can be associated with lower real wages and living stan-
dards, particularly if it is supply-driven. Mankiw suggested that you could
get at this idea by phrasing a question such as: “A shock hits the economy.
One result of the shock is a higher cost of living, as measured by the con-
sumer price index. What is the likely effect of this shock on your standard
of living?” (1997, 66). Mankiw regressed annual nominal GDP growth on
annual GDP deflator inflation from 1959 to 1994 and found a coefficient
around 0.6 (standard error 0.14). He concluded that “when inflation is high,
growth in nominal income is also high, but not by enough to compensate
fully for the change in prices. Shocks to aggregate supply seem a natural
explanation for this result” (1997, 66).

In more recent years, the coefficient is above one, though one is in the
95 percent confidence interval. From 2004 through 2023, for example, the
coefficient is 1.5, with a standard error of 0.41. In Mankiw’s interpretation,
then, monetary shocks have caused real output and inflation to move in the
same direction, and supply shocks are less dominant. But supply shocks
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Figure 1. Inflation and Real Wage Growth Are Negatively Correlated
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Source: Bureau of Labor Statistics, series CPIAUCSL and LES1252881600Q, retrieved from FRED,
Federal Reserve Bank of St. Louis.

Note: Figure shows Consumer Price Index (CPI) inflation and growth in median usual weekly real
earnings of wage and salary workers 16 years and older. Both series are annual, and the percent change
from the previous year is shown. Correlation between the two series is —0.61.

are still a possible driver of inflation, and it is not crazy for consumers to
recognize that some types of inflation are associated with lower real wages.
In fact, inflation and real wage growth are strongly negatively correlated
even in recent years, and real wage growth was negative for much of the
recent high-inflation episode (figure 1). Average real wage growth was below
1 percent in the year prior to the survey (Van Nostrand, Feiveson, and
Sinclair 2023), suggesting that for some sizable share of consumers,
purchasing power did decline.

Relatedly, Stantcheva’s survey asks the question, “How would you describe
the relation between inflation and unemployment?”” The answer choices are:
when inflation is higher, unemployment is also higher; or, when inflation is
higher, unemployment is lower. This question needs an “it depends” option.
In theory, it depends on the types of shocks hitting the economy. Empirically,
the correlation between inflation and unemployment is weak (figure 2).
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Figure 2. Inflation and Unemployment, 1990-2023
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Note: Figure plots annual CPI inflation against annual unemployment from 1990 through 2023.

Next, no matter what consumers believe about the types of shocks hitting
the economy, they could reasonably interpret the survey questions as asking
them to think about the ceteris paribus effects of inflation. For example, they
are asked, “Has your purchasing power (your real buying power) decreased
or increased because of inflation?” “If inflation was lower than it is now,
would you say that you would be less stressed, equally stressed, or more
stressed than you are now?” All else equal, inflation does reduce purchasing
power and increase stress. They are not instructed to think through a full
set of counterfactuals.

For other questions, the wording would be difficult even for an economist to
interpret. One asks, “If inflation doubled, how long until your wage doubles?”
If inflation were to double, say from 3 percent to 6 percent, I think it would
take many years for my wage level to double, so I am not surprised that
consumers also expect it to take a long time.

Finally, survey responses are likely highly influenced by priming and
experimenter demand effects. Respondents are asked many questions about
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the costs of inflation, how it affects them, and why they dislike it. By the time
they are asked to rank inflation among economic and social priorities, inflation
is at the top of their mind and it is obvious that the experimenter wants them
to dislike inflation, so it is almost inevitable that many rank inflation as a top
priority. If the entire survey had been about health care, or unemployment,
or abortion, those might have ranked higher.

CONCLUSIONS Stantcheva notes that “people scarcely acknowledge any
positive impacts from inflation.” The way I think of it, inflation itself does
not inherently have positive impacts. But stabilizing aggregate demand,
which sometimes requires allowing temporarily higher inflation, does have
positive impacts. Inflation is often a side effect of policies that people do
like, such as fiscal stimulus in a pandemic. It is perfectly reasonable for
people to report that they dislike the side effect, even if they would dis-
like the counterfactual (no stimulus and low inflation) even more. It is
also reasonable for people to strongly dislike, and for the media to fixate
on, inflation that results from actual or perceived policy errors or political
incompetence.

Understanding preferences and beliefs about inflation is certainly an
important part of understanding the costs of inflation, and Stantcheva’s new
data set will be a valuable tool for researchers in this area. Stantcheva’s paper
complements related work; for example, using data from the World Values
Survey from forty-two countries, Magud and Pienknagura (2024) show that
consumers around the world express more concern for price stability if they
have lived through high-inflation episodes. Other complementary work
is by Afrouzi and others (2024), who survey US consumers about their
longer-run inflation preferences.
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COMMENT BY
YURIY GORODNICHENKO In a seminal contribution, Shiller (1997)
used a series of surveys to understand why people strongly dislike inflation
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while economists have relatively benign views on inflation. That paper pre-
sented a puzzle, but as Mankiw (1997) observed, it was not clear what one
should do about this puzzle. Would people be more relaxed about inflation if
inflation stayed low and stable for a long time? Would the results in Shiller
(1997) carry to other environments? What do people think about inflation now,
after a recent short-lived but significant spike in inflation? Stantcheva presents
a highly timely study that sheds more light on these important questions.

She finds that, consistent with Shiller (1997), people intensely dislike
inflation and rank inflation as one of the most pressing issues in the country.
Several key features stand out. First, people interpret inflation as a bad state
of the world. For example, they think that inflation is positively correlated
withunemployment (i.e., inflation is stagflationary). In contrast, economists
(professional forecasters) generally see a negative correlation between infla-
tion and unemployment, which is consistent with a Phillips curve and busi-
ness cycles driven by demand-side shocks. Second, people take a partial
equilibrium approach to inflation: they believe that inflation reduces their
purchasing power. Furthermore, few households name monetary or fiscal
policy as the source of inflation. Instead, the common answers include energy
and food costs, which are often only proximate causes of price increases. On
the other hand, economists generally believe that moderate levels of inflation
do not affect real wages and that expansionary monetary policy and fiscal
imbalances are the key sources of inflation (e.g., Milton Friedman observed,
“Inflation is always and everywhere a monetary phenomenon” [1994, 49]).
Third, people see no benefits of positive inflation and, if anything, think about
inflation as a zero-sum game where inflation redistributes resources from
one group of economic agents to another. Again, this contrasts with econo-
mists’ conviction that inflation can be beneficial (e.g., reduce unemployment
and avoid deflationary spirals). Furthermore, none of the costs of inflation
(e.g., price dispersion, menu costs) that are emphasized by economists
are systematically mentioned by people. Fourth, people often “personalize”
blame for inflation (i.e., a specific person is responsible for inflation) while
economists take a more nuanced view. Finally, people’s take on inflation is
strongly colored by their political leanings. Republicans blame incumbent
Democrats for inflation in recent years, and one may expect the Democrats
would blame Republicans if Republicans were in power. Political polariza-
tion thus translates to extreme views about economic issues as well.

One can conclude that—to paraphrase Mankiw (1997)—economists are
not people and people are not economists. The differences are so stark that
one may be tempted to assert that: (1) people do not know what they are
talking about; (2) their views on inflation do not affect their choices; and
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(3) rational agents such as financial markets and managers of firms are the
relevant group. The economics profession adopted various combinations of
these reactions and thus largely ignored what people think about inflation.
This strikes me as a wrong response. First, Stantcheva’s paper and other
surveys document that although inflation is a confusing subject for many
households, many people in a low-inflation environment (where incentives
to understand inflation are weak) provide imperfect but close enough defi-
nitions of inflation. For example, Stantcheva finds that about 50 percent of
respondents in her survey of US households give a reasonable definition
of inflation. Other studies document that this fraction is higher for more
financially literate households and for households who have experienced
significant inflation in the past.' These results suggest that people have at
least some idea about what inflation means.

Second, the mapping from what people think about inflation and how
they act on their views can be indeed complex and establishing causal links
is difficult. However, recent studies combining randomized controlled trials
(RCTs), surveys, and administrative data document that exogenous variation
in inflation expectations of households and firms affects their choices. For
example, Coibion, Gorodnichenko, and Weber (2022) provide randomly
chosen households with publicly available information about inflation (e.g.,
the Federal Reserve’s inflation target) to create exogenous variation in their
expectations and then use this exogenous variation to show that raising
inflation expectations /owers spending on durable goods (which is consis-
tent with households’ stagflationary view on inflation). In a similar spirit,
Coibion, Gorodnichenko, and Ropele (2020) document that exogenously
higher inflation expectations cause firms to raise their prices. Hence, it is
true that survey measures of inflation expectations of households and firms
have responses looking strange to economists, but these survey responses
do contain useful information and economic agents act on their beliefs.

Third, financial markets are clearly much more informed than house-
holds, but the distance between firm managers and households is not as
large as one may think. Casual observations of what captains of the industry
opine on inflation suggest that inflation can be a confusing subject for them
too.? More systematic analysis of firms’ inflation expectations (e.g., Candia,
Coibion, and Gorodnichenko 2024) suggests that firms’ expectations fall
somewhere between households’ and professional forecasters’. For example,

1. See D’Acunto, Malmendier, and Weber (2023) for a survey.

2. For example, on October 22, 2022, Elon Musk declared in an interview, “There’s more
deflation than inflation” (Henney 2022, par. 3). According to the US Bureau of Labor Statis-
tics, the Consumer Price Index inflation rate in October 2022 was 7.8 percent.
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figure 1 shows that although managers have less disagreement than house-
holds and more than professional forecasters, firms’ expectations appear
to be as unanchored as households’ during the 2021-2023 inflation spike.
Similar to households, managers appear to rely on gas prices and personal
shopping experience when they form their inflation expectations (e.g., Kumar
and others 2015). Thus, one may expect that Stantcheva’s findings for house-
holds should largely apply to firms too.

Mankiw (1997, 68) asked a key question, “If ignorance [about inflation]
is in fact pervasive, how should that fact alter economic theory and policy-
making?” He suggested that the response may range from “do nothing”
(Sherlock Holmes did not know that the earth revolved around the sun
because it was not important for his daily life) to “take it seriously” (“inflation
is undesirable precisely because it is misunderstood” [ibid.]). Stantcheva’s
survey results and other evidence make me think that one should take it
seriously. To support this view, let me provide three reasons.

First, New Keynesian macroeconomics shows that the central bank should
minimize variance of output gap X, and inflation 7, with some weight ®
on the latter, that is, var(X, ) + o X var(w,). Theory often implies that the
weight on inflation should be very high (100 or above). This very high weight
makes many economists uncomfortable, and it is not unusual to see that much
lower ad hoc weights such as @ =1 are used in applied work. In other words,
economists have a hard time making inflation a priority. People, on the other
hand, appear to want low inflation as a high priority for central banks
(that is, @ » 1). Consistent with Stantcheva’s evidence, Afrouzi and others
(2024) find that households’ preferred inflation target is zero. Although one
can make a strong theoretical argument for why zero inflation may be a
poor choice, it could be politically imprudent to ignore public opinion on
this matter and raise the inflation target from 2 to say 4 percent or more.

Second, central banks employed a variety of strategies to raise inflation
(and inflation expectations) after the global financial crisis in 2007-2009 to
stimulate aggregate demand. For example, Mario Draghi (2015) explained,
“When inflation expectations go up with zero nominal rates, real rates go
down. When real rates go down, investments and the economic activity
improves. That’s the reasoning [of QE].” However, if households view infla-
tion as stagflationary, raising inflation can make households reduce con-
sumer spending rather than increase. In other words, strategies focused on
raising inflation expectations can backfire.

Third, to be effective, certain policy tools require economic agents to
understand general equilibrium effects and to have the ability to iteratively
eliminate dominated strategies. For example, price-level targeting requires
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Figure 1. One-Year-Ahead Inflation Expectations for Different Agents
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economic agents to understand that above-average inflation today is followed
by below-average inflation tomorrow and thus economic agents should
not raise prices today (if their prices are sticky). But if economic agents
do not have a strong incentive to raise prices today, then the initial infla-
tionary shock has a smaller effect on inflation and thus incentives to raise
prices today are even weaker. As a result, price-level targeting can be a
highly powerful tool for macroeconomic stabilization. On the other hand,
Stantcheva’s results suggest that people have a rather partial equilibrium
thinking, and we know from other work (e.g., Camerer 1997) that people
tend to have relatively low level-k thinking. Thus, one may anticipate that
price-level targeting can be less effective (and potentially even destabilizing)
in practice.

What are the next steps? Is this the beginning of the end for conventional
macroeconomics? In my view, Stantcheva’s paper marks the end of the
beginning for the literature documenting what people think about inflation.
Clearly, people do not like inflation, and this can be important for policy
and theory. Future work should focus more on understanding what makes
inflation so undesirable for people (e.g., general confusion about inflation,
inability to hedge against inflation, level versus uncertainty about inflation)
and quantifying forces behind this dislike (e.g., one can use hypothetical
questions to get quantitative responses). Stantcheva also cuts out work for
macroeconomic theorists. For example, what should macroeconomic stabi-
lization policy look like when people have views that are rather different
from those of economists? What policy regime (gold standard, inflation
targeting, price-level targeting, flexible average inflation targeting, etc.) is
better when economic agents have beliefs that we observe in the data?
In short, Stantcheva’s important study should keep us busy for quite some
time, and I look forward to seeing more work in this arena.
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GENERAL DISCUSSION Commenting on the finding that low-income
individuals have changed their behavior more in response to inflation,
Katharine Abraham noted that this does not necessarily imply that when
facing the same price increase, low-income individuals are more responsive
than high-income individuals. She referred to research by Xavier Jaravel,
which suggests that prices for low-income individuals tend to rise more
rapidly than prices for high-income individuals.!

John Haltiwanger brought up how substitution bias, product turnover,
and quality change contribute to the difficulty of accurately measuring
inflation—even average inflation. To Abraham’s point, this makes the attempt
to measure inflation even more cumbersome as the perception of inflation
differs across different groups in the population. He pointed out that we don’t

1. Xavier Jaravel, “The Unequal Gains from Product Innovations: Evidence from the
U.S. Retail Sector,” Quarterly Journal of Economics 134, no. 2 (2019): 715-83.
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have any real-time measurement of inflation and one reason there is hetero-
geneity in the responses is that just as economists are struggling to measure
inflation, so is everyone else.

Elaine Buckberg built upon Abraham’s comment and added that higher-
income households are more likely to own their own homes and therefore
more likely to experience a positive wealth effect in the recent inflation epi-
sode due to rent inflation. Buckberg also responded to Yuriy Gorodnichenko’s
discussion on how the average respondent does not understand that real
wages will catch up over time, contending that what consumers are really
saying is that it is too painful to wait while wages catch up.

Stan Veuger commented that with enough heterogeneity in inflation
across people and goods, we might get to the point where people get more
information out of a trip to the store or a conversation with a friend than
from federal statistical agencies.

Steven Davis, using Federal Reserve Bank of Atlanta’s Wage Growth
Tracker and deflating by the Consumer Price Index for All Urban Consumers
(CPI-U), stated that the median value of real wages fell 3.3 percent from
2020:Q3 to 2022:Q4 and were still down by 1.2 percent in 2023:Q3.> Davis
added that if there is inflation inequality, as Abraham pointed out, these
calculations understate the extent of real wage declines for some house-
holds. Davis commented that because households had recently experienced
sizable decline in real wages at the time of the survey, the negative view on
inflation expressed by survey respondents is unsurprising. He remarked that
although there may be economic benefits to inflation, experiencing the effect
on one’s purchasing power is still unpleasant. Davis postulated that this
recent episode of inflation would influence policy for some time, because
the average person will be more averse to inflation for many years ahead.

Greg Mankiw remarked that the inflation referred to in textbooks is
purely monetary and a tool for measurement, but the recent episode of
inflation could be the result of adverse supply shocks, which do lower real
wages. Mankiw agreed with Davis that people tend to refer to their own
recent experience with inflation rather than the textbook definition.

Robert Gordon elaborated on Davis’s comment and added that, based on
his own calculations, productivity growth for the total economy was about
1.0 percent between early 2020 and mid-2023, which means that the differ-
ence between real outcomes and what people would expect in the long run
was closer to 3 percent. Gordon also pointed out that the inflation episode

2. Federal Reserve Bank of Atlanta, “Wage Growth Tracker,” https://www.atlantafed.org/
chcs/wage-growth-tracker.
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in the past three years and the one in the 1970s and 1980s were both gener-
ated primarily by supply shocks.

Christina Romer explained that people can’t see the trade-offs between
inflation and unemployment because once people are experiencing inflation,
those benefits are in the past. Romer also noted that the survey responses
pointing to the Biden administration and policies as primary issues acknowl-
edge the link between policy and inflation, but people might not recognize
those same policies also reduced unemployment.

Laura Alfaro pointed out that the findings in the paper are supported by
evidence from Latin American countries, which were among the first to
raise interest rates to fight the recent inflation episode. She added that Latin
American countries know from experience that lower-income individuals are
disproportionately hurt by high inflation and often blame their government.
She noted the discrepancy between the economic theory of the inflation-
unemployment trade-off and the experience of people—for most people,
there is no sense of a trade-off, rather, they are just able to afford less than
they could before.

Veuger warned about the support that he sensed for a zero-inflation policy.
He jokingly highlighted that one of the reasons we have independent central
banks is to keep inflation well above zero and that inflation would be sub-
optimally low if elected officials were in charge of setting inflation.

Andrew Atkeson shared that he teaches inflation using a 1933 Pete
Smith newsreel to explain President Roosevelt’s policy of going off the gold
standard, the subsequent inflation, and the benefits from inflation. Atkeson
brought up two related questions on whether there is historical evidence
that the public reaction to inflation after going off the gold standard was
favorable or unfavorable, and whether economists should consider using
storytellers to effectively explain the benefits of inflationary policy.

Gordon explained that during the Roosevelt administration, people were
enthusiastic about raising inflation because from 1929 to 1942 the correla-
tion between the price level and real GDP was very high. Since this cor-
relation no longer exists, it is not surprising that people today have very
different attitudes toward inflation.

Barry Eichengreen commented that the first Gallup poll was conducted
in 1935.% In response to the question, “What do you think the biggest prob-
lem facing the country is?” the top responses were unemployment, the federal

3. Frank Newport, “75 Years Ago, the First Gallup Poll,” blog, Gallup, October 20, 2010,
https://news.gallup.com/opinion/polling-matters/169682/years-ago-first-gallup-poll.aspx.
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budget, and taxes. Inflation did not appear in the top twenty responses to
that question.* Eichengreen hypothesized that either people had been trau-
matized by very high unemployment and low inflation during the previous
years, or the propaganda used by Roosevelt worked.

Peter Henry elaborated on Atkeson’s point and added that Jamaica was
able to reduce its inflation rate with a sustained high interest rate policy by
implementing a communication policy to educate the population. He also
remarked that because only about a third of the US adult population has
gone to college, and a much smaller proportion have studied economics,
it should come as no surprise that the public in general are not aware of the
connection between inflation and unemployment.

Stefanie Stantcheva responded to the comments about providing infor-
mation and narratives to the public. She argued that even though there are
trade-offs, self-interested people will still care about inflation during high-
inflation episodes and unemployment when unemployment is high, because
the experienced loss is so acute, suggesting a limited role for pedagogical
explanations to educate the public.

Buckberg echoed this concern but suggested survey respondents may
think that they would prefer low inflation and high unemployment to high
inflation and low unemployment if they believe they would not be the ones
experiencing unemployment in a high unemployment situation. Buckberg
added that the recent experience of inflation taught her that unemployment
affects the unemployed and their immediate families, but inflation affects
everyone.

Stantcheva agreed with Buckberg and elaborated that inflation is similar
to trade in that there are diffused gains but very concentrated losses. When
inflation is high, it becomes very salient; and when unemployment is high,
unemployment becomes more salient as the high costs of unemployment
start to diffuse across the economy. She added that this saliency changes
over time, referring to some of her own new work on this topic.

Bruce Fallick said that one reason people might dislike inflation is due
to the cognitive load it causes. He noted that high inflation makes it hard for
people to judge prices when they are shopping, and he asked if the idea of
cognitive load showed up in the survey responses.

4. Gregor Aisch and Alicia Parlapiano, ““What Do You Think Is the Most Important
Problem Facing This Country Today?’” New York Times, February 27, 2017, https://www.
nytimes.com/interactive/2017/02/27/us/politics/most-important-problem-gallup-polling-
question.html.
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Henry Aaron brought up Daniel Kahneman’s findings on loss aversion,
noting that if the variance of price changes goes up with the rate of inflation,
economists could expect that the population would be less happy than they
were beforehand. He added that this, along with the lag in wage increases,
causes people to be hit with multiple losses early on. These may be offset
as wages catch up but perhaps only partially.

Alan Blinder responded to Gorodnichenko’s presentation and his point
about the stagflationary view. In people’s mind, when it rains, it pours. He
mentioned some of his own recent work on the central bank’s communi-
cation with the public.’ He stated that one finding in his paper is that the
public mostly misunderstand the sign on interest rates, thinking that higher
interest rates are inflationary.

Tara Sinclair mentioned a blog post with Eric Van Nostrand and Laura
Feiveson, which received some pushback from people on the view that
there have been gains in purchasing power.® She brought up the idea that
people might be imagining a ceteris paribus situation where inflation is
lower, but their wages stay the same. Sinclair raised the question of how
survey respondents are thinking about the wage process, wage gains, and
how much of those gains come from performance rather than a cost-of-
living increase. In response, Gordon commented that people look at infla-
tion as taking something away, but they see wage increases as a reward for
their own effort, noting that most people do not consider real wages.

Robert Hall remarked that the data from this survey could contribute to
the current research on the dynamics of the individual households such as
consumption patterns.

Maurice Obstfeld conjectured that one’s nominal liabilities plausibly
affect attitudes toward inflation—a high liability would make inflation
seem more desirable. He also brought up an important historical example
of high demand for inflation—during the silver agitation in the United States
in the nineteenth century, farmers saw inflation as a way to raise agricultural
prices and reduce their real debts.

5. Alan S. Blinder, Michael Ehrmann, Jakob de Haan, and David-Jan Jansen, “Central
Bank Communication with the General Public: Promise or False Hope?”” Journal of Economic
Literature 62, no. 2 (2024): 425-57.

6. Eric Van Nostrand, Laura Feiveson, and Tara Sinclair, “The Purchasing Power of
American Households,” US Department of Treasury, December 14, 2023, https://home.
treasury.gov/news/featured-stories/the-purchasing-power-of-american-households; and “An
Update to ‘“The Purchasing Power of American Households’,” US Department of Treasury,
January 25, 2024, https://home.treasury.gov/news/featured-stories/an-update-to-the-purchasing-
power-of-american-households.
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Stantcheva responded that the survey suggests people do not associate
higher inflation with easier debt repayments; rather, respondents indicated
that they believed they were going to be poorer and, as a result, meeting
debt obligations would be harder—despite the fact that inflation would
induce a decrease in the real value of their debts.

Blinder asked if the survey results could help shed light on the public’s
failure to differentiate between the price level and the rate of change in the
price level. He pointed out that a lot of the public’s complaints boil down
to items costing more now than they did four years ago, and little attention
is paid to the fact that the CPI inflation has fallen from 9 percent to about
3 percent.’

Jonathan Pingle referred to work done by Steinsson and Nakamura,
which distinguishes between periods of inflation characterized by many
small increases in prices versus those characterized by larger increases in
prices.® He postulated that this distinction could help explain the experi-
ences that Robert Shiller encountered relative to Stantcheva’s findings.

Wendy Edelberg posited that while people may not be able to tell the dif-
ference between 2 percent and 3 percent inflation, the survey does indicate
what people’s response is when inflation is notably higher. Further, she ques-
tioned if there would be different policy outcomes for dealing with inflation
if the population was more educated on the topic. She pointed out that she
would like to know to what extent the issue at hand relates to the political
economy and to what extent it would simply yield different outcomes in
economic modeling if people had a more nuanced view on inflation.

Stantcheva responded that economists have a lot to learn from the public’s
understanding of these issues, and beyond misperceptions among the public,
people may be facing constraints that economists are unaware of. She
suggested economists keep this in mind.

7. Bureau of Labor Statistics, “12-Month Percentage Change, Consumer Price Index,
Selected Categories,” https://www.bls.gov/charts/consumer-price-index/consumer-price-
index-by-category-line-chart.htm.

8. Emi Nakamura and Jon Steinsson, “Five Facts about Prices: A Reevaluation of Menu
Cost Models,” Quarterly Journal of Economics 123, no. 4 (2008): 1415-64 (and the supplement,
which is available at https://eml.berkeley.edu/~enakamura/papers/fivefactssupplement.pdf);
“Monetary Non-neutrality in a Multisector Menu Cost Model,” Quarterly Journal of
Economics 125, no. 3 (2010): 961-1013; and “Price Rigidity: Microeconomic Evidence and
Macroeconomic Implications,” Annual Review of Economics 5 (2013): 133-63.


https://www.bls.gov/charts/consumer-price-index/consumer-price-index-by-category-line-chart.htm
https://www.bls.gov/charts/consumer-price-index/consumer-price-index-by-category-line-chart.htm
https://eml.berkeley.edu/~enakamura/papers/fivefactssupplement.pdf
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S tarting in March 2020, the American public undertook massive changes
in behavior in response to the threat from COVID-19.! These behav-
ioral changes arose partly in response to public mandates and partly as a
spontaneous private reaction to this new disease threat. These public and
private disease mitigation efforts succeeded in slowing the transmission of
SARS-CoV-2 to a remarkable extent through 2020 and well into 2021, by
which time effective vaccines had been developed and delivered to much
of the American population.

As a result of these mitigation efforts, a large majority of Americans
were able to get vaccinated for COVID-19 before experiencing their first
infection. We document this using nationwide serology data, which lets us
estimate the cumulative number of infections and vaccinations over time.
Population-level data on vaccine efficacy indicate that this success in deliv-
ering vaccines to many Americans prior to their first SARS-CoV-2 infec-
tion substantially reduced the infection fatality rate (IFR) these Americans
suffered when they did contract COVID-19.

In this paper, we use these observations, together with a structural
epidemiological model, to argue that the combined success in slowing
SARS-CoV-2 transmission through behavior change and the widespread
delivery of vaccines saved close to 800,000 American lives.

We argue that relative to historical experience with pandemic influenza
and modeling based on this experience, this public health success was a
surprise. As of March 2020, it was not at all clear that it would be possible
to slow the spread of SARS-CoV-2 long enough to develop vaccines and
deliver them to the American population in time to save lives. We see the
success of behavior-based mitigation of SARS-CoV-2 transmission as one
of the most important public health lessons of this pandemic—it is, in fact,
possible to slow the spread of a dangerous respiratory disease for quite a
long time.

But, at the same time, these mitigation efforts came at a tremendous eco-
nomic, social, and human cost. To avoid similar pain from mitigation in
the next pandemic, we argue that we need to make investments now not
only in vaccine development, but also in data infrastructure so that we can
precisely target mitigation efforts to minimize the economic and social
impacts of mitigation with the next pathogen. One might think of these
investments in data infrastructure as similar in spirit to the huge investments

1. In what follows, we use the term “COVID-19” to refer to the disease caused by the
SARS-CoV-2 virus.
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made in the infrastructure to gather economic data after World War II to
better guide economic policy. For population-level infectious disease miti-
gation policies to be effective at low economic and social cost, they need to
be guided by detailed real-time epidemiological, demographic, and behav-
ioral data, which are only available in a crisis if one is prepared in advance
to gather such data.

I. Our Estimate of Lives Saved

We estimate that behavioral mitigation and vaccination together saved close
to 800,000 American lives between February 15, 2020 and February 15,
2024. This estimate is based on three data sources: serology data capturing
immunity derived from SARS-CoV-2 infection and COVID-19 vaccination
in the American population, data on the dynamics of COVID-19-associated
deaths, and linked vaccine and COVID-19 mortality data from thirty US
states. We describe the construction and interpretation of these data in
section II.

Our estimate rests on two central premises. First, due to the immune
evasion capabilities of SARS-CoV-2, the overwhelming majority of
Americans would have become infected with SARS-CoV-2 by February
2024 under any realistic vaccination and behavioral mitigation scenario.
Second, the health risk of a person’s first infection, when unvaccinated, is
vastly higher than one’s risk after having been vaccinated or previously
infected. Thus, the benefit of behavioral mitigation and vaccination came
principally from vaccinating individuals before their first SARS-CoV-2
infection. The serology data indicate that slightly more than two-thirds
of the US population were vaccinated prior to their first infection with
SARS-CoV-2; it is this group that principally contributes to our estimate
of lives saved.

In support of these premises, an estimated 94 percent of Americans
had been infected with SARS-CoV-2 by late 2022, despite the behavioral
mitigation and vaccine uptake in the preceding years (Klaassen and others
2023). Population-level data on COVID-19 mortality for those who had
been vaccinated versus those who had not been vaccinated gathered from
thirty US states with linked mortality and vaccine data are consistent with
the view that COVID-19 was extremely dangerous for those who contracted
it for the first time without protection from vaccines. For those contracting
COVID-19 after vaccination or prior infection, the disease is much less
dangerous.
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Table 1. Model-Implied Cumulative COVID-19 Deaths

Baseline and alternative scenarios

Baseline behavior and vaccines 1,180,000
Baseline behavior, no vaccines 1,979,000
No mitigation with vaccines 3,345,000

Source: Authors’ calculations.

Based on these premises, we construct both a back-of-the-envelope cal-
culation of the lives saved by mitigating behavior and vaccines and an
estimate from a structural epidemiological model that considers behavior,
decline in the COVID-19 IFR over time, and waning immunity against
both reinfection and severe disease. The back-of-the-envelope calculation,
which conjectures that the 68 percent of Americans that managed to get
vaccinated prior to their first SARS-CoV-2 infection would have suffered
an IFR four times higher had they not been vaccinated, leads us to an esti-
mate of 845,000 lives saved.

We develop a full structural model to delve a bit deeper into this calcu-
lation and set ourselves up for conducting counterfactual exercises. The
model combines a fairly detailed epidemiological description of the various
variants of SARS-CoV-2 that have appeared over the past four years with a
simple model of how mitigating behavior reacts to the rise and fall of daily
deaths from the disease as well as parameters governing the administra-
tion of vaccines.” We argue that this model fits both the dynamics of the
data on COVID-19 deaths and the dynamics of the serology data on infec-
tions and vaccinations quite well. Our model’s implications for cumulative
COVID-19 deaths from February 15, 2020 through February 15, 2024 are
shown in the first row of table 1.

We simulate the model with vaccines turned off to arrive at a counter-
factual prediction for the dynamics of COVID-19 deaths in the absence of
vaccines, with results for cumulative mortality in this counterfactual reported
in line 2 of table 1. The use of the full structural model with its added detail
delivers our preferred estimate of just under 800,000 lives saved as the dif-
ference between cumulative deaths reported on line 2 and line 1.

We then draw out four lessons for future pandemics from these data and
our counterfactual modeling exercises.

2. We have presented versions of this model in earlier work, including Atkeson (2021a,
2021b, 2023b).
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I.A. Lesson 1

First, we argue that it was the combination of mitigating behavior and
vaccines together that saved lives.

To illustrate this point, we conduct two counterfactual model simula-
tions. We simulate our model with its baseline specification of mitigating
behavior but without vaccines. Without vaccines, behavior alone would
have postponed infections, but in the end, nearly everyone would have
been infected and subject to a high [FR from that first infection.

We then simulate our model with vaccines distributed starting at the end
of December 2020 but with no mitigating behavior before that time. We
report our model-implied cumulative death toll for this scenario in the third
row of table 1. In this counterfactual simulation, we see that, without a
behavioral response, vaccines would have come too late to save lives. Our
model implies that cumulative COVID-19 deaths would also have been sub-
stantially higher in this scenario without mitigation because our serology
and deaths data imply that COVID-19 was substantially more dangerous
in 2020 than in 2021, and most infections in this scenario would have
occurred in 2020.

One might be tempted to use this scenario of an unmitigated epidemic as
a benchmark against which to argue that the combination of vaccines and
behavior together saved over 2 million lives. We argue that such a compar-
ison would be an overstatement as it seems highly implausible that there
would be no private efforts to avoid transmission even in the absence
of any public mitigation policies. The model simulation of an unmitigated
epidemic has the daily death toll peaking at over 60,000 deaths per day.
It seems highly likely that people would have reacted on their own to
such an outcome even in the absence of any public policies toward the
epidemic.

I.B. Lesson 2

This success of delaying infections for many months through changes
in behavior was a surprise relative to historical experience and modeling of
pandemic influenza.

We take as the strongest piece of evidence in favor of this claim the
conclusion of Ferguson and others (2006), a prominent study of mitigation
options for a pandemic influenza in the United States, regarding the timing
of administration of vaccines that these vaccines would have “almost
no effect” (451) if started after 120 days after the first worldwide case
because at this time horizon, they would be too late to save lives. Clearly,
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mitigation of COVID-19 bought us many more than 120 days for vaccines
to have a significant impact on COVID-19 cumulative mortality.

I.C. Lesson 3

To a remarkable extent, this strong behavioral response to COVID-19
through 2020 and 2021 was universal across all fifty states.

Certainly, there are significant differences in cumulative mortality from
COVID-19 across states, but we argue that the outcomes across US states
have much more in common than any of them (except New York City)
have with the predicted impact of an unmitigated epidemic. We take these
common dynamics of COVID-19 across states as strong evidence of the
importance of an endogenous behavioral reaction to current disease inci-
dence as predicted by many economic models.?

And yet, this observation leads us to our fourth lesson.

I.D. Lesson 4

It is unclear what behavioral reaction to expect in response to the next
epidemic.

Epidemiologists have noted the impact of changes in behavior on the
dynamics of prior epidemics, particularly in attenuating the initial phase
of exponential growth of infections predicted by simple epidemiological
models.* But figuring out how to predict the quantitative impact of such
changes in behavior and how private behavior will respond to public health
measures has proved an unsolved challenge.’

We see any successful theory of behavior as having to confront a wide
range of data across different epidemics. For example, as noted above, the
success of public and private changes in behavior in slowing the spread of
COVID-19 came as a surprise relative to historical experience. And yet
New York City suffered a terrible first wave of deaths from COVID-19
early in the pandemic largely due to a delayed reaction to the disease despite
clear warnings from the Italian experience a few weeks earlier. Somehow
the evidence of COVID-19 deaths in New York City seemed to have a
much bigger impact on behavior elsewhere in the United States than did the
European experience despite objective evidence that air travel links were
likely to spread the disease across the globe.

3. See, for example Atkeson (2021b), Gans (2022), and Atkeson, Kopecky, and Zha (2024)
and the papers cited therein.

4. See, for example, Chowell and others (2016) and Eksin, Paarporn, and Weitz (2019).

5. See, for example, Ferguson (2007) and Funk and others (2015).
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Of particular concern is the question of how our collective experience
with COVID-19 over the past four years will influence behavioral responses
to the next pandemic for perhaps a generation or more.

The remainder of our paper is organized as follows. In section II, we
review the data used in our study. In section III, we summarize the main
features of our structural epidemiological model. In section IV, we present
our main results and the four main lessons we take away from these results.
In section V, we lay out more specifically the types of investments in data
infrastructure that we believe would be useful in preparing to do more tar-
geted mitigation in the next pandemic. Finally, in section VI, we conclude.

In section A of the online appendix, we compare the implications of
our model to other estimates of lives saved in the literature. In section B
of the online appendix, we look more closely at the cross-section of out-
comes for COVID-19 cases, vaccinations, and deaths across US states. We
use our model to argue that the range of outcomes observed are consistent
with plausible variation either in the strength of the behavioral reaction or
in state-specific structural factors having an impact on transmission rates.
Disentangling the importance of these factors as well as state-level varia-
tion in IFRs is something we leave for future research. In section C of the
online appendix, we give a full description of our model and its parameters.

Il. Serology and Mortality Data

In this section, we review the serology data and the data on mortality from
COVID-19 that we use in choosing parameters for our model and con-
structing our estimate of the impact of behavior and vaccines on cumula-
tive mortality from this disease.

I1I.A. Serology Data

The serology data we use are drawn from two surveys.

As described in Jones and others (2021), the Centers for Disease
Control and Prevention (CDC) measured SARS-CoV-2 seroprevalence
(the population-level prevalence of immune markers in the blood) from
2020-2022 by testing for antibodies against two distinct viral antigens
in samples from blood donors. One of these antibody types (against type
S antigen) is generated in response to either a prior infection or vaccina-
tion. The other antibody type (against type N antigen) is generated only
in response to prior infection. Thus, with some caveats, the pair of posi-
tive or negative results for each sample allows one to measure whether the
individual making the blood donation had been previously infected (with
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or without vaccination), vaccinated without prior infection, or neither
vaccinated nor previously infected.® We refer to this survey as the Blood
Donor Survey.’

As described in Bajema and others (2021), serology data were also
collected from samples from commercial blood testing labs. These data
measure only whether the person giving the sample had previously been
infected. We refer to this as the Commercial Lab Survey.®

We note that these serology surveys were drawn from different conve-
nience samples—one a sample of blood donors and the other a sample of
those having blood drawn as part of their medical checkups or care. We
check for consistency of the measure of those infected across these two
sources. Unfortunately, no serology data from a sample designed to be rep-
resentative of the population are available.

In figure 1, we show the results of the Blood Donor and Commercial
Lab serology surveys at the national level for the overall population. The
crosses show estimates from the Blood Donor Survey of the cumulative
percentage of the population that had experienced infection by the survey
date (showing a response to the N antigen). The dots show estimates from
the Commercial Lab Survey of the cumulative percentage of the popula-
tion that had experienced infection by the survey date. We see that the
two serology surveys give consistent estimates for the percentage of the
population infected at least through the first Omicron wave in early 2022.

The circles in figure 1 show estimates from the Blood Donor Survey
of combined seroprevalence. That is, it adds to the percentage showing
a response of the N antigen, the percentage of those showing a response
to the S antigen but not the N antigen. This additional group is presumed
to be vaccinated but not yet infected; these circles show the sum of those
with measurable antibodies from infection (whether or not they also have

6. Such caveats include waning immunity, which can cause a previously infected or vacci-
nated person to test negative on one or both of the antigen tests, and heterogeneity in the immune
response, in which a person can mount an abnormally low immune response to the N antigen
despite being infected. See also Ong and others (2021).

7. CDC, “2020-2021 Nationwide Blood Donor Seroprevalence Survey Infection-
Induced Seroprevalence Estimates,” https://data.cdc.gov/Laboratory-Surveillance/2020-2021-
Nationwide-Blood-Donor-Seroprevalence-Su/mtc3-kq6r/about_data; “2022-2023 Nationwide
Blood Donor Seroprevalence Survey Combined Infection- and Vaccination-Induced Sero-
prevalence Estimates,” https://data.cdc.gov/Laboratory-Surveillance/2022-2023-Nationwide-
Blood-Donor-Seroprevalence-Su/ar8q-3jhn/about _data.

8. CDC, “Nationwide Commercial Laboratory Seroprevalence Survey,” https://data.
cdc.gov/Laboratory-Surveillance/Nationwide-Commercial-Laboratory-Seroprevalence-Su/
d2tw-32xv/about data.


https://data.cdc.gov/Laboratory-Surveillance/2020-2021-Nationwide-Blood-Donor-Seroprevalence-Su/mtc3-kq6r/about_data
https://data.cdc.gov/Laboratory-Surveillance/2020-2021-Nationwide-Blood-Donor-Seroprevalence-Su/mtc3-kq6r/about_data
https://data.cdc.gov/Laboratory-Surveillance/2022-2023-Nationwide-Blood-Donor-Seroprevalence-Su/ar8q-3jhn/about_data
https://data.cdc.gov/Laboratory-Surveillance/2022-2023-Nationwide-Blood-Donor-Seroprevalence-Su/ar8q-3jhn/about_data
https://data.cdc.gov/Laboratory-Surveillance/Nationwide-Commercial-Laboratory-Seroprevalence-Su/d2tw-32xv/about_data
https://data.cdc.gov/Laboratory-Surveillance/Nationwide-Commercial-Laboratory-Seroprevalence-Su/d2tw-32xv/about_data
https://data.cdc.gov/Laboratory-Surveillance/Nationwide-Commercial-Laboratory-Seroprevalence-Su/d2tw-32xv/about_data
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Figure 1. National-Level Results of the Blood Donor and Commercial Lab Serology
Surveys for the Overall Population
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been vaccinated) and those with antibodies from vaccination but not from
infection.

Several features of these serology survey data stand out. First, we see
that the estimated cumulative percentage of the population infected as of
January 2021 was quite low—well below 20 percent for the overall popu-
lation. That is, efforts to slow the spread of SARS-CoV-2 through 2020
appear to have succeeded.

We see from the gap between the circles and the crosses/dots that the
rapid deployment of vaccines succeeded in vaccinating a large portion of
the population prior to first infection by the late summer of 2021. Consis-
tent with this rapid deployment of vaccines in the first half of 2021, we see
slow growth in the estimate of cumulative infections between January 2021
and July 2021. From the start of 2021 through the summer of that year, the
combination of behavior and vaccinations appeared to be on a path of
ending the epidemic.
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Unfortunately, due to the combination of new variants (Delta and Omicron)
and waning of the immunity provided by vaccines and prior infection, in
the fall of 2021, we see infections continue to rise, particularly so in 2022.
Given that variants of Omicron have continued to show the ability to infect
those who had previously been vaccinated (and reinfect those with prior
infections), it is likely that by early 2024, an overwhelming majority of
the population has experienced a COVID-19 infection. Considerations of
herd immunity that were prominently discussed early in the pandemic have
turned out ex post not to be relevant due to a combination of immune eva-
sion by new variants and waning immunity.

11.B. Mortality Data

We now turn to our data on mortality from COVID-19. We draw these
data from the CDC’s COVID Data Tracker website.” This data set counts
deaths from COVID-19 at both the national and state levels, with deaths for
New York City broken out separately.

Figure 2 shows cumulative and weekly COVID-19 deaths at a daily rate
for the United States from February 2020 to February 2024 in panels A
and B, respectively. The mortality data are shown as dotted lines. The out-
comes predicted by our baseline model simulation are shown as solid lines.

As shown in this figure, the COVID-19 epidemic in the United States
has played out in a series of waves, particularly over the first two years
of the epidemic. While these waves garnered considerable attention at the
time, what we find most striking about this pattern is that, from very early
on in the epidemic, cumulative COVID-19 deaths grew roughly linearly.
This linear growth of cumulative deaths is clearly faster in the first two
years of the epidemic (from February 2020 through February 2022) than in
the second two years of the epidemic.

Why do we find the linear growth of cumulative COVID-19 deaths over
the past four years striking? What is missing in figure 2 is any substan-
tial initial period of exponential growth of cumulative deaths as would
be predicted by standard epidemiological models for a novel pathogen.
To our minds, this observation of linear growth in cumulative deaths sus-
tained over a four-year period is one of the most remarkable features of the
COVID-19 epidemic in contrast with historical experience with influenza

9. The data can be downloaded from CDC, “Provisional COVID-19 Death Counts, Rates,
and Percent of Total Deaths, by Jurisdiction of Residence,” https://data.cdc.gov/NCHS/
Provisional-COVID-19-death-counts-rates-and-percen/mpx5-t7tu/about _data.


https://data.cdc.gov/NCHS/Provisional-COVID-19-death-counts-rates-and-percen/mpx5-t7tu/about_data
https://data.cdc.gov/NCHS/Provisional-COVID-19-death-counts-rates-and-percen/mpx5-t7tu/about_data
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Figure 2. Baseline Model COVID-19 Deaths for the United States (February 2020
to February 2024)
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and the predictions of many epidemiological models. In our model, this
outcome is attributed to the strength of the public and private behavioral
responses to mitigate transmission of SARS-CoV-2.

11.C. Implied Infection Fatality Rates (IFRs)

Note that these serology and deaths data together imply that the IFR for
COVID-19 declined over the course of 2020 and 2021 and then again with
Omicron. In particular, the Blood Donor and Commercial Lab Surveys
give identical estimates that 11.5 percent of the US population had been
infected by December 2020. The cumulative COVID-19 death toll by the
end of 2020 was close to 390,000. Given a US population of 332 million,
this would imply an overall IFR close to 1 percent.

Looking at the same numbers prior to the first big Omicron wave, in
November 2021, the Blood Donor Survey estimated that 27.8 percent of
the population had been infected and the Commercial Lab Survey esti-
mated that 31.6 percent of the population had been infected, while the
CDC estimates that just over 800,000 Americans had died of COVID-19
by the end of November 2021, implying that close to 61 million Americans
were infected with SARS-CoV-2 between January 1 and November 2021
(if we take 30 percent infection-induced seroprevalence as our estimate
for November 2021). These numbers imply an IFR closer to 0.66 percent
over the course of 2021 prior to Omicron. The equivalent numbers after
the first large Omicron wave show a substantial further decline in the
implied IFR. We use these estimates as a guide for parameterizing the IFR
in our model.

11.D. Mortality by Vaccine Status

We make use of population-level data on the realized COVID-19 mor-
tality rates of the vaccinated and unvaccinated. As discussed in Jia and
others (2023), thirty states of the United States integrated their vaccine
databases with their reporting of mortality data. Thus, for these states, on
a weekly basis, one can measure the number of COVID-19-related deaths
among those who had received the two doses of the primary series of vac-
cines at least fourteen days before death and COVID-19-related deaths
among those who had not received these primary vaccines. The CDC also
estimates the number of people in these states in these two groups, and thus
one can construct a weekly COVID-19 mortality rate for the vaccinated
and unvaccinated populations.

In panel A of figure 3, we show data on the weekly age-adjusted
COVID-19 mortality rates for those with two doses of a primary vaccine
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Figure 3. Weekly COVID-19 Mortality Rates for the Vaccinated and Unvaccinated
Populations
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(from the first half of 2021) at least fourteen days prior to death (dashed
line) and those without this protection from vaccines (solid line)."® The
dates given on the x axis are the year and week number used in the CDC’s
Morbidity and Mortality Weekly Report (MMWR). We see in this figure that
the weekly mortality rate for the unvaccinated was much higher than for
the vaccinated in 2021. After the first big Omicron wave, the weekly
COVID-19 mortality rate for the unvaccinated falls to meet the low mor-
tality rate for the vaccinated.

In panel B of figure 3, we show the ratio of these two mortality rates.
We see in the panels of this figure that vaccination reduced the COVID-19
mortality rate on the order of 85 percent until the first Omicron wave.
After that first Omicron wave, we see that the difference in mortality rates
by vaccination status was much smaller. We conjecture, based on the
serology data, that this outcome arose as the majority of the unvaccinated
had come to have the protection of a prior SARS-CoV-2 infection. Thus,
the mortality rates for the unvaccinated fell to a level much closer to that
for the vaccinated as both groups were largely protected after this first
Omicron wave.

II.LE. Waning Immunity and the Long Tail of COVID-19 Deaths

With the emergence of Omicron variants, we have seen that both vac-
cines and prior infection provide only temporary protection against new
infections. As a result, the prevalence of SARS-CoV-2 infections has
remained high over the past two years despite the fact that by the end of
the first quarter of 2022, the overwhelming majority of the US population
had already been vaccinated or experienced a prior SARS-CoV-2 infection
or both.

This outcome is a result of two factors. One is that the protection offered
by vaccines and prior infection against reinfection wanes over time. The
other is that the continual evolution of the virus allows new versions of it
to evade immune defenses. After two years of Omicron and three years of
experience with mRNA vaccines, it is clear that both processes are at work
with COVID-19, but their relative importance is difficult to disentangle."

10. We use the data available at CDC, “Rates of COVID-19 Cases or Deaths by Age Group
and Vaccination Status and Booster Dose,” https://data.cdc.gov/Public-Health-Surveillance/
Rates-of~-COVID-19-Cases-or-Deaths-by-Age-Group-and/d6p8-wqjm/about _data.

11. See, for example, Jung and others (2024).


https://data.cdc.gov/Public-Health-Surveillance/Rates-of-COVID-19-Cases-or-Deaths-by-Age-Group-and/d6p8-wqjm/about_data
https://data.cdc.gov/Public-Health-Surveillance/Rates-of-COVID-19-Cases-or-Deaths-by-Age-Group-and/d6p8-wqjm/about_data
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I1l. Summary Description of the Model

We now present our structural model of the impact of behavior and vaccines
on cumulative mortality from COVID-19 in the United States over the
period from February 15, 2020 to February 15, 2024. This model extends
that in Atkeson (2023b). A full description of this model is given in the
online appendix that accompanies this paper.

111.A. Purpose and Fit of the Model

Recall that our estimate of the impact of behavior and vaccines on cumu-
lative COVID-19 mortality is based primarily on an accounting of the
number of Americans who were able to get vaccinated prior to their first
SARS-CoV-2 infection, and to a lesser degree on an estimate of the benefits
of delaying infections due to a decline over time in the IFR of COVID-19.
We see this model as a formal accounting device to account for the
dynamics of the COVID-19 infection fatality ratio implied by the serology
data and the transition of the epidemic toward an endemic steady state.

Thus, while we do not formally estimate the parameters of this model,
we do evaluate it as an accounting device on the basis of its fit to the dynam-
ics of SARS-CoV-2 infections and COVID-19 vaccinations at the national
level as measured by the serology data in figure 1 as well as the dynamics
of deaths from COVID-19 at the national level as shown in figure 2.

We show the model fit to the serology data in figure 4. Panel A compares
the model estimate of the fraction of the population with protection from
severe disease due to prior infection, taking into account waning immunity
as described below (this fraction can be either vaccinated or not), to the
serology data on the fraction of the population showing antibodies from
prior infection.

Panel B of figure 4 compares the model estimate of the fraction of the
population showing antibodies from vaccination but not prior infection,
again taking into account waning immunity as described below, to the
serology data on the fraction of the population showing antibodies from
vaccination but not prior infection.

In this figure, we see that the fit of the model with its baseline param-
eters to the dynamics of infections, vaccinations, and deaths is quite good.

We then use this model to assess several counterfactuals to estimate the
impact of behavior and vaccines on cumulative mortality from COVID-19
in the United States over the past four years. It is here that the structure
of the model is harder to assess as we do not observe these counterfactual
outcomes in the data. As we describe the model, we aim to describe what
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Figure 4. Fit of the Model to Serology Data
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features of the data that we do observe allow us to identify the key param-
eters driving our model’s implications for these counterfactuals. In particu-
lar, we focus on describing why we have some confidence in our choices
for the parameters governing the nature and strength of the behavioral
response in the model.

111.B. Model Structure

The model is a susceptible-exposed-infectious-hospitalized-resistant-
susceptible (SEIHRS) model with waning immunity and introduction of
the Alpha, Delta, and Omicron variants as the epidemic progresses. This
model extends the workhorse susceptible-infectious-recovered (SIR) epi-
demiological model in several dimensions. We explain the reasons for
these extensions after reviewing some basic epidemiological concepts.

To begin, a standard SIR model of an epidemic views the population
at any point in time as being divided into three categories: susceptible to
infection S(7), currently infected and capable of spreading the disease /(7),
and resistant to the disease R(?) either from natural immunity (including
that induced by prior infection) or from vaccination.

This distribution of characteristics across the population is assumed to
evolve over time as follows. Those that are currently infectious, /(¢), are
assumed to stop being infectious at rate y per unit time. A fraction n of
those who stop being infectious do so because they die. We thus refer to n
as the IFR.

Those currently infectious encounter other agents in the population at
random and transmit their disease to those agents met at a rate 3(¢) per unit
time. We refer to B(¢) as the transmission rate. We allow the transmission
rate to depend on factors inherent to the pathogen and the environmental
location as indicated by a parameter B as well as time-dependent factors
such as seasonality and behavioral responses.

Since the expected length of time that an infectious agent is expected to
be in this state is 1/, the average number of agents that an infectious person
will transmit their disease to is given by [B(#)/y. Since only fraction S(¢) of
those agents are actually susceptible to the disease, the expected number
of new infections caused by a single infectious agent is given by what is
called the effective reproduction number:

Ref,n(t)=@S<t).
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Note that the average length of time that an infectious agent remains
infectious (here 1/y) in this model also corresponds to the average length
of time between one individual becoming infectious and subsequent infec-
tions caused by that individual. This length of time is referred to as the
generation interval.

The effective reproduction number is related to the SIR model implied
growth rate of the fraction of the population that is infectious by

where /() denotes the derivative of infections with respect to time.

We note two points from this formula. First, we see that the question
of whether the epidemic—in terms of /(z)—is growing or shrinking over
time is determined by whether the effective reproduction number is above
or below one.

Second, the speed of growth of infections per unit time is determined
both by the effective reproduction number and the generation interval.
Thus, to match data on the growth rate of infections (or deaths) per unit
time, one must take a stand on these two parameters. In our model, we hold
the generation interval fixed across variants and aim to match the dynamics
of weekly deaths in the data with differences in inherent transmissibility of
different variants, a seasonal influence on transmissibility, and a behavioral
response to the current level of deaths.

We now explain the dimensions in which we extend this simple model
and why we do so. We then review our choices for parameter values, with
a focus on the generation interval, IFRs, transmission rates, and the impact
of behavior on these transmission rates.

We add compartments to the simple SIR model as follows. We add both
an exposed state £ and the hospitalized state H. Agents in the exposed
state have contracted the disease but are not yet infectious. This is a common
modification of the SIR framework. Inclusion of this state enriches the
dynamics of initial growth of the epidemic. We describe below the purpose
of the hospitalized state H. We also add a vaccinated state /' to count those
who have been vaccinated prior to their first SARS-CoV-2 infection. In
terms of protection against infection and severe disease, this state is equiv-
alent to the R state counting those with immunity from prior infection.

To allow for different SARS-CoV-2 variants to have different transmis-
sion rates and different IFRs, the compartments £ and / are further broken
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down by variant i, where 7 indexes the original variant, and the Alpha,
Delta, and Omicron variants.

The rate at which agents leave the £, compartment for both the normal
and more transmissible variants is ¢ and the rate at which agents leave the /,
compartments for all variants is y. We also include compartments £, and
I, corresponding to those experiencing breakthrough Omicron infections.
These individuals are modeled as having immunity to previous variants but
not to Omicron. The purpose of these additional states is to allow the IFR
for breakthrough infections to differ from that of other infections.

With these assumptions, the mean generation time for the model is then
1/6 + 1/4. We set this generation time in line with estimates from the CDC."
As mentioned above, this generation time sets the time scale of the epidemic
implied by the model.

111.C. The Model of Behavior and Disease Transmission

We use an ad hoc model of the impact of behavior on transmission rates.
Specifically, the reduced form for the behavioral response of the transmis-
sion rate to the level of daily deaths is given by

dD(t)

[3,-<t)= B.exp —K(t)7+ W(Z)

where the parameters B, control the inherent transmissibility of the origi-
nal and subsequent variants of SARS-CoV-2, the parameter y(¢) is used
to introduce seasonality in transmission, and K(z) is the semi-elasticity of
transmission with respect to the level of daily deaths. Thus, public and
private behavior having an impact on transmission is assumed to respond
only to the current level of daily deaths.

Five comments regarding this model of behavior are in order.

First, we have assumed that behavior reacts to the current level of daily
deaths. As described in Atkeson (2021b), this form of behavior serves to
regulate the effective reproduction number and drive it down to one in the
initial phase of the epidemic and then keep it close to one for the remain-
ing course of the epidemic. More specifically, such behavior regulates
the model-implied growth rate of cumulative deaths to remain roughly

12. See CDC, “COVID-19 Pandemic Planning Scenarios,” https://archive.cdc.gov/iwww
cdc_gov/coronavirus/2019-ncov/hep/planning-scenarios.html. On that web page, the CDC
notes a mean time of approximately six days between symptom onset in one person to symptom
onset in another person infected by that individual.


https://archive.cdc.gov/www_cdc_gov/coronavirus/2019-ncov/hcp/planning-scenarios.html
https://archive.cdc.gov/www_cdc_gov/coronavirus/2019-ncov/hcp/planning-scenarios.html
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constant over time. We argue throughout this paper that this outcome of
roughly linear growth of cumulative COVID-19 deaths is one of the most
striking features of the data on COVID-19 deaths, not only in the United
States but around much of the world. While this outcome might be pre-
dicted by economic theory, it is not universally observed across epidemics.
For example, as we discuss in the online appendix, mitigating behavior
seems to have taken a different and more persistent form in the recent
mpox epidemic. Thus, it is not clear that behavior will take the same form
in the next epidemic.

Our second comment concerns the role of the dual assumptions that
behavior responds to the daily death rate and not the level of infections
and that, due to the presence of the H compartment, daily deaths are essen-
tially a distributed lag of past levels of /(7). As discussed in the appendix
of Atkeson (2021b), these assumptions appear to be remarkably successful
in allowing the model to match the size of the waves of COVID-19 deaths
with each new variant over the past four years. Models in which behavior
reacts to the level of infections directly or that do not include this lag have
difficulties in matching the size of these waves as, in these cases, behavior
is too successful at keeping the effective reproduction number close to one.
That is, mitigating behavior reacts so quickly to changes in the level of
infections that waves are cut off."

Third, we see the introduction of new variants as exogenous shocks to
transmission rates that allow us to identify the strength and timing of the
behavioral response of the model. We thus take the observation that the
model can match the size and shape of the waves of deaths associated with
the introduction of the Alpha, Delta, and Omicron variants as validation
of the parameter choices governing the behavioral response in the model,
including the delay induced by the H compartment. Moreover, we take
from the Omicron wave in which new infections spiked much higher than
in previous waves and much higher than deaths did as validation of the
assumption that behavior responds to deaths and not infections.

Fourth, the waves of COVID-19 deaths appear to have a seasonal
pattern, with summertime lows, which we match with our seasonal factor
y(?) chosen to follow a sine wave.

Fifth, ideally, one would want to build a model in which agents are fully
rational and make decisions about their mitigation behavior, particularly
for understanding behavioral responses in the counterfactuals that we

13. On this point, see Droste and Stock (2021) and Atkeson, Kopecky, and Zha (2021).
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consider. To build such a model, however, one must take a stand on what
agents believe about the risks that they face from the disease, and this can
be hard to do in real time. Moreover, it might also be difficult to incorporate
the delayed responses of behavior that appear to be critical in reproducing
the dynamics of the epidemic that we have observed. We leave these chal-
lenges to future research.

Fitting this model to the data has been an ongoing project starting with a
first version in Atkeson (2021a). The goal has been to explore whether one
could account for the dynamics of the COVID-19 epidemic with a simple
model with a stable formulation of behavior. To that end, in previous work
and in this model, we find that the strength of the response of public and
private behavior having an impact on transmission to the level of daily
deaths as indexed by K(7) appears to have relaxed in the late fall of 2020
and remained consistent since then. Specifically, we choose an initially
high value of k(¢) for the period February 15, 2020 until November 2020,
and then k(7) declines to a new level equal to 35 percent of its initial value.
We refer to this apparent relaxation of behavior in the face of the level
of daily COVID-19 deaths as “fatigue.” We find that this onetime change
in behavior in our model is required for the model to match the height of
the waves of COVID-19 in late 2020 and beyond." This formulation of
behavior was chosen early on in this modeling process starting with the
first version of this model in February 2021 and has been kept constant since
that time.

111.D. Key Parameters

We set the IFRs for the SARS-CoV-2 variants prior to Omicron to be a
declining function of time. As discussed above, the serology data estimates
for the percentage of the population infected as of the end of 2020 and the
data on cumulative deaths at that time imply an IFR of 1 percent for 2020.

We use that value for the IFR for 2020. The corresponding IFR implied
by the serology and deaths data for 2021 for the period prior to Omicron
is 0.5 percent.

To match the big jump in infections with the first Omicron wave with
an increase in deaths that is modest in comparison to what would have
happened if Omicron was as deadly as prior variants, we use a lower IFR
of 0.15 percent for those infected with Omicron out of the S compartment.
We also allow Omicron to infect those in the R compartment (those with

14. Andersson and others (2021) and De Gaetano and others (2023) argue that the impend-
ing arrival of effective vaccines may have caused such a relaxation of behavior.
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protection from prior infection or vaccination) with a very low IFR. We
refer to such infections as breakthrough infections.

Having chosen these parameters, we choose the parameters for inherent
transmissibility B, to match the dynamics of the waves of deaths associated
with each of them. As described in the online appendix, these parameters
imply a relative transmissibility across variants indexed by the ratio of
these parameters that is in line with established estimates.

In modeling the transmissibility of Omicron, one must set two
parameters—the constant B, reflecting its inherent transmissibility and a
parameter governing the probability that a vaccinated or recovered indi-
vidual suffers a breakthrough infection. These two parameters combine to
give Omicron a growth advantage over Delta. There is considerable uncer-
tainty regarding the relative importance of these two parameters. We choose
them to match data from South Africa that Omicron had a growth advan-
tage of a factor of three relative to Delta in a population with 85 percent
protected by prior immunity as well as our serology and deaths data in that
first Omicron wave.”* We find that our model’s implications for the first
wave of Omicron deaths are largely invariant to the particular choice of B,
for Omicron. What does vary as this parameter is varied (and the prob-
ability of a breakthrough infection modified to keep the growth advantage
of Omicron over Delta at three times) is the size of the wave of initial
Omicron infections. We have chosen a pair of parameters to match this
growth advantage for Omicron and this wave of infections as indicated in
the serology data.

To model the impact of vaccines, we set the rate at which susceptible
agents are moved from the S compartment directly to the /' compartment
equal to A(f) = 0.0065 starting on January 1, 2021, and zero before that
date. Vaccines are administered at this rate for the first 185 days of 2021.
The rate of vaccination then drops to A(z) = 0.0065/5 until the end of 2022
and then A(?) is set to zero after that. In the model, the 7 compartment is
equivalent to the R compartment and is simply used to count vaccinations
prior to infection.

In our model, agents in compartment V(¢) enjoy full protection from
infection by the Alpha and Delta variants and substantial protection against
death from Omicron in the same way as agents with prior infection (in the
R compartment). Thus, we regard the number of agents in this compartment

15. See, for example, Raquel Viana, Sikhulile Moyo, Daniel G. Amoako, Houriiyah Tegally,
Cathrine Scheepers, Christian L. Althaus, and others, “Rapid Epidemic Expansion of the SARS-
CoV-2 Omicron Variant in Southern Africa,” Nature 603 (2022): 679-86.
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as representing the population that is both vaccinated prior to a first SARS-
CoV-2 infection and that gained protection from that vaccination. To model
that vaccines are not 100 percent effective, we assume that the portion
of those who arrive in the V' compartment is 75 percent of the total vac-
cinated. Thus, when we compare the model implications for V() to the
measures from the serology data on those vaccinated but not infected in
figure 4, we plot V(#)/0.75 as a measure of the total population vaccinated.

We assume that agents flow out of the /" and R compartments back to
the S compartment and thus become susceptible again to severe disease
at a rate corresponding to expected duration of protection against severe
disease of three years. Because Omicron can also infect those in the R
and V' compartments with breakthrough infections (but with a much lower
IFR), our model allows protection against reinfection to wane much faster
than protection against severe disease. It is this second process that largely
accounts in the model for the long tail of COVID-19 deaths that we see
over the past two years. Both estimates for the speed of waning are subject
to considerable uncertainty.

IV. Main Model Results: Four Lessons

We now use the model to conduct counterfactual experiments to explore the
impact of behavior and vaccines on cumulative mortality from COVID-19
in the United States over the past four years. We focus on drawing four
lessons from the model.

IV.A. Lesson 1: Behavior and Vaccines Together

As discussed above, we show our model’s baseline implications for
the dynamics of COVID-19 deaths, infections, and vaccinations in fig-
ures 2 and 4. We show the model’s baseline implications for cumulative
COVID-19 mortality over the four-year period from February 15, 2020
to February 15, 2024 in the first row of table 1 above.

We show the model implications for COVID-19 deaths with the baseline
parameters governing behavior but with no vaccines in figure 5 and in the
second row of table 1. As indicated in the second row of table 1, the model
implies that absent vaccines, the cumulative death toll over the past four
years would have been 1,979,000. That is, our model implies that, given
baseline behavior, vaccines saved 799,000 lives. We take this as the head-
line result of this paper.

We see in figure 5 that most of these additional deaths would have
occurred in 2021. After the first big Omicron wave in early 2022, the model
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Figure 5. Baseline Model Behavior but No Vaccines
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Figure 6. Dynamics of Infections in the Absence of Vaccines
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implications for COVID-19 deaths with and without vaccines are nearly
the same. This is because, in the absence of vaccines, the model implies
that close to 95 percent of the population would have experienced their
first SARS-CoV-2 infection by the end of that first Omicron wave and thus
the level of population protection against severe disease after that point
would have been similar with or without vaccines. This prediction of our
model for the dynamics of infections in the absence of vaccines is shown
in figure 6.

In our model, we assume that vaccination reduced the IFR from first
infection with SARS-CoV-2 in 2021 from 0.005 to 0.0013 (or 25 percent of
the IFR for the naive unvaccinated).' Thus, to understand our counterfactual

16. Recall that we assume that 25 percent of those who receive a vaccine do not end up with
protection, while the other 75 percent gain complete protection until either their immunity wanes
or they suffer a breakthrough infection with Omicron.
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estimate of the COVID-19 death toll in the absence of vaccines, imagine
that this 68 percent of the population had instead been infected without the
protection of vaccines and had, as a result, suffered the full IFR of 0.005
rather than 0.0013. Had this occurred, the counterfactual death toll from
COVID-19 in the absence of vaccines would have been 847,000 higher
than the baseline with vaccines.!” Our full model delivers a slightly lower
estimate of lives saved due to the arrival of Omicron in late 2021, which
had a lower IFR than prior variants, and the assumption that the protection
against severe disease offered by vaccines (and prior infection) wanes over
time. But one can clearly see from this calculation the simple logic under-
lying our estimate of the impact of behavior and vaccines on cumulative
mortality from COVID-19 in the United States.

These blood serology data highlight how important the interaction of
behavior change and vaccine development and deployment were in saving
lives. Had SARS-CoV-2 swept through the US population in an unmitigated
epidemic, it is likely that the overwhelming majority of the US population
would have been infected by early fall of 2020, leaving much less room for
people to benefit from being vaccinated prior to their first infection.

We illustrate this point by simulating the model with the behavioral
parameter k(7) = 0. As shown in figure 7, in this simulation, the vast majority
of the US population gets infected by the late summer of 2020."® We report
the implied cumulative death toll in the third row of table 1. Here we see an
extraordinary model-implied death toll, consistent with an IFR of 1 percent
applied to nearly the entire US population in 2020 together with subsequent
deaths in later years due to waning immunity.

Clearly, any estimate of lives saved depends on the assumed counter-
factual. What impact should this have on our thinking about the next pan-
demic? From an ex ante perspective as of March 2020, the premises on
which our ex post estimation is based would have been hard to predict.
Was it going to be possible to delay transmission for the time required to
develop and deliver effective vaccines? If vaccines had taken much longer
to arrive or had offered less protection against severe disease, would the
whole exercise of slowing transmission have been a wasted effort?

17. The calculation is 0.68 x 0.75 x 0.005 x 332,000,000 where the last term is the US
population.

18. Our results for the cumulative mortality of an unmitigated epidemic during 2020 are
worse than those in Ferguson and others (2020) in part because our estimate of the basic repro-
duction number of the original variant is higher (we assume 3 while they assumed 2.5) and thus
an unmitigated epidemic infects more of the population and in part because our estimated IFR at
the start of the epidemic is slightly higher (1 percent versus 0.9 percent).
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Figure 7. Model with No Behavioral Response
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Based on these simulations comparing the death toll with baseline behav-
ior and no vaccines to that with no mitigating behavior, we argue, in short,
no—as such, mitigation efforts would have still helped to reduce strain on a
severely overburdened health care system and bought critical time to learn
how to better care for patients with severe disease even in the absence of
vaccines. Such considerations are important to bear in mind when consid-
ering which behavioral interventions should be adopted. Without behav-
ioral responses to the epidemic, an unmitigated epidemic would have been
much more severe than even our counterfactual with behavior but without
vaccines.

IV.B. Lesson 2: Strength and Duration of the Behavioral Response
Was a Surprise

We argue now that the success in slowing the spread of COVID-19
during 2020 and 2021 evident in the serology data came as a surprise rela-
tive to both historical experience with pandemic influenza and model-based
estimates of the impact of mitigation measures on transmission based on
that historical evidence.

In many ways, pandemic influenza was the closest historical and epi-
demiological parallel to the COVID-19 epidemic. Both diseases are fast-
moving respiratory diseases with potentially high IFRs. The case of the
1918-1919 “Spanish Flu” epidemic was viewed as particularly relevant,
but the epidemics of 1957, 1968, and 2009 also served as examples.

The risk of a new pandemic influenza has been viewed as a substantial
threat for a long time. See, for example, the disease and economic scenar-
i0s laid out by the President’s Council of Economic Advisers in September
2019 (CEA 2019), which foresaw the potential for hundreds of thousands
of deaths and trillions of dollars of economic disruption from a pandemic
influenza.

In response to this threat from pandemic influenza, epidemiologists have
invested considerable effort into studying historical experiences and model-
ing the impact of various mitigation options on influenza transmission."

19. For examples of studies of transmission during the 1918-1919 pandemic influenza, see
Mills, Robins, and Lipsitch (2004), Fraser and others (2011), and Eggo, Cauchemez, and Fer-
guson (2011). For studies of the impact of mitigation on transmission during the 1918-1919
pandemic influenza, see, for example, Bootsma and Ferguson (2007), Hatchett, Mecher, and
Lipsitch (2007), Correia, Luck, and Verner (2022), and Velde (2022).
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Of particular interest in this regard is figure 1 in Hollingsworth and others
(2011), which shows the duration (in weeks) and effectiveness (in terms
of percentage reduction in transmission rates) of historical interventions to
slow the spread of the 1918-1919 influenza and SARS-CoV-1. That figure
estimates that interventions in the 1918—-1919 influenza pandemic reduced
transmission rates by less than 50 percent in all cases and much less than
that amount in many cases. Moreover, these interventions were sustained
for less than fifteen weeks. As shown in that figure, mitigation efforts for
SARS-CoV-1 were estimated to be much more effective, but these were also
sustained for less than fifteen weeks. In comparison, with COVID-19, we
see from the serology data that efforts to slow disease spread substantially
had an impact for many months through late 2021.

Prominent studies of the possibilities for using public health interven-
tions to contain a new influenza strain at its source include Longini and
others (2005) and Ferguson and others (2005). Prominent modeling studies
of the use of broader public health measures, including school closures and
social distancing, to slow the spread of a pandemic influenza that broke
through efforts to contain it at the source include Ferguson and others
(2006) and Germann and others (2006). Universally, these studies predict
short periods of very rapid spread of disease even in the modeled presence
of intense public health efforts to slow disease spread so that available flu
vaccines can be administered.

Particularly telling in this regard is the caption of figure 4 in Ferguson
and others (2006, 451) that notes, regarding the timing of administration
of vaccines, these vaccines would have “almost no effect” if started after
120 days after the first worldwide case.? This conclusion is clearly too
pessimistic about the possibility of controlling the spread of a respiratory
pathogen through behavioral mitigation, as COVID-19 vaccines still had
a major benefit despite arriving more than a year after the first worldwide
case. The COVID-19 pandemic fundamentally changed our conception of
what is possible with respect to behavioral mitigation.

This contrast between the anticipated and observed impact of behavioral
change on slowing the transmission of COVID-19 is even more remark-
able given that the original strain of SARS-CoV-2 was more contagious
than a pandemic influenza strain was expected to be, had the ability to
spread prior to the onset (or in the absence) of symptoms, and ultimately

20. See also figure 2 in Germann and others (2006).
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generated new variants with substantially increased transmissibility. The
cards were stacked against us, even relative to the modeled scenarios for
pandemic influenza that served as our basis for our earliest understanding
of SARS-CoV-2.2

To see this point, consider the scenarios for pandemic influenza expected
by modelers as laid out in Meltzer and others (2015). Table 1 in that paper
lays out the range of scenarios for transmissibility and clinical severity of
potential new pandemic influenzas typically considered, and figure 1 in that
paper places historical pandemics in this space of transmissibility and
clinical severity. The original strain of SARS-CoV-2 had higher trans-
missibility than the worst-case scenario and was near to the worst-case
scenario in terms of its clinical severity.

The fact that SARS-CoV-2 could be transmitted prior to showing symp-
toms made epidemiologists (including ourselves) pessimistic that its spread
could be effectively controlled. As described in Fraser and others (2004,
6146), “the success of . . . control measures is determined as much by
the proportion of transmission occurring prior to the onset of overt clinical
symptoms (or via asymptomatic infection) as the inherent transmissibility
of the etiological agent (measured by the reproductive number R,).” Like-
wise, early in the COVID-19 epidemic, Hellewell and others (2020) pointed
to the pre- and asymptomatic transmission of COVID-19 as a reason to be
pessimistic about our ability to contain its spread.

These features of COVID-19, together with the hazy prospects as of
March 2020 for developing an effective vaccine in time to be useful, meant
that despite all the planning for a pandemic influenza the set of actionable
targeted mitigation policies available to slow the spread of COVID-19 in a
cost-effective manner was very small. In fact, in an early and highly cited
article from March 9, 2020, giving broad outlines of options for mitigating
the coming pandemic, Anderson and others (2020, 934, emphasis added)
remarked that “it is easy to suggest a 60 percent reduction in transmission
will do it or quarantining within 1 day from symptom onset will control
transmission, but it is unclear what communication strategies or social dis-
tancing actions individuals and governments must put in place to achieve
these desired outcomes.”

We argue that one of the main lessons of our experience with COVID-19
is there are far greater possibilities for slowing transmission of a deadly
respiratory virus than previously thought. Given that new knowledge, we

21. See, for example, Davies and others (2020).
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should work urgently to determine how to achieve similar behavioral miti-
gation in the next pandemic but at far lower cost.

IV.C. Lesson 3: Behavior and State-Level Outcomes

There has been great interest in comparing the impact of COVID-19
across states of the United States in the press and in some academic work.?
Certainly the outcomes for cumulative mortality for COVID-19 vary widely
across the states of the United States. What accounts for these differ-
ences? We address this question in greater detail in section B of our online
appendix.

Here we make the argument that, relative to the historical and modeling
benchmarks for pandemic influenza discussed above, residents of all fifty
states made surprisingly strong and lasting efforts to slow the spread of
SARS-CoV-2 so that vaccines came in time to save a considerable number
of lives.

To illustrate this point, in online appendix figure B.6, taken from
Chitwood and others (2022), we show the dynamics of the effective repro-
duction number for SARS-CoV-2 for each of the fifty states of the United
States. In this figure, we observe that behavior in all fifty states changed
rapidly and dramatically so as to drive the effective reproduction number
of COVID-19 in the state down to one very early on in the epidemic. More-
over, this behavior was sufficiently sustained to keep this effective repro-
duction number close to one throughout 2020. Atkeson, Kopecky, and
Zha (2024) find similar results for both US states and many countries.

As we have discussed above, if the effective reproduction number of a
disease remains close to one, then the growth rate of current infections is
close to zero. Equivalently, the growth rate of cumulative infections and
deaths is then roughly constant. This is precisely the dynamics we observe
in cumulative COVID-19 mortality at the state level.

To illustrate this point, in online appendix figure B.7, we show the
dynamics of cumulative COVID-19 deaths as an age-adjusted death rate per
100,000 of the population for selected states. In the left panel of this figure,
we show the dynamics of cumulative COVID-19 deaths for California,
Florida, New York (excluding New York City), and Texas. We see that
New York State had a very rapid growth of cumulative deaths in the initial
phase of the pandemic and then settled into a lower growth rate. Texas had

22. See, for example, Barro (2022), Bollyky and others (2023), and Kerpen, Moore, and
Mulligan (2022).
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a high growth rate of cumulative deaths throughout the first two years of
the pandemic. Given the rhetoric surrounding this topic, we find it striking
how similar the age-adjusted outcomes for COVID-19 deaths have been
for California and Florida over the past four years.

In the right panel of online appendix figure B.7, we show the dynamics of
cumulative COVID-19 deaths as an age-adjusted death rate per 100,000 of
the population for New York City and seven other states representing
extreme high and low mortality outcomes across states. With the exception
of New York City, we see largely linear growth in cumulative deaths over
the first two years of the COVID-19 epidemic for all of these locations. As
evident in the figure, New York City suffered exceptionally rapid initial
growth of cumulative COVID-19 deaths in the first wave of the epidemic,
likely due to the surprise introduction of a large number of hidden cases
from Europe in early 2020.

For further evidence of this commonality of responses across US states,
in online appendix figure B.8, we show estimates from the Commercial Lab
and Blood Donor serology surveys of cumulative infections and combined
seroprevalence for the fifty states of the United States. While these surveys
show considerable variation in the estimated percentage infected across
states, we see in this figure that all of the states followed similar dynamics
of slow growth in infections in the first two years of the pandemic and rapid
deployment of vaccines in the first half of 2021.% We discuss these state-
level serology data in greater detail in online appendix section B.

Based on this evidence, we argue that the most important feature of
the outcomes across US states (and even countries around the world) is
how much they have in common relative to outcomes that were expected
given prior epidemiological modeling of and past experiences with pan-
demic influenza. To a large extent, residents of every state in the United
States outside of New York City reacted very strongly to COVID-19 very
early on and took significant actions to slow its spread all through 2020 and
2021. We regard the observation that this could be done and done nearly
universally across different states of the United States, as a great surprise.

To expand further on this point, observe that the model-based forecast
in Ferguson and others (2020) for peak deaths with unmitigated spread
of COVID-19 was over sixteen deaths per day per 100,000 population
(implying over 50,000 deaths per day in the United States as a whole) with

23. Chitwood and others (2022) argue that the serology data underestimate the true portion
of the population ever infected for a variety of reasons. This paper presents alternative estimates
of the state-level portion of the population infected through 2020 in its figure 7.
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75 percent of the population being infected by late summer of 2020. This
forecast was not out of line with what was experienced in locations that
did little to mitigate the spread of SARS-CoV-2. For example, we note
that seroprevalence studies in Manaus, Brazil indicated an attack rate of
75 percent in the first wave of the pandemic (Buss and others 2021). We
see nothing like this rapid spread of COVID-19 in the serology data across
US states.

In March and April 2020, New York City experienced the worst wave of
COVID-19 cases and mortality of anywhere in the United States over the
past four years. Its peak weekly mortality rate was sixty per 100,000 popu-
lation (less than ten per 100,000 per day)—in the range of one-half that
predicted in Ferguson and others (2020) for peak deaths with unmitigated
spread. Seroprevalence estimates for New York City indicate up to 20 per-
cent of that population of 8 million people was infected in the first wave in
the spring of 2020 (Stadlbauer and others 2021).

We illustrate the extent to which the first wave of COVID-19 deaths in
New York City was an outlier in online appendix figure B.9. In that figure,
we show the dynamics of weekly COVID-19 deaths for the fifty states at
an age-adjusted rate per 100,000 of population. As is clear from the figure,
the first wave of COVID-19 deaths in New York City was much larger than
any other wave experienced in any state in the United States. That is, the
response to flatten the curve and dramatically slow the transmission of
COVID-19 was universal across the fifty states of the United States.

We now turn to our fourth lesson regarding the prospects for a similar
behavioral response next time.

IV.D. Lesson 4: Unclear If Behavior Will Be the Same Next Time

From our perspective, the success of this sustained and fairly uniform
behavioral response to slow transmission for this length of time to allow
for the deployment of vaccines and improved medical care is perhaps the
biggest surprise of the COVID-19 pandemic. Clearly, a strategy of slowing
transmission for eight to fifteen months as needed to develop and deliver
an effective vaccine is based on the premise that people can be persuaded
to go along with that plan. To an extent that seems well outside historical
experience with pandemic influenza and predictions based on that his-
torical experience, Americans did go along with that plan, with or without
mandates from state governments.

Many economists, one of us included, have argued ex post that this pat-
tern of adjusting behavior to keep the growth rate of new infections and
deaths relatively close to zero, observed nearly universally in the United
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States and across many countries, is precisely the response that economic
theory would predict.*

But this argument then raises the puzzle of why did we not see a quan-
titatively similar response to pandemic influenzas, in particular the 1918
Spanish Flu? And comparison of these different outcomes for pandemic
influenza and COVID-19 raises the question of which behavioral response
should we expect to see in the next pandemic? Will it be a short, sharp
wave as for COVID-19 in New York City in March and April 2020 and in
most cities for which we have data from 1918? Or will it be a long, drawn-
out affair as for COVID-19 in the rest of the United States? The answer to
this question will have a big impact on the range of mitigation strategies
available in the face of the next pandemic and is a great challenge in epide-
miological modeling (Funk and others 2015).

The world has already experienced an outbreak of another emerging
pathogen. Starting in May 2022, mpox, formerly known as monkeypox,
began to spread rapidly primarily through sexual contact between men,
with this spread being particularly alarming since it showed up in a large
number of countries in a short period of time. Mpox is an example of a
known pathogen endemic to a relatively small area (in West Africa) sud-
denly spreading rapidly well outside that region.

Simple examination of the exponential growth of cases in the United
States between May and August 2022 indicated that this disease had the
potential to spread quite broadly, at least within a subset of the US popula-
tion. Instead, the number of cases began to die out rapidly in late August,
and new cases in the United States have been held at a low level throughout
2023. What explains this path of this epidemic? It appears that through
a combination of a sustained change in private sexual behavior and the
targeted application of vaccines, it was possible to dramatically reduce the
number of cumulative cases relative to what would be predicted for an
unmitigated epidemic. In other words, the behavioral response to mpox
appears to be a remarkable success.

Zhang and others (2024) quantify the impact of behavior and vaccines
on the spread of mpox with an epidemiological model using data on the
mpox outbreak in the United Kingdom, which exhibited an epidemic
curve similar to that in the United States. These authors argue that changes

24. See Atkeson (2021b, 2023a) and Atkeson, Kopecky, and Zha (2024). See Gans (2022)
for a broader survey of the economics papers on this topic.
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in behavior and vaccination together played an important role in shaping
this epidemic.

We find it interesting to note, however, that their accounting of the impact
of behavior and vaccines on the trajectory of this epidemic is quite different
from our accounting of the impact of these factors on the trajectory of the
COVID-19 epidemic. In particular, they find that the response of behavior
(in terms of men reducing the number of their sexual partners) was strong
and persistent enough to drive the effective reproduction number of mpox
below one on a sufficiently sustained basis to drive the number of new
cases to a very low level. This never happened with COVID-19. They then
estimate that the use of pre-exposure vaccines for susceptible men limited
the threat of resurgence.

The estimated combined impact of these interventions was then very
substantial in limiting the size of the outbreak: the United Kingdom had
3,250 observed cases over the study period relative to an estimated final
size of an uncontrolled epidemic of 169,400 cases. We see these estimates,
together with the discussion in Daskalakis, Romanik, and Jha (2024), as
driving home the message that targeted interventions in combination with
vaccination can have a powerful impact on outcomes of an epidemic.

Another factor to consider going forward is the extent to which our
experience with COVID-19 will shape reactions to new epidemics going
forward for decades to come. Will the public be more skeptical of public
health warnings about new pathogens? Or will our collective experience
with significant mortality from an infectious disease outbreak lead us to
take future threats more seriously? Addressing such questions seems of
first-order importance for research going forward.

V. What Is Needed to Make Mitigation Less Painful Next Time?

The behavioral mitigation measures undertaken during the COVID-19 pan-
demic helped to save many thousands of lives, but they came at a high
social and economic cost. Uncertainty about key features of COVID-19
and about the human behaviors that had an impact on its spread forced
us to take stronger, more widespread, and longer-lasting behavioral miti-
gation measures than might have been necessary in a more information-
rich setting. Likewise, individuals largely lacked the tools they needed
to make informed assessments about their risk of becoming infected or
transmitting disease. For example, widespread and cheaply available
diagnostic tests—along with clear guidance on how to report and interpret
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them—could have helped alleviate the need for general physical distancing
measures like school and workplace closures that lasted for many months
into the pandemic.”

The next pandemic may look very different from COVID-19, but it
will nevertheless be critical to find ways to rapidly reduce our uncertainty
about the pathogen’s characteristics and the human behaviors that underlie
its spread, and likewise to rapidly develop and deploy the tools that will
empower individuals to make informed behavioral choices. This will require
developing off-the-shelf research protocols for learning about transmission
routes, the natural history of infection, and the dynamics of immunity for an
emerging pathogen soon after it is first detected. In the meantime, we must
also invest in ongoing data collection efforts to provide baseline measure-
ments against which data on an emerging infectious disease can be mean-
ingfully compared. A detailed discussion of the steps needed to effectively
prepare for the next pandemic is provided by Lipsitch and others (2023).
Here, we outline a few key considerations.

V.A. Assessing Transmission Routes

When an emerging outbreak is detected, a critical first task is to deter-
mine the pathogen’s routes of transmission. Beyond the most basic infor-
mation on transmission route (e.g., sexual versus vector-borne versus
respiratory, and [if respiratory] droplet versus aerosol versus fomite), it
is also important to identify the venues and behaviors that are most con-
ducive to spread. For example, it became evident early in the COVID-19
pandemic that outdoor transmission was far less common than indoor
transmission (Bulfone and others 2021) and that singing was a particularly
high-risk activity (Hamner and others 2020). Preapproved study designs,
backed with funding for rapid deployment, would help to more rapidly
clarify how and where the bulk of transmission occurs in the event of an
emerging outbreak.

To place these studies in the proper context, we also require detailed
studies on interpersonal contact patterns, both at baseline and as they
evolve over the course of an outbreak, much like the CoMix study did in
the context of COVID-19 (Gimma and others 2022). Such studies recruit
representative cohorts and ask questions about their behaviors (e.g., con-
versational or sexual contacts) that may be relevant to the spread of disease.
Mobility data—gathered, for example, using mobile phones—can also be
useful (Buckee and others 2020), though such data must be interpreted with

25. See, for example, the discussion in Atkeson and others (2020).
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care since the owners of mobile devices or the users of a given app may not
be representative of the broader population (Wesolowski and others 2016).
Data access and privacy issues should also be proactively addressed well
in advance of a public health crisis.

Detailed contact tracing data can be useful for determining the level
of risk associated with various types of contact. For respiratory infec-
tions, household transmission studies like the Office for National Statistics
(ONS) Coronavirus (COVID-19) Infection Survey in the United Kingdom
(Pouwels and others 2021) can be helpful for assessing the level of risk
associated with close contact. For sexually transmitted infections, partner-
ship surveys can serve the same purpose.’® The value of such studies can
be greatly enhanced by collecting pathogen genomic information, allowing
researchers to distinguish direct within-household (or within-partnership)
transmission from new introductions from the community.

The production and distribution of nonpharmaceutical interventions
(NPIs) should be rapidly scaled up in the event of an emerging outbreak. In
the early stages of an outbreak, plausible effectiveness should be enough
to justify the use of sufficiently low-impact NPIs—for example, plausible
effectiveness would justify the widespread use of masks against the early
spread of SARS-CoV-2 or condoms to prevent transmission of mpox, even
in the absence of direct studies assessing the efficacy of those interventions
for those specific pathogens. In tandem, the effectiveness of these NPIs
should be continuously monitored so that their use can be founded on more
direct, pathogen-specific evidence or, if no effectiveness is found, their use
can be phased out.

V.B. Describing the Course of Infection

Once infection occurs, it is critical to understand the risk of various
health outcomes. Key statistics like the IFR are subject to bias that can
affect early estimates in both directions: early in an epidemic, the most
severe cases are the ones that are most likely to be detected, thus skewing
the IFR upward; yet, if the epidemic is spreading rapidly, a simple divi-
sion of mortality by cumulative prevalence can skew the IFR downward,
since recently infected individuals have not yet had time for their cases
to worsen. This underscores the need for principled studies to track the
range, timing, and probability of potential health outcomes in an emerging
epidemic. An understanding of the IFR and related risks of various health
outcomes helps to set the appropriate level of behavioral response.

26. For example, Ueda and others (2020).
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Similarly, it is important to rapidly assess how a person’s infectiousness
varies over time. Again, household or partnership studies can be helpful,
especially when coupled with frequent, quantitative diagnostic testing (e.g.,
RT-qPCR tests to assess pathogen load) and detailed symptom reporting.
A critical piece of information to gather early in an epidemic is how the
timing of symptoms relates to infectiousness, as this relationship plays a
major role in determining how difficult it is to ultimately control a patho-
gen’s spread (Fraser and others 2004). If infectiousness precedes symptoms,
the need to develop and deploy rapid diagnostic tests becomes paramount.

V.C. Tracking Incidence and Immunity

Public health response in the United States is largely coordinated at
the state level, which poses major challenges for data sharing and stan-
dardization. The need for improved data collection, standardization, and
dissemination is a major focus area of the new Center for Forecasting and
Outbreak Analytics (CFA) based at the CDC. The CFA has taken many
cues from the National Weather Service (George and others 2019), and
indeed a digital infrastructure for providing information on current epi-
demiological conditions and a near-term forecast would go a long way
toward informing more targeted behavioral responses in the event of
another public health crisis.

Alongside information on disease incidence, well-designed serological
studies can be invaluable both for reconstructing what has happened after
an outbreak ends (as we have tried to do in this report) and for informing on
the dynamics of immunity. It is important to conduct ongoing serological
studies so that proper baselines can be set, especially because serological
tests can cross-react.”” Serological studies can inform on the duration of
immunity to infection, thus helping individuals to calibrate their behavior
to better match their risk of infection.

VI. Conclusion

The behavioral response to COVID-19 in 2020-2022 was highly—and
unexpectedly—effective in reducing cumulative COVID-19-related mor-
tality in the United States. We estimate that the combination of behavior-
ally driven transmission reduction and vaccination resulted in roughly
800,000 lives saved during that time period, in line with other estimates.

27. For example, serological tests for SARS-CoV-1 can turn positive based on exposure to
a related common coronavirus; see Patrick and others (2006).
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Critically, we see that both of these factors—a strong behavioral response
and the relatively fast development of an effective vaccine—were needed to
yield a substantial reduction in mortality. Had a vaccine not been developed
or had behavior not changed, we anticipate that much of the US population
would have received their first immunological exposure to SARS-CoV-2
from infection rather than vaccination, and thus the total mortality from the
pandemic would have been much higher.

We had three main goals in writing this report: (1) we sought to pro-
vide an evidence-based estimate of the value of behavior change during
the COVID-19 pandemic in terms of reduced mortality; (2) we sought to
describe a straightforward modeling framework that can be adapted to
assess counterfactual scenarios for COVID-19 and for infectious diseases
more generally; and (3) we sought to discuss the lessons of the COVID-19
pandemic from three hypothetical perspectives: the ex ante perspective of
a public health planner in March 2020, with knowledge of basic parameters
of the virus but no certainty about its future evolution; the ex post perspec-
tive, where we are today, performing an assessment of how we actually
performed given our knowledge of how the pandemic actually unfolded;
and the perspective of future public health planners, who will be respon-
sible for responding to new, possibly very different, emerging infectious
diseases. We now discuss each of these goals in turn.

There are many ways to estimate lives saved during the COVID-19 pan-
demic, some relying on sophisticated models of transmission and immuno-
logical dynamics. We pursue a simpler tack, estimating the total mortality
in the scenarios with no behavioral change prior to rollout of a vaccine in
January 2021 and with behavior change but no vaccine. Based on serology
data, we estimate that less than 20 percent of the US population—and a
substantially smaller fraction of individuals over age 65—had been infected
with SARS-CoV-2 before the introduction of vaccines. Yet other areas of the
world that experienced an impact early on, before an effective behavioral
response could be mounted, saw estimated attack rates of up to 75 percent
within a short few months, which also aligns with epidemiological models
for an unmitigated epidemic with transmissibility similar to the ancestral
strains of SARS-CoV-2. As such, we can attribute a mortality reduction in
the roughly 55 percent of the population who were able to be vaccinated
prior to their first infection to the transmission-reducing behavioral response.
Had a successful vaccine not been developed, however, it is unclear whether
behavioral response would have had a substantial impact on cumulative
mortality through the present day, since immune evasion and increasingly
contagious variants of the virus have rendered herd immunity moot.
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By introducing a modeling framework, we were able to compare more
nuanced counterfactual scenarios and to better separate the impact of
behavior from that of vaccination. The framework we discuss here is com-
pletely standard, perhaps with the exception of the form of the behavior
term, which reduces the transmissibility parameter [3, proportionally to an
exponentially decaying function of a parameter k; that captures the strength
of the behavioral response relative to some disease metric (e.g., total infec-
tions or the rate of increase in mortality). It is possible to compare many
counterfactual scenarios using this framework, but the main takeaway is
that behavioral transmission reduction and vaccination have a powerful
positive synergy, where the timing of both is paramount—that is, early
behavior change, coupled with the rapid development of an effective vac-
cine, can pay dividends in reduced mortality.

The ex ante perspective of the public health planner in March 2020 is
one lacking in many critical details about the pandemic’s ultimate course,
and yet it is perhaps the most informative perspective to consider when
assessing the best course of action in future pandemics. Early modeling
work during the COVID-19 pandemic, including our own, anticipated that
SARS-CoV-2 would become endemic (Kissler and others 2020; Shaman
and Galanti 2020; Murray and Piot 2021) but failed to anticipate both the
ratcheting transmissibility of the virus with successive variants and the rel-
atively swift development of an effective vaccine. The ex post perspective
is useful for determining what we might have done differently, but this has
limited application for future pandemics.

Instead, rather than thinking about what we should have done differently
in hindsight from a management perspective and doing that going forward,
we should instead ask what types of information we would have wanted
during the early days of the pandemic to make more informed, ex post—like
decisions and determine how best to put mechanisms in place now to col-
lect that data. For example, key elements of the natural history of infec-
tion and the route of infection—such as the frequency of asymptomatic
infections, the role of presymptomatic transmission, and the importance
of aerosols in transmission—were unclear for far longer than they should
have been.

Developing protocols for rapidly identifying cases, charting their course,
and determining likely routes of transmission through prospective house-
hold and contact surveys, like the ONS Coronavirus Infection Survey in
the United Kingdom (Pouwels and others 2021) and the European CoMix
Survey (Gimma and others 2022), are critical for future pandemics. Like-
wise, it is clear that behavior can change spontaneously in response to a
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perceived infectious threat. It is less important to have an exact model for
how behavior changes in response to threat than it is to have a robust frame-
work for measuring the relevant changes in behavior when they actually
happen. This will require a robust survey-taking machinery to be rapidly
deployed in the event of an emerging pathogen. Such work may be aug-
mented by the development of secure contact tracing technologies, like
the ones developed for contact notification during the COVID-19 pan-
demic. Regardless, we must avoid the trap of “fighting the last pandemic,”
recognizing that while another coronavirus pandemic could occur within
our lifetimes, there are many other threats that should be carefully thought
through and incorporated into the data-collecting mechanisms discussed
here. That said, the experience with mpox, and the fact that behavioral
mitigation measures during the COVID-19 pandemic strongly suppressed
the spread of various other pathogens (Koutsakos and others 2021), sug-
gests that behavioral mitigation can be an important tool for addressing a
wide range of infectious disease threats.

Our findings are limited by a substantial degree of uncertainty in the
actual number of infections that occurred during the pandemic and a lack
of reliable data capturing the dynamics of behavioral change during the
pandemic. Regarding the lack of behavioral data, it is unclear even what
an ideal data set would look like, given that we do not have a solid grasp
on what types of interactions are necessary and sufficient for the trans-
mission of a respiratory pathogen.?® Conversational encounters are often
used as a proxy, but the precise dynamics of interpersonal transmission in
real settings remain poorly understood. The models we use are intention-
ally simplified and so gloss over much important variation in baseline
risk factors, population structure, and viral attributes that can, and do,
have a major impact on transmission patterns. Our goal here is to provide
a scaffold to guide thinking about behavior-modulated disease trans-
mission, rather than to faithfully recapitulate the dynamics of a particular
outbreak—though we note that, under reasonable assumptions, a fairly
faithful recapitulation of those dynamics is possible with a model like the
one presented here.
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28. See, for example, Ferretti and others (2023).
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Comments and Discussion

COMMENT BY

THOMAS PHILIPPON Atkeson and Kissler provide an important
analysis of how vaccines and behavioral changes saved lives during the
COVID-19 epidemic. They estimate that the vaccines and associated behav-
ioral responses saved 800,000 lives compared to a counterfactual with no
vaccine.

This is a large effect. The lives saved represent approximately 0.25 percent
of the US population. As a comparison, the HIN1 epidemic of 1918-1919
killed about 0.65 percent of the US population.

A key result of the paper is that there is a strong complementarity between
vaccines and behavioral responses. Without any change in behavior, the
death toll would have been close to 1 percent of the population, in large
part because many people would have become infected before vaccines
became available. By contrast, Atkeson and Kissler estimate that roughly
two-thirds of the population got vaccinated before their first infection and
that vaccines were very efficient, lowering fatality by a factor of five at the
peak of the epidemic in 2021.

THE ROLE OF VACCINES Atkeson and Kissler use granular data to docu-
ment some key facts and develop a structural epidemiological model to
interpret the facts and compute counterfactuals.

Their data come from three sources: serology data to keep track of
immunity following infections and vaccinations; deaths associated with
COVID-19 over time and across regions; and data linking vaccines and
mortality from thirty US states.

The first key estimate is vaccines saved about 800,000 lives, as can be
seen from the difference between the first and second lines of table 1 in the
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paper. It contains the estimates from the structural model, but a simple
back-of-the-envelope calculation is also possible. The serology data sug-
gest that essentially everyone has been infected at least once by now, but
that 68 percent of the population received a vaccine before their first infec-
tion. The US population in 2020 was around 330 million, and the authors
estimate that 1.2 million people have died from COVID-19.

The infection fatality rate (IFR) changes a lot over time for a variety of
reasons: new variants, better treatments, vaccines, and so on. In 2020, the
virus infected 11.5 percent of the population and killed 390,000 people,
which implies an IFR around 1 percent. In 2021, the IFR decreased to
0.66 percent. After 2021, it was around 0.2 percent. Vaccines reduced the
IFR by a factor of more than five during 2021 but much less afterward.

Atkeson and Kissler capture these changes in several ways. In the pre-
Omicron period, they assume that the IFR falls over time, starting from a
high value of 1 percent in early 2020 and eventually decreasing to 0.5 per-
cent, as indicated by the serology data. When the first wave of Omicron
arrives with its large increase in infections but a smaller increase in deaths,
the implied IFR decreases further to 0.15 percent.!

In the authors’ baseline calibration, the average IFR over the sample
period is then 0.5 percent for the “naive unvaccinated” and 0.13 percent for
vaccinated people. A rough estimate of lives saved is then the difference in
IFR applied to the population that was vaccinated before the first infection:
(0.5% — 0.13%) x 0.68 x 330 million = 830,000. This is in the ballpark of
the more precise estimate from the structural model.

THE “SURPRISINGLY” LARGE IMPACT OF BEHAVIORAL CHANGES The second
key takeaway from the serology survey data is that mitigation played a
crucial role during 2020. By January 2021, less than 20 percent of the
population had been infected. By contrast, model simulations predict that
essentially the entire population would have been infected without a behav-
ioral response. Together with the 1 percent IFR discussed earlier, this would
have led to more than 3 million deaths.

The large role of behavioral changes provides a strong motivation for the
development of the structural model. The structural model allows Atkeson
and Kissler to study counterfactual experiments that would otherwise be
unknowable.

The model is quite advanced and granular. It features waning immu-
nity and takes into account the appearance of variants (Alpha, Delta, and

1. The 0.15 percent applies to susceptible agents (S). The authors also allow break-
through infections from Omicron (in the R population) but with a very low IFR.
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Omicron). A standard susceptible-infectious-recovered (SIR) model splits
the population into three groups: susceptible, infectious, and resistant. The
authors add two more groups: exposed but not yet infectious (E) and hos-
pitalized (H). They also account for people who are vaccinated prior to
their first infection. The E and I groups are indexed by the variant of the
virus, and the R group is subject to (rare) breakthrough infections from
the Omicron variant.

With this model Atkeson and Kissler obtain reliable estimates of the
likely death rates under alternative scenarios. They then argue convinc-
ingly that the behavioral response was much stronger and longer lasting
than in previous epidemics.

Should we then call it a surprise? I suppose it all depends on the rel-
evant information set. A surprise is, by definition, the difference between
an outcome and its expectation based on the prior information set. If we
take as our information set the average strength and duration of behavioral
responses in previous epidemics, as illustrated by the surveys published
before the pandemic, then we must agree with the authors.

I would argue, however, that one should include both the existence of
the internet and of the welfare state in our information set. Jones, Philippon,
and Venkateswaran (2021) show that the possibility to work and shop
remotely had a large impact on COVID-19 mitigation and saved approxi-
mately 200,000 lives. These options did not exist in the past, but they were
(at least partly) predictable.

Similarly, the 1918 influenza occurred before the expansion of the
welfare state. For many households, not working to slow down the spread
of the virus would have meant extreme hardship. The $5 trillion fiscal
response (Romer 2021) would have been simply unimaginable at the time.
The social insurance and public health components of the fiscal response
to COVID-19 afforded households the possibility to reduce in-person labor
supply, even though the rest of the spending was arguably superfluous
(Romer 2021).

PREPARING AGAINST FUTURE CRISES Atkeson and Kissler argue that, to pre-
pare for the next epidemic, we must improve data collection and analytics.
We must determine the pathogen’s transmission routes and keep track of
incidence and immunity.

I fully agree with these points, but I would add several nonpharmaceutical
interventions to the list. A striking feature of the COVID-19 epidemic is its
unequal impact across groups and locations. As is well known, the virus
was ten times more dangerous for old people than for young people. Simi-
larly, Jones, Philippon, and Venkateswaran (2021) show that the risk of
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infection varied by a factor of five across occupations. Finally, we see from
the current paper that outcomes also differed by a factor of five across
states: in terms of fatality rates, New Hampshire and Vermont look like
Denmark, while Arizona and Mississippi look like Russia.

These large differences across demographic groups, occupations, and
locations imply that we can reduce the severity of future pandemics with
targeted interventions. An obvious one is to improve options for remote
work and schooling, starting with universally available broadband internet.
While some tasks cannot be done remotely, the large differences in exposures
across occupations suggest that significant improvements are possible.
Similarly, regarding schooling, while we know that in-person teaching is
preferable, it seems likely that some form of remote learning will be needed
in future crises, and it is therefore important to ensure equal access to com-
puters and reliable internet connections for all students.

Differences across locations are harder to interpret since they reflect
differences in preferences as well as governance choices for given prefer-
ences. The scale of differences in fatality rates, however, suggests that dif-
ferences in preferences are unlikely to account for all the variation that we
observe across states. Learning and emulating best practices can therefore
improve the policy trade-off between mitigation, individual freedoms, and
economic damages.
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COMMENT BY

COADY WING The COVID-19 pandemic upended life in the United
States. People changed their behaviors to mitigate the risk of infection and
mortality. Governments imposed new regulations designed to encourage
further reductions in the transmission of the virus and to promote vaccine
take-up once the vaccine became available. By now, there is a large body
of literature in social and health sciences that documents these behavioral
responses and tries to evaluate the intended and unintended consequences
of various policy initiatives (Gupta and others 2021b; Autor and others
2022; Chetty, Friedman, and Stepner 2024).
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In their paper, Atkeson and Kissler evaluate the high-level effect of the
pandemic response on the level and time series dynamics of COVID-19
mortality. They use a structural epidemiological model to decompose the
way that mortality is determined by transmission-related behaviors, vac-
cine take-up, and shifts in transmissibility and virulence of the virus. This
is a compartmental model in which a population of susceptible people tran-
sitions through a collection of health states. Transitions are governed by
model parameters that define—at each point in time—the viral transmis-
sion rate, the duration of infectiousness, the take-up and effectiveness of
the vaccine, and the infection fatality rate. The parameters of the model
are not estimated from the data. In some cases, the authors draw on epide-
miological studies to guide the choice of parameters that represent infec-
tion fatality rates of different strains. But for the most part, Atkeson and
Kissler choose parameterizations that seem plausible, most likely using
some amount of trial and error. The main evidence that the chosen param-
eters are sensible is that the model does an excellent job of reproducing the
observed time series of COVID-19 mortality in the United States. It also
fits the time series estimates of the cumulative share of the population that
had been infected by COVID-19 based on convenience samples from the
Blood Donor Survey and Commercial Lab Survey.

Treating the model as correct, Atkeson and Kissler examine counter-
factual scenarios to measure the role of specific mechanisms in causing
mortality. For example, in one scenario, behavioral changes are maintained
but the vaccine never arrives. In another simulation, people do not engage in
major behavioral changes, but the vaccine becomes available on schedule.
In both cases, they use the model to compute the number of COVID-19
deaths that would have occurred if the parameters of the model are correct
but certain events played out differently. The simulations suggest that the
combination of behavioral changes and the eventual availability of the vac-
cine led to substantial reductions in mortality. Without behavioral changes,
the vaccine would have arrived too late to matter. Without the vaccine, the
behavioral changes would mostly have reallocated deaths over time. One
way to see it is that behavioral changes that mitigate transmission early in
the pandemic increase the marginal health benefits of vaccines later in the
pandemic. Behavior and vaccines are complements in an aggregate health
production function.

In my discussion, I focus on three main topics. First, I try to provide an
intuitive account of the type of model that Atkeson and Kissler use in their
analysis and to point out some of the key assumptions involved in such
models. Second, I discuss some of the ways we might judge the credibility
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Figure 1. The Classic SIR Model
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of structural epidemiological models and suggest some ideas for incorpo-
rating quasi-experimental study designs. Third, I shift focus to questions
about the behavioral determinants of vaccine take-up with particular atten-
tion to take-up coming out of the COVID-19 pandemic. I present some
early research examining the way that vaccine take-up may be undermined
by breakthrough infections.

STRUCTURAL EPIDEMIOLOGICAL MODELS The most famous model of an
epidemic is the susceptible-infectious-recovered (SIR) model, which was
developed by Kermack and McKendrick (1927). Figure 1 is a visual repre-
sentation of a basic SIR model. In this setup, the whole population starts out
susceptible to the disease except for a single index patient who is infected.
The people in the susceptible and infectious compartments mix at random.
When an infectious person and a susceptible person come into contact, the
susceptible person is infected at rate B. Infected people recover and leave
the infectious compartment according to the recovery rate, y. The infection
mortality rate is C.

The share of the population in each compartment at a given point in time
is determined by these transmission, recovery, and mortality parameters.
In a setting where the whole population is susceptible, an infected person

generates R = % new infections. When R < 1, the disease dies out over

time. When R > 1, there is an exponential outbreak in the number of new
infections.

Real-world conditions are more complicated than the simple model
implies. For example, the population of susceptible and infectious people
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Figure 2. A Stylized Version of Atkeson and Kissler’s SEIHRS Model
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might be structured so that some people have higher mixing rates than
others, violating the random mixing assumption of the basic model. The
basic SIR model is not capable of representing epidemics that exhibit
repeated waves of infections and in which the properties of the pathogen
itself might change over time. And—of course—economists often point
out that the simple SIR framework does not allow for people who change
their behaviors in response to prevailing epidemiological conditions, new
public policies, or expectations about future technologies such as vaccines
or cures.

The contemporary literature has elaborated and complexified the basic
SIR model to make it more realistic. A visual representation of Atkeson
and Kissler’s model would look something like figure 2. The first thing
to notice is that there are many more compartments. At a high level, the
model is organized around six main states: susceptible, exposed, infectious,
hospitalized, resistant, and dead. But the exposed and infectious compart-
ments are subdivided further by the viral strain—there is a box each for
the original ancestral strain as well as the Alpha, Delta, and Omicron viral
variants. Each of the strains has a different transmission rate and infection
mortality rate. The resistant compartment includes space for people who
have recovered from an actual infection and for people who have been
vaccinated. The flow of people through the compartments is no longer in a
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single direction. Immunity from infection may wane over time, creating a
flow of people from the resistant to the susceptible. Vaccinated people may
experience breakthrough infections.

Simulating the model involves specifying the timing of certain shocks
to the system. Some pathways open up at particular calendar times because
a new viral strain emerges. The parameters governing transmission and
mortality change over time too. Taken together, the model simulations
involve a schedule of epidemiological shocks (new viral variants), tech-
nology shocks (vaccine availability), seasonality, behavioral relationships
(transmission-mortality elasticity), and structural changes in behavioral
relationships (fatigue).

To get a feel for how the model works, it helps to consider the block of
the model that shapes the transmission rate at a point in time. In Atkeson
and Kissler’s model, the transmission rate at a point in time follows a
seasonal component and a behavioral component in which the transmis-
sion rate responds to the number of daily deaths. The idea is that when
death rates get high, people change behavior to reduce infection risk. After
a time, fatigue sets in and the responsiveness of transmission to fatalities
shrinks. Formally, the transmission relationship in the model is:

B (1) =B x| (1oL ().

In this expression, [_ij is the inherent transmissibility of viral strain j, y(?)

is the effect of the season on transmission, dDTEt) is the level of daily deaths,
and x(¢) is the semi-elasticity of transmission with respect to deaths. In
practice, the seasonal function y(¢) is a cosine wave parameterized to match
fall-winter versus spring-summer patterns. For the original COVID-19 strain,
the authors set Bj = 1.2. To represent the behavioral component of trans-
mission, they set the baseline semi-elasticity to be ¥ = 250,000. To incor-
porate the idea of behavioral fatigue, they smoothly shrink the behavioral
response down to .35 X K by late November 2020. Once a set of parameters
has been chosen, Atkeson and Kissler run their model, pushing an initial
population through the various compartments and keeping track of how
many people are dead, infectious, and vaccinated at each point in time.
IDENTIFICATION PROBLEMS AND EPIDEMIOLOGICAL MODELS Constructing
epidemiological models is challenging for some of the same reasons that
constructing macroeconomic models is challenging. The parameters of the
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model are hard to cleanly identify because the variation generated during
real-world outbreaks is not randomized across places, time periods, and
people. And the outcomes realized during an epidemic seem very contin-
gent on a high-dimensional set of conditions and constraints. This makes it
hard to accumulate knowledge across different settings or to discriminate
between one hypothesized model and another.

How should we judge the credibility of Atkeson and Kissler’s model?
One natural strategy is to compare the outputs of the model with observed
outcomes from the real world. That is the approach that Atkeson and Kissler
take. Figures 2 and 4 from their paper show a tight correspondence between
COVID-19 mortality and infections as generated by the model and the actual
time series data on COVID-19 mortality and COVID-19 infections. Com-
paring the model-predicted mortality and infection series with their real-
world counterparts is essentially the same idea macroeconomists use when
they form judgments based on how well a specific model is able to match
moments observed in the real world.

Although the close fit shown in Atkeson and Kissler’s figures 2 and 4
is impressive, a fundamental question is whether this collection of com-
partments and parameters is really a good representation of the process
that generated those deaths and infections. Are there other combinations
of parameters and compartments that might also fit the data very well but
could generate quite different counterfactual simulations? To what extent
is the good fit of the model akin to a regression that fits the data well in
sample but performs badly at out-of-sample forecasts?

The model makes strong assumptions about the mechanism and even the
specific numerical values of key causal parameters. The payoff from these
kinds of assumptions is substantial: you can use the model to simulate the
pandemic under alternative conditions, which is just the type of thing you
need to do to study alternative policy options. But the credibility of the
counterfactual simulations depends on the plausibility of the underlying
modeling choices. For example, is K = 250,000 a plausible value for the
behavioral response to mortality in the early pandemic? Does this choice
undershoot the degree to which transmission responded to mortality? It
seems hard to decide something like this through intuition.

One idea is to combine the structural epidemiological methods with
research strategies that are common in empirical microeconomics, which
focus on identifying causal effects using plausibly exogenous variation.
Nakamura and Steinsson (2018) discuss identification problems in macro-
economics, pointing out that macroeconomists often judge the credibility
of specific models by their ability to match moments observed in the real
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world. Often the moments used in this type of work are simple aggregate
means and variances. But Nakamura and Steinsson (2018) highlight that
more recent research involves efforts to match identified moments. Identi-
fied moments are causal effects identified using the methods popular in
empirical microeconomics: regression discontinuity designs, difference-
in-differences designs, or instrumental variable designs. Taking advan-
tage of identified moments to judge the performance of a more complex
structural model or to pin down the value of a class of parameters from
a structural model is a strategy that may be useful for future work on
epidemiological models.

To take one very small step in this direction, we could compare estimates
from Atkeson and Kissler’s model with identified moments from related
quasi-experimental studies. For example, Gupta and others (2021a) use
a generalized difference-in-differences regression to make reduced-form
estimates of the effects of the early vaccination campaign on cumulative
COVID-19 mortality over the first five months of the vaccination campaign.
Their estimates come from quasi-likelihood Poisson regression models
with the following basic form:

M, = exp[Zk:M 8V r+a, +b|+e,.

In the regression, M,, is the cumulative number of COVID-19 deaths
per 100 adults in state s as of week ¢, and V, is the cumulative number
of doses administered per 100 adults in state s by week 7. The model
includes state and week fixed effects and is intended to measure the effects
of the vaccine rollout by exploiting variation in the speed of vaccine dis-
tribution across states. The estimated parameters from this two-way fixed
effects specification are used to estimate the counterfactual cumulative
COVID-19 mortality rate in the absence of the vaccination campaign. The
results imply that by the second week of May in 2021 the vaccination cam-
paign had already averted about 139,393 COVID-19 deaths. How do
these reduced-form estimates line up with the simulations from Atkeson
and Kissler’s model? The numbers underlying the left panel of their
figure 5 imply that by the second week of May the vaccination campaign
had averted 126,664 COVID-19 deaths. This is well inside the confidence
interval of the estimate by Gupta and others (2021a), perhaps suggest-
ing that Atkeson and Kissler’s model fares pretty well at matching an
identified moment that is a bit more removed from the analysis than the
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mortality time series itself.! Atkeson and Kissler’s model-based estimates
extend beyond the first few months of the campaign, and they suggest that
the impact of the vaccination campaign continued to grow over the course
of 2021 and then diminished in 2022. The model-based estimates imply
that most of the additional deaths that would have occurred in the absence
of the vaccine would have happened by the end of 2021. This is because
without the vaccine nearly everyone would have been infected during the
Omicron wave in early 2022.

Atkeson and Kissler are surely correct that people respond to epide-
miological conditions and the availability of vaccines. And public policies
designed to control an epidemic are premised on the idea that behavior is
both malleable and an important determinant of the path of the epidemic.
Their model provides an excellent example of how to integrate these policy
relevant relationships into an epidemiological model. But these models
would be more compelling if there were more quasi-experimental studies
trying to pin down the specific ways that people respond to changing
conditions and how those changes affect downstream population health
outcomes. In particular, economists could be useful by developing the iden-
tification strategies and data sources needed to estimate things like: (a) the
causal effect of mortality on disease transmission (behavioral responses);
(b) the causal determinants of vaccine take-up and behavioral fatigue; and
(c) the role of differentiated contact patterns on disease outcomes.

VACCINE TAKE-UP One of the main lessons that Atkeson and Kissler draw
from their analysis is that behavioral adaptations that reduced transmission
rates during the first year of the pandemic allowed the COVID-19 vaccine
to substantially reduce overall mortality from COVID-19. Specifically, in
simulations where they keep the behavioral parameters fixed but never
turn on the availability and take-up of the vaccine, there would have been
almost 800,000 additional COVID-19 deaths.

The implications of the model are quite encouraging in certain ways.
They suggest that it is possible to use behavioral modifications to sup-
press a pandemic long enough to develop and distribute a vaccine soon
enough for the vaccine to actually save lives. At the same time, as Atkeson
and Kissler are careful to point out, there is a lot of historical contingency
involved in this analysis. If the highly transmissible Omicron variant had

1. Not that removed, of course: the two-way fixed effects regression in Gupta and others
(2021a) is based on state x week-level mortality data. Atkeson and Kissler are working with
a national mortality time series rather than a state x week panel.
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arrived sooner, then the vaccine likely would not have saved many lives: by
the time the vaccine arrived, it would have been too late. On the other hand,
if the variant had not appeared or had appeared even later, then the vaccine
would have had even more of an impact. Governments have little influence
on the appearance and characteristics of new viral strains and so the strat-
egy of behavior-induced transmission reduction followed by vaccination
is somewhat inherently risky. However, the distribution and take-up of the
vaccine itself is something that may deserve more attention.

In particular, it would make sense for economists to develop a better
understanding of the determinants of vaccine take-up both during an epi-
demic and during regular conditions. Neoclassical economics suggests
that vaccine take-up may be foo low from a social welfare point of view
because vaccines may produce positive externalities. Acton and others
(2022) studied college vaccine mandates and found some evidence that
mandates led to lower rates of COVID-19 spread in nearby communities.
Freedman and others (2023) use linked micro data on COVID-19 tests,
vaccinations, and health care records to study vaccine spillovers in middle
schools and households with children in Indiana. They find little evidence
of spillovers in schools, but they do find vaccine spillovers in households.
Since households might plausibly internalize these vaccine spillovers, it is
not obvious that free-riding on positive externalities is a major determinant
of low vaccine take-up.

Another explanation for low vaccine take-up is that people’s assess-
ment of the private net benefits of the vaccine is somewhat lower than
expected. Recent work by Carlin and others (2022) used discrete choice
survey experiments to measure people’s willingness to pay to be vacci-
nated for COVID-19 during early 2021. They found that median willing-
ness to pay was around $50. Back-of-the-envelope calculations based on
estimates of the value of statistical life from other contexts imply people
should have been willing to pay around $2,700 to be vaccinated, given
the mortality effects of the vaccine and prevailing caseloads. Thus, people
seem to undervalue the COVID-19 vaccine. This could be one explanation
for relatively low vaccine take-up in the United States. People might under-
value vaccines for many different reasons, including concerns about the
safety of the vaccine or the perceived costs of vaccine side effects, needle
aversion, or the political symbolism of the vaccine.

Another possibility is that people’s demand for a vaccine is partly derived
from their own experience of the vaccine and the underlying illness. For
example, Jin and Koch (2021) study the relationship between influenza
vaccination and influenza infection at the individual level over time. They
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find that contracting influenza in one year affects people’s take-up of the
vaccine in future years, suggesting that people learn from suffering. How-
ever, they also find that what people learn depends on their vaccination
history. People who were unvaccinated and infected in the baseline year
are more likely to be vaccinated in the future. But this learning-induced
demand for the vaccine is offset for people who were vaccinated and expe-
rienced a breakthrough infection. One interpretation is that breakthrough
infections undermine people’s assessment of the usefulness of a preven-
tive vaccine. This is almost certainly the wrong conclusion for people to
draw: breakthrough infections can and do occur even when the vaccine is
effective. Nevertheless, this type of misguided behavioral response is not
difficult to understand.

LEARNING BY SUFFERING IN INDIANA A similar dynamic may hold for the
COVID-19 vaccine as people make choices about boosters and vaccine
take-up in nonepidemic conditions. To shed some light on the issue, I used
linked administrative data from Indiana to study the relationship between
vaccine take-up and prior vaccination and COVID-19 infection experi-
ences. There are three main data sources: (1) Indiana COVID-19 vacci-
nation registry; (2) Indiana COVID-19 lab test registry; and (3) Indiana
Network for Patient Care (INPC) research database. INPC is a database of
electronic medical records contributed by most of the hospitals and clinics
in Indiana. I constructed a study sample of people who had at least one
health care encounter in the INPC system between 2018 and 2019. Then
I linked these individual records with COVID-19 vaccination records and
COVID-19 lab tests and test results from 2020 to 2022.

With the data in hand, I estimate simple cross-sectional regressions with
the following form:

Vax??? = o + o Vax?' + o, Covid??' + o3 (Vax%”‘ X Covid?"”)
+ X,B + é;.

In the regression, Vax?*** is a binary variable indicating whether person i
received the COVID-19 vaccine in 2022. Vax?™' indicates whether the
person was vaccinated in 2021, and Covid ' indicates whether the person
had a lab-confirmed COVID-19 infection in 2021. X, is a covariate vector
that adjusts for gender, race, and age fixed effects. I fit an overall regression
to the full sample as well as separate regressions for younger, middle aged,
and older people. The estimated regression coefficeints in table 1 show that
the 2022 vaccination rate is much lower than the vaccination rate during
the main pandemic. The take-up rate in 2022 was about 12 percent among
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Table 1. Regressions of COVID-19 Vaccine Take-Up on Prior Season COVID-19
Infection and Vaccination

Age 18-39 Age 40-64 Age 65+
Intercept —0.011%** 0.008%*%* 0.033%***
(0.002) (0.001) (0.001)
2021 infection 0.015%** 0.023%** 0.024%**
(0.001) (0.001) (0.001)
2021 vaccine 0.167%** 0.119%** 0.089%***
(0.001) (0.001) (0.001)
2021 infection X 2021 vaccine —0.017*** —0.012%** —0.013%**
(0.002) (0.002) (0.002)
N 820,124 1,107,246 876,854
R’ 0.06 0.04 0.03
Mean of outcome 0.061 0.091 0.118

+p<0.1,* p<0.05, ** p<0.01, *** p < 0.001.

Source: Author’s calculations.

Note: The regressions adjust for gender-, race-, and age-fixed effects. Standard errors are estimated using
a heteroskedasticity robust variance matrix.

people over age 65, 9 percent among middle-aged adults age 40—64, and
6 percent among younger adults age 18-39.

Vaccination in 2022 was much higher among people who were vac-
cinated in 2021, suggesting preferences for the vaccine in the past are a
strong predictor of vaccination in subsequent seasons. The coefficient on
the prior COVID-19 infection indicator is also positive and quite large.
Among those age 40—64 and age 65 and older who did not get vaccinated
in 2021, the 2022 vaccination rate was about 2.4 percentage points higher
among people who contracted COVID-19 in 2021 than among people
who did not contract COVID-19. This learning by suffering effect is a bit
smaller—only 1.5 percentage points—among younger adults age 18—39.
However, the coefficient on the interaction term is negative, suggesting
that experiencing a breakthrough infection offsets the learning by suffering
effect perhaps because it undermines confidence in the vaccine. For middle-
aged and older adults, the breakthrough effect offsets the learning by suf-
fering effect by about 50 percent. For younger adults the breakthrough effect
offsets the learning by suffering effect by over 100 percent, completely
undoing any induced demand from prior infection.

This analysis suggests that the dynamics of individual COVID-19 vac-
cination exhibit some of the same patterns reported by Jin and Koch (2021)
for influenza. In particular, take-up of the vaccine is partly determined by
firsthand experience of the disease, and breakthrough infections seem to
reduce subsequent demand for the vaccine. This type of response to health
shocks seems undesirable from a public health point of view. It would
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probably be better if people did not lower their opinion of the efficacy of
the vaccine on the basis of their own recent health experiences. But it is not
at all hard to understand how a breakthrough infection might be a salient
event that does motivate behavioral changes. Understanding how people
interpret and change their behavior in response to salient health events in
their own lives or in the lives of other people in their family may be an
important way to develop more realistic models of epidemics.

REFERENCES FOR THE WING COMMENT

Acton, Riley K., Wenjia Cao, Emily E. Cook, Scott A. Imberman, and Michael F.
Lovenheim. 2022. “The Effect of Vaccine Mandates on Disease Spread: Evi-
dence from College COVID-19 Mandates.” Working Paper 30303. Cambridge,
Mass.: National Bureau of Economic Research.

Autor, David, David Cho, Leland D. Crane, Mita Goldar, Byron Lutz, Joshua
Montes, William B. Peterman, David Ratner, Daniel Villar, and Ahu Yildirmaz.
2022. “The $800 Billion Paycheck Protection Program: Where Did the Money
Go and Why Did It Go There?” Journal of Economic Perspectives 36, no. 2:
55-80.

Carlin, Patrick, Brian E. Dixon, Kosali I. Simon, Ryan Sullivan, and Coady Wing.
2022. “How Undervalued Is the Covid-19 Vaccine? Evidence from Discrete
Choice Experiments and VSL Benchmarks.” Working Paper 30118. Cambridge,
Mass.: National Bureau of Economic Research.

Chetty, Raj, John N. Friedman, and Michael Stepner. 2024. “The Economic Impacts
of COVID-19: Evidence from a New Public Database Built Using Private Sector
Data.” Quarterly Journal of Economics 139, no. 2: 829-89.

Freedman, Seth M., Daniel W. Sacks, Kosali I. Simon, and Coady Wing. 2023.
“Direct and Indirect Effects of Vaccines: Evidence from COVID-19.” Working
Paper 30550. Cambridge, Mass.: National Bureau of Economic Research.

Gupta, Sumedha, Jonathan Cantor, Kosali I. Simon, Ana I. Bento, Coady Wing, and
Christopher M. Whaley. 2021a. “Vaccinations against COVID-19 May Have
Averted up to 140,000 Deaths in the United States.” Health Affairs 40, no. 9:
1465-72.

Gupta, Sumedha, Thuy D. Nguyen, Shyam Raman, Byungkyu Lee, Felipe Lozano-
Rojas, Ana I. Bento, Kosali I. Simon, and Coady Wing. 2021b. “Tracking
Public and Private Responses to the COVID-19 Epidemic.” American Journal
of Health Economics 7, no. 4: 361-404.

Jin, Ginger Zhe, and Thomas G. Koch. 2021. “Learning by Suffering? Patterns in Flu
Vaccination Take-Up.” American Journal of Health Economics 7,no. 1: 68-94.

Kermack, William Ogilvy, and A. G. McKendrick. 1927. “A Contribution to the
Mathematical Theory of Epidemics.” Proceedings of the Royal Society A:
Mathematical, Physical and Engineering Sciences 115, no. 772: 700-721.

Nakamura, Emi, and Jon Steinsson. 2018. “Identification in Macroeconomics.”
Journal of Economic Perspectives 32, no. 3: 59-86.



128 Brookings Papers on Economic Activity, Spring 2024

GENERAL DISCUSSION James Stock noted an important contribution
of the paper is a fairly simple model given the complexity of the task. On
the interaction of behavior and vaccination, Stock reflected on the impor-
tance of waiting: first, and rather obvious, it gives you time to get the vac-
cine; second, given the high fatality rate in the first wave, those who took
self-protective measures and waited and then became infected during later
waves were better off. Stock further pointed to the notable result in
figure 10 of the paper’s conference draft, which shows the convergence of
the effective reproduction number to one for every state, despite significant
state differences in political views and COVID-19-related interventions.'
This, he argued, points to the extensive self-protection measures taken by
individuals across all states. Finally, Stock underscored the importance of
continued work in this area, including better data collection, to better pre-
pare us for similar events in the future.

Speaking to the cross-state variation in COVID-19 incidence, Louise
Sheiner agreed with the authors’ emphasis on the importance of behavior
in explaining these differences. She argued that politicization was a major
contributor, pointing to data that show that the variation in the labor force
participation rate, unemployment, and consumption can be explained by
political affiliation—the share of the state population that voted for Joe
Biden. The same goes for state variation in vaccination rates. Sheiner con-
cluded that this underscores people’s attitudes as the primary driver of dif-
ferences, rather than state lockdowns and other mandates during this time.

On the behavioral response, Carol Graham suggested that the authors
further explore the great variation within states in vaccination rates—that
observed between counties. Looking at the standard deviation within states,
for example, would be useful in trying to better understand the outcome
that seems to show there is convergence across states in the aggregate.

Stefanie Stantcheva asked the authors whether they had explicitly taken
the multidose nature of the COVID-19 vaccine into account in their model,
and if not, how such dynamics may alter the findings. Stantcheva then
raised the role of trust in government as a salient issue to consider when
contemplating future responses to a pandemic.

Tying together issues of data collection and trust in public officials,
Steven Davis argued that there is a need to make data both transparent and
credible to avoid politicization. Davis then turned to discuss the economic

1. This figure is included as figure B.6 in the online appendix of the paper’s final version
published in this BPEA volume.
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resilience value of working from home. In his paper with Barrero and Bloom,
survey results where respondents were asked if their internet connectivity
affected their ability to work productively when working from home showed
that while 75 percent said their internet connection was perfectly adequate,
the other 25 percent reported that their productivity was negatively affected
by the poor quality of their internet connection.” The paper estimates that
subpar internet connectivity lowered US labor productivity by 3 percent
in the period from May 2020 to April 2021. Davis also suggested that
people may also be more willing to undertake voluntary efforts to slow the
transmission of a virus if they can productively work from home, further
underscoring the increased economic resilience that widespread access to
high-quality internet would provide.

Kenneth Rogoff wondered how the model from the paper could be used
to learn more about the economic cost of different choices. He observed
that the learning losses for students during COVID-19 were stunning. What
kind of information can we gather to help us better, and more quickly,
determine what the right mitigation efforts are while we wait for a vaccine
the next time around?

Maurice Obstfeld appreciated the contribution of the authors’ work
in successfully pinning down the role that delay played in the spread of
COVID-19, particularly in the current politicized environment. However,
Obstfeld worried that the next pandemic could be very different and called
for better preparedness in general. We were lucky this time, Obstfeld rea-
soned, that mRNA technology was available, speeding up the rollout of
vaccinations notably. He added that future pandemics are likely to be just
as politicized, raising issues such as what the optimal approach to school
closures would be if younger demographics were more vulnerable, as was
the case with the 1918 influenza epidemic. Obstfeld brought up previous
efforts, including two panels in 2021 (the Independent Panel for Pandemic
Preparedness and Response and the High-Level Independent Panel) focused
on funding and global cooperation on pandemic surveillance and response,
as well as a book by Bill Gates, How to Prevent the Next Pandemic, on
the topic. But he noted that few of the recommendations had been imple-
mented since, and he cautioned that international attention to this issue had
dwindled significantly with access to antivirals and the slowing fatality of

2. Jose Maria Barrero, Nicholas Bloom, and Steven J. Davis, “Internet Access and Its
Implications for Productivity, Inequality, and Resilience,” In Rebuilding the Post-Pandemic
Economy, edited by Melissa S. Kearney and Amy Ganz (Washington: Aspen Institute Press,
2021). https://www.economicstrategygroup.org/publication/barrero-bloom-davis/.
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COVID-19. Obstfeld stressed the need for funding and international coop-
eration to continue the work, including surveillance of animal reservoirs
and thinking about what types of vaccines may be necessary depending on
specific viruses of future pandemics.

Andrew Atkeson recalled how economists had sprung into action at the
onset of the pandemic, thinking about sectoral-level interventions and test-
ing, among other things. He firmly believed that it was not for lack of
ideas that things did not happen. He pointed out the sometimes lackluster
response of the public health sector and epidemiologists to the ideas of
economists during this time. Atkeson stated that, just like the military, we
need to plan for all types of contingencies and be ready with a response no
matter the circumstances, noting that the willingness to spend given the
economic cost in these situations is very high.

To Obstfeld’s point, Sebnem Kalemli-Ozcan agreed that the next pan-
demic could be very different but said there are still lessons to be drawn
from COVID-19. She called for better financial targeting of funds in
general. Kalemli-Ozcan acknowledged that while mandated lockdowns
may be a second-best option, relying on behavioral responses to mitigate
the spread of a virus may not be feasible—especially in countries where
a greater share of the labor force is informal. She suggested that to make
lockdowns more efficient and financially sustainable, funds should be tar-
geted to specific sectors: in the case of COVID-19, contact-intensive sec-
tors. She further highlighted some of her own work on the topic and agreed
that more data collection was needed.’

Stan Veuger cautioned that some of the policy suggestions in the paper
might be difficult to implement. Mandating testing, he believed, would likely
face opposition in the United States as well as in Western Europe. On data
collection, Veuger was skeptical of the role the Centers for Disease Control
and Prevention (CDC) would be able to play. He pointed to the absence of a
US-wide representative survey of COVID-19 incidence despite a significant
amount of additional funding to CDC during the pandemic.*

3. Cem Cakmakli, Selva Demiralp, Sebnem Kalemli-Ozcan, Sevcan Yesiltas, and
Muhammed A. Yildirim, “The Economic Case for Global Vaccinations: An Epidemiological
Model with International Production Networks,” working paper 28395 (Cambridge, Mass.:
National Bureau of Economic Research, 2024).

4. Congressional Research Service, US Public Health Service: COVID-19 Supplemental
Appropriations in the 116th Congress (Washington: Author, 2021), https://crsreports.congress.
gov/product/pdf/R/R46711/3; and American Rescue Plan Act of 2021 (P.L. 117-2): Public
Health, Medical Supply Chain, Health Services, and Related Provisions (Washington: Author,
2021), https://crsreports.congress.gov/product/pdf/R/R46834.
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Atkeson said that they had purposefully tried to stay clear of the politics
but agreed that we may not want federal mandates. He argued that we prob-
ably ought to accept the different decisions of democratically elected state
officials, some of whom, during the COVID-19 pandemic, chose to accept
higher death rates in their states.

Laurence Ball asked how events might have transpired if things had
been a lot better than they were. How many fewer deaths could there have
been had we pursued the optimal policy? Atkeson responded by suggest-
ing that in the absence of vaccines being made available earlier, there was
probably not much we could have done better.

Tristan Reed asked about the external validity of the authors’ findings
for developing countries, saying that most of the delay in vaccine delivery
to developing countries during the pandemic could be attributed to them
ordering later.” This may seem highly irrational at first, Reed conceded, and
justifying not buying a vaccine seems to suggest a very low statistical value
of life. However, Reed explained, the authors point to results in the paper
that could suggest that in the absence of work-from-home technology,
purchasing a vaccine is not worth it anymore after 120 days. He pondered
whether when developing countries today are asked to financially con-
tribute toward being able to purchase vaccines on day zero of a future pan-
demic and interest is muted, it reflects their belief that they do not have
work-from-home technology.

On the low uptake of vaccines in emerging markets and its interaction
with the need for better data, Raghuram Rajan talked about the specific
case of India. He explained that India severely undercounted the deaths
resulting from COVID-19. Initially, there were false stories spread about
natural immunity against COVID-19 in India. Rajan said that the actual
number of fatalities was suppressed, as the initial miscalculations would
have negatively reflected on the capability of the public health system in
each state. The second COVID-19 wave hit India hard because of the lack
of immunization. In the official statistics, death rates in India are low, but
taking undercounting into account raises the death toll significantly. In con-
clusion, Rajan said that this highlights the dangers of working with poor
data and the policies made based on such data.

Hoyt Bleakley expressed his preference for adding standard tools of
public economics: weighing marginal cost versus marginal benefit, including

5. Ruchir Agarwal and Tristan Reed, “Financing Vaccine Equity: Funding for Day-Zero
of the Next Pandemic,” Oxford Review of Economic Policy 38, no. 4 (2022): 833-50.
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external cost and benefits. He agreed with the discussants’ point that the
benefits of getting vaccinated are largely internal, even though measuring
the external benefits would be key for the design of a subsidy. Bleakley
suggested using the model to measure not just the externality on the next
person who could get infected, but also on the social and private incentives
to delay infection before a vaccine becomes available. He also suggested
looking at a much faster transmission rate in the authors’ model, which
would resemble that of Omicron at the onset of the pandemic, to see how
that would alter the effect described in the paper.

Gerald Cohen noted that the discussion on the current paper and the
paper by Stantcheva on inflation (also included in this BPEA volume) both
focused on information available to the public: the current paper on the
extent to which the public understood the propagation mechanisms for dis-
ease transmission during COVID-19 and Stantcheva’s paper on whether
the public are able to think correctly about inflation in general. Cohen
suggested that economists should think about the importance of how to
optimize people’s information about the benefits of vaccines or private
efforts of mitigation versus the benefits of the public better understanding
inflation.

Speaking to the monetary losses during COVID-19, Robert Hall observed
that a great number of workers were on temporary layoff around April
2020, and that output losses were large.® This came with a partially off-
setting increase in leisure. He noted that there was no material decline in
consumption. How do we put prices on these developments? Hall proposed
that we carefully consider these different pieces to the puzzle in trying to
measure the net loss of well-being from COVID-19.

6. According to Bureau of Labor Statistics (BLS), the number of unemployed people
on temporary layoff reached 18 million in April 2020. BLS, “Temporary Layoffs Remain
High following Unprecedented Surge in Early 2020,” February 10, 2021, https://www.bls.
gov/opub/ted/2021/temporary-layoffs-remain-high-following-unprecedented-surge-in-early-
2020.htm.
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Sustained Debt Reduction:
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ABSTRACT Reducing high public debt is key for countries seeking to restore
fiscal capacity and resilience in the wake of recent crises. But large debt reduc-
tions are rare. Jamaica stands out for reducing its debt from 144 percent of
GDP to 72 percent over the last decade, a record achieved by running large,
persistent primary budget surpluses. Well-designed fiscal rules combined with
social partnership agreements making for fiscal ownership are at the root of its
achievement.

Sharp, sustained reductions in public debt are exceptional, especially
recently. We know this because public debt-to-GDP ratios have been
trending up in advanced countries, emerging markets, and developing coun-
tries alike. Governments have borrowed in response to financial crises, pan-
demics, wars, and other emergencies, resulting in higher debt ratios. But only
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rarely have they succeeded in bringing those higher debt ratios back down
once the emergency has passed.

Both economic and political factors underlie this inability to reduce debt
ratios. Slowing GDP growth and rising real interest rates (an unfavorable
r — g differential in the economist’s parlance) make for adverse debt
dynamics. Ideological polarization and government turnover make it hard
to stay the course. Turnover creates an opportunity for a new administra-
tion to repudiate the policies of its predecessor, disrupting efforts to sustain
substantial primary budget surpluses. Polarization makes it hard to agree
on how to share the burden of fiscal adjustment, fraying the coalition favoring
debt reduction.'

These economics and politics leave one pessimistic about the prospects
for sustained debt reduction. Against this gloomy backdrop, it is uplifting
to consider countries that have succeeded in reducing their debt ratios. In
addition to their morale-building effect, such cases may help to illuminate
the economic and political conditions facilitating debt consolidation.

Jamaica is such a case. The government reduced its debt from 144 percent
of GDP at the end of 2012 to 72 percent in 2023. Jamaica cut its debt ratio
in half despite averaging annual real growth of less than 0.75 percent over
the period.? It did so despite vulnerability to hurricanes, floods, droughts,
earthquakes, storm surges, and landslides and despite a COVID-19 pan-
demic that disrupted tourism and mandated exceptional increases in public
spending.’ Yet the International Monetary Fund, in its Article IV report
released in 2023, forecasts a further fall in debt-to-GDP ratio to less than
60 percent over the next four years (IMF 2023).

Figure 1 shows Jamaica’s achievement. It suggests that 2013 was the
breakpoint when the debt ratio began its decline. Table 1 underscores the
exceptional nature of the experience. Using a broad group of emerging
markets and developing economies, it tabulates cases since 2000 where
debt ratios fell by as much as 20, 30, or 40 percent of GDP over a five-year
period. Jamaica, evidently, has few peers.

Figure 1 also points to the central economic mechanism responsible for
the reduction in the debt ratio. The government ran large, sustained primary
budget surpluses. Table 1 shows how unusual this is: of the debt reduction

1. Alesina and Tabellini (1990) provide a formal framework where polarization leads to
overspending and debt increases, consistent with our presumption.

2. See World Economic Outlook Database (October 2023). All figures for Jamaica are
for fiscal years, which run from April 1 to March 31.

3. Jamaica is ranked as the third most disaster-prone country in the world according to
the Global Facility for Disaster Reduction and Recovery.
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Figure 1. Jamaica: Government Debt and Fiscal Balance, 1998-2028
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Source: IMF World Economic Outlook Database (October 2023).
Note: In fiscal years, which run from April 1 to March 31. Figures for 2023-2028 are projections.

episodes we identify since the turn of the century, just five relied principally
on primary surpluses.*

The question is how Jamaica accomplished this. Our answer consists of
two parts. First, Jamaica adopted fiscal rules that highlighted the debt problem,
encouraged formulation of a medium-term plan, and limited fiscal slip-
page. The Fiscal Responsibility Framework introduced in 2010 required
the minister of finance to take measures to reduce, by the end of fiscal
year 2016, the fiscal balance to nil, the debt-to-GDP ratio to 100 percent,
and public sector wages as a share of GDP to 9 percent (Jamaica House of
Parliament 2010). The framework was augmented in 2014 to require the
minister, by the end of fiscal year 2018, to specify a multiyear fiscal trajec-
tory to bring the debt-to-GDP ratio down to 60 percent by 2026 (Jamaica
House of Parliament 2014). The framework included an escape clause to be
invoked in the event of large shocks. This prevented the rule from being so

4. Our paper is obviously related to the literature on fiscal consolidation, including, for
example, Alesina, Perotti, and Tavares (1998); fiscal consolidation connotes episodes where
governments move from large budget deficits to smaller deficits or surpluses. A difference is
that in Jamaica the primary surplus already was substantial before the process of debt reduc-
tion began. We are not primarily concerned with the change in the stance of fiscal policy
starting in 2013; we are focused instead on understanding a decade and more of debt reduc-
tion sustained by large, persistent primary surpluses.
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Figure 2. Jamaica: Political Polarization and Political Violence

Average rating (0-4); lower figure indicates less polarization/violence
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Source: V-Dem Database (version 13).

rigid as to lack credibility. At the same time, it included clear criteria and
independent oversight to prevent opportunistic use.’

Fiscal rules and targets do not always achieve their intended results. A quick
look at the Stability and Growth Pact of the European Union (EU), which simi-
larly targets a 60 percent debt-to-GDP ratio, is a stark reminder of this fact.®
This brings us to the second part of our answer: elected officials leveraged
Jamaica’s hard-won tradition of consensus building—of constructing over
the course of thirty years social partnerships aimed at facilitating dialogue,
limiting political instability, and reducing political polarization and violence
(seefigure 2). In 2013, a series of ongoing discussions in the National Part-
nership Council (NPC), a social dialogue collaboration involving the gov-
ernment, parliamentary opposition, and social partners, culminated in the
Partnership for Jamaica Agreement on consensus policies in four areas, first
of which was fiscal reform and consolidation. The Partnership for Jamaica
Agreement fostered a common belief that the burden of adjustment would

5. Jamaica is unusual in this regard; it is one of only two Caribbean Community (CARICOM)
countries, along with Grenada, to have adopted an explicit national fiscal rule. Grenada’s
national budget balance, debt, and expenditure rules date from 2015—that is, they postdate
Jamaica’s fiscal rule.

6. European Commission, “Stability and Growth Pact,” https://economy-finance.ec.europa.
eu/economic-and-fiscal-governance/stability-and-growth-pact _en.


https://economy-finance.ec.europa.eu/economic-and-fiscal-governance/stability-and-growth-pact_en
https://economy-finance.ec.europa.eu/economic-and-fiscal-governance/stability-and-growth-pact_en

138 Brookings Papers on Economic Activity, Spring 2024

be widely and fairly shared. It supported the creation of the Economic
Programme Oversight Committee (EPOC) to monitor and report on fiscal
policies and outcomes, providing independent verification that all parties
kept to the terms of their agreement.

EPOC and the Partnership for Jamaica Agreement solidified the sharp
decline in political polarization that began four years earlier, coincident
with creation of the NPC.” Less polarization made for policy continuity
when a different political party took power in 2016. For the first time
in decades, a new government did not reverse the fiscal policies of its pre-
decessor. By creating a sense of fair burden sharing, Jamaica’s organized
process of consultation sustained public support for the country’s fiscal
rules, culminating in March 2023 with the establishment of a permanent,
independent fiscal commission.

As always, the full story is more complex. Jamaica managed its financial
system well. It adeptly managed the term structure of the debt. But the
two elements highlighted above—a well-designed fiscal rule and a partner-
ship agreement creating confidence that the burden of adjustment would be
widely and fairly shared—were key. Neither element would have worked in
the absence of the other. Both were needed.

An important question is whether the lessons from Jamaica generalize.
We discuss two other countries that achieved significant debt reduction by
adopting fiscal rules and consensus-building arrangements: Ireland in the
late 1980s and Barbados for a decade starting in the early 1990s. These
cases differ in their particulars. But they have in common that Ireland
and Barbados—Iike Jamaica—are small, open economies. These econo-
mies are highly structured, in that trade unions and employers’ associations
are cohesive and powerful. In both cases, agreements were reached and
institutions were created to initiate and maintain the momentum of debt
reduction, leveraging earlier historical experience with institution-based con-
sensus building.

These similarities are consistent with the literature suggesting that demo-
cratic corporatism, a process of policy formulation involving extensive
consultation and consensus building, is the easiest where interest groups are
well-organized and the number of agents is limited.® They are consistent

7. Cause and effect are admittedly difficult to disentangle in this context. It is reasonable
to believe that causality ran both ways. We return to this issue in section II1.D below.

8. Peter Katzenstein, who popularized the concept of democratic corporatism, defines it
as a political system characterized by “an ideology of social partnership, a centralized and
concentrated system of economic interest groups, and an uninterrupted process of bargaining
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with the view that such arrangements are imperative in small, open econ-
omies exposed to external shocks. And they are consistent with the view
that so-called neo-corporatist arrangements, when and where they emerge,
build on earlier historical experience.

I. Historical Background

Jamaica’s recent experience of debt reduction is exceptional, but the country’s
earlier history was also marked by exceptional fiscal developments, some
positive, others not. The 1962 constitution included a provision prohibiting the
government from borrowing without parliamentary approval. It prioritized
servicing the debt as an obligation senior to other government expenses
(Langrin 2013). Accordingly, Jamaica has never had an outright default
on its sovereign debt, although it has conducted domestic debt exchanges
(described below). Fiscal restraint was designed to attract the foreign direct
investment (FDI) needed for development of the capital-intensive bauxite
industry. True to form, FDI financed 30 percent of all capital formation in
the 1960s and virtually all investment was in the bauxite sector.

Public debt remained modest in the first post-independence decade,
reflecting the consensus around these priorities. The ruling Jamaica Labour
Party (JLP) eschewed activist fiscal and monetary policies, relying on tax
breaks and free profit repatriation to attract foreign investment.” Jamaica
successfully grew the denominator of the debt-to-GDP ratio: real GDP rose
by roughly 6 percent per annum in what Stone and Wellisz (1993, 140)

among all of the major political actors across different sectors of policy” (Katzenstein 1985,
80). We are not arguing that democratic corporatism is the only setting in which significant
debt reduction can occur. One can think of authoritarian settings where high debts were dra-
matically reduced; Romania under Nicolae Ceausescu springs to mind (not that this turned
out well for the Ceausescus). Two of the fourteen cases in table 1 have a rating of 0.4 or
below on the polity scale, situating them on the autocratic side of the autocracy-democracy
continuum. Others have relatively high levels of political polarization but were able to reduce
debt through other means (high inflation, financial repression, or faster economic growth).
But to reiterate, our goal here is not to determine whether democracy or autocracy is “better”
for debt reduction. It is to understand how Jamaica did it.

9. Thus, fiscal deficits averaged a relatively modest 2.3 percent of GDP from 1962 through
1972 (Henry and Miller 2009), while the currency was pegged to the pound sterling under a
quasi-currency board system. Jamaica switched from a sterling peg to a dollar peg in 1973,
following the change in government (which reinforced the peg with capital controls—more
on which below), the United States by this time having become the country’s leading trade
partner.
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called “one of the best growth records in the world.” Mining was relatively
unimportant in the 1950s, and tourism had contributed only modestly to
economic activity; this meant that there was low-hanging fruit to be picked.
King (2001, 7) describes growth in this period as built on “natural endowments
of bauxite and beaches.”

Capital-intensive mining created little employment, however, while Dutch
disease pressures led to declines in the relative importance of agriculture,
forestry, and fishing. Small-scale manufacturing and services had limited
capacity to absorb surplus labor released by the rural sector, given the floor
placed on wages by strong unions and insider-outsider dynamics.

By the time of the 1972 election, unemployment, mostly urban, had risen
to more than 20 percent, and dissatisfaction with education and health care
services was rife. These grievances led to a backlash against the JLP’s cau-
tious policies, culminating in the electoral victory of the People’s National
Party (PNP) led by the charismatic Michael Manley. The approach of the
new PNP government was variously labeled “state populism” and “demo-
cratic socialism.”' The PNP nationalized companies, raised import barriers,
and imposed exchange controls; spending on schooling, food subsidies, and
public housing exploded (Henry 2013). Public employment rose by two-
thirds between 1972 and 1977, while public spending as a share of GDP
doubled from 23 percent to 45 percent. The budget deficit averaged 15 per-
cent of GDP. The government financed what it could by borrowing, and
the Bank of Jamaica financed the rest. The debt-to-GDP ratio soared from
24 percent at the time of the 1972 election to 124 percent in 1980 (figure 3).
Inflation, having averaged 4 percent in the first post-independence decade,
reached 27 percent in 1980.

The PNP’s focus on social justice notwithstanding, its policies were
economically disastrous. Dirigiste rhetoric and policies of nationalization
discouraged investment. Labor productivity and real wages plummeted,
and unemployment rose to 27 percent in 1980 (Henry 2023). As standards
of living continued to fall, the implications for survival of the zero-sum
patronage gained or lost with each election rose higher, and political
violence spiked (figure 2). This economic and political chaos led, predict-
ably, to the PNP’s defeat in the 1980 election, the return of the JLP, and a
swing back toward more market-oriented policies.

10. The party used the latter term in its election manifestos, as do Stephens and Stephens
(1986) in their analysis of Jamaican political economy.
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Figure 3. Jamaica: Government Debt and Inflation, 1962-2022
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Economic Outlook Database (October 2023).
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When the decline in foreign investment and macroeconomic stimulus
created balance of payments problems in 1977-1978, the PNP was forced
to negotiate agreements with the IMF. Both programs were then suspended
when the government failed to meet performance targets. (Figure 4 shows
a timeline of the country’s agreements with the IMF.) The JLP government
tried again in 1980: it devalued to improve export competitiveness, cut
government spending, eliminated price controls, and negotiated new loans
with the IMF and World Bank (Kirton and Ferguson 1992). Its policies were
contractionary in the short run, provoking violent demonstrations, but by
the mid-1980s, productivity and GDP began rising again.

Jamaica’s first episode of debt reduction then began in the second half
of the 1980s. Debt had risen to an extraordinarily high 240 percent of GDP,
requiring urgent action. The JLP imposed spending cuts, moving the primary
balance into surplus. Progress was interrupted in 1988—1989 by Hurricane
Gilbert, which destroyed more than 100,000 homes, but even this did not
throw the process off course. Importantly, when the PNP returned to power
in 1989, it maintained the same basic economic stance. Chastened by its
earlier experience of deficits and negative growth, it restrained public spend-
ing, raised taxes, and restricted credit, allowing primary surpluses to be
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Figure 4. Jamaica: Financial Arrangements with the IMF
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maintained. There was now more dialogue between the parties as their
policy differences grew less pronounced. Figure 2 shows the measure of
political polarization from the Varieties of Democracy (V-Dem) Database;
this is based on responses to a survey of country experts conducted each
year."! The figure documents a fall in polarization at the beginning of the
1990s, the largest fall since independence, exceeding even the sharp fall in
polarization two decades later. This was then followed by a steep decline
in political violence from the mid-1990s to early 2000s (also shown in
figure 2). This experience thus shows how cross-party agreement on basic
economic priorities is important for debt reduction.

This is the positive part of the story. The negative part is inflation, which
was the single most important contributor to debt reduction in the decade
ending in 1995. End of fiscal year inflation accelerated to 28 percent in 1990,

11. V-Dem (https://www.v-dem.net) takes input from at least five experts for each country
and year, drawing on 3,700 experts worldwide. For political polarization, it asks: “Is society
polarized into antagonistic, political camps?”” Responses range from: 0 (Not at all. Supporters
of opposing political camps generally interact in a friendly manner); to 4 (Yes, to a large
extent. Supporters of opposing political camps generally interact in a hostile manner). For
political violence, it asks: “How often have non-state actors used political violence against
persons this year?”” Responses range from: 0 (Not at all. Non-state actors did not use political
violence); to 4 (Often. Non-state actors often used political violence).
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106 percent in 1991, and 21 percent again in 1992. Given that some 60 percent
of local government debt was held in medium- to long-term securities, this
brought the debt ratio down very sharply, from 175 percent of GDP at the
end of 1990 to 100 percent at the end of 1991, for example (IMF 2000).

But this route to debt reduction was unsustainable because it undermined
the foundations of the financial system. Inflation reflected measures taken
by the Jamaican authorities to liberalize the financial system, without at the
same time strengthening financial supervision. In the run-up to the crisis,
they removed ceilings on credit provided by banks, deregulated deposit rates,
encouraging banks to compete for funding, and permitted banks to make
US dollar denominated loans (Kirkpatrick and Tennant 2002)."? Unfortu-
nately, even while Jamaica began easing restrictions on capital account
transactions, it retained a patchwork of financial regulators and regulations,
creating scope for regulatory arbitrage given the weak supervisory capacity
of the central bank. The authorities liberalized the capital account in the
hope that this would lead to capital inflows, reduce depreciation pressure
on the exchange rate, and mitigate inflation. This was also when the IMF
was advising its emerging market members to liberalize the capital account,
and Jamaica, continuously under IMF programs, acted accordingly.

The result was a very large capital inflow as exchange controls were
relaxed, funding additional domestic lending as investors repatriated offshore
dollars. The removal of quantitative credit ceilings permitted the develop-
ment of an enormous credit boom; bank credit to the private sector grew at
double-digit rates, always a warning sign, hence the surge of inflation. The
credit boom was characterized by deteriorating asset quality, declining
bank profits, and a growing currency mismatch as banks extended US dollar
loans to firms in the nontraded goods sector where revenues accrued in
local currency.

Initially, the implications for the debt-to-GDP ratio were favorable, as the
credit-fueled burst of inflation led to a negative real interest rate/real growth
rate differential (figure 5). But those favorable dynamics did not last. In
mid-1995, the Bank of Jamaica finally got serious about inflation and tight-
ened monetary policy. Higher interest rates led to weakness in the real estate

12. There had in fact been an earlier attempt to liberalize the banking system in the mid-
to late 1980s as a condition of the country’s World Bank program, but this was reversed in
1989 when Hurricane Gilbert prompted sharp increases in government spending, which the
fiscal authorities enlisted the banks to finance. Another factor prompting reregulation was a
massive inflow of reinsurance funds, leading to increased bank liquidity and what was per-
ceived as an unsustainable surge in lending.
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Figure 5. Jamaica: r — ¢ Differential, 1990-2022
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Source: IMF Global Debt Database and World Economic Outlook Database (October 2023).
Note: r is calculated as the effective interest rate on government debt deflated by the GDP deflator.
g is the real GDP growth rate.

sector, to which financial institutions were predictably committed. This raised
questions about bank solvency, precipitating withdrawals by panicked
depositors.”® A massive financial crisis engulfed commercial banks, invest-
ment banks, building societies, insurance companies, and security brokers
in the mid-1990s. Laeven and Valencia (2020) rank this as the third most
costly banking crisis anywhere in the world in the five decades after 1970.

Starting in 1996, GDP fell for three consecutive years.'* With non-
performing loans as a share of total loans rising to nearly 30 percent, the
financial system had to be recapitalized by a special purpose vehicle, the
Financial Sector Adjustment Company, whose liabilities were ultimately
transferred to the government’s balance sheet. Effectively, the government
replaced nonperforming loans with government debt in an effort to reassure
depositors.

13. Newly deregulated life insurance companies aggressively marketed short-term prod-
ucts offering high rates of return and invested these short-term funds in long-term, illiquid
assets, mainly real estate. Scenting an opportunity, banks for their part extended high interest
rate loans to insurance companies with which they were connected, causing the banking
system to be implicated. This is a clear instance of the regulatory arbitrage noted above.

14. See IMF Global Debt Database and World Economic Outlook Database.



ARSLANALP, EICHENGREEN, and HENRY 145

Given a fiscal cost of 44 percent of GDP and falling revenues owing
to the crisis-induced recession, it is no surprise that this mega-financial
crisis threw debt reduction off course. After falling steadily for more than
a decade, the debt ratio now rose sharply. This episode is a reminder that
financial stability is essential for sustained debt reduction, and that a burst
of inflation, even if helpful for debt reduction in the short run, is not com-
patible with such stability.

The debt ratio continued rising through the first decade of the new century,
approaching 150 percent of GDP in 2010. It did so even once the central
government resumed running primary surpluses. About half the increase
in the debt ratio in the 20062011 period was due to currency depreciation
that raised the real burden of foreign currency debt and an unfavorable real
interest rate/real growth rate differential, reflecting anemic growth together
with stubbornly high nominal interest rates in the range of 15 percent.'
The other half was due to the deficits of public bodies, such as the Urban
Development Corporation and Bauxite and Alumina Trading Company,
of which there were more than two hundred in number, and debt to the
Venezuelan state-owned oil company Petrdleos de Venezuela (PDVSA),
which was incurred by Petrojam, a limited liability company, but guaran-
teed by the Jamaican government.'®

II. What Jamaica Did

This unpropitious backdrop renders what happened next all the more
remarkable. As shown in figure 1, the debt-to-GDP ratio stopped rising in
2010 and, after a few years of relative stability, began falling precipitously,
from 144 percent in 2012 to just 72 percent in 2023."7 This achievement is

15. The root causes of this slow growth were several. Jamaica lacked affordable energy
to refine bauxite into aluminum and inexpensive labor to compete with low-cost Caribbean
and Central American neighbors. Infrastructure, education, and training were deficient. High
real interest rates for their part reflected chronic doubts about the government’s willingness
and ability to control inflation and service its debts.

16. At the time, Petrojam was owned jointly by the Petroleum Corporation of Jamaica, an
entity of the Jamaican government, and PDVSA. Conventional debt accounting, as in equa-
tions (1) and (2) below, includes these two items in the residual contributing to changes in the
debt ratio rather than subtracting them from the primary balance. If one instead subtracts them
from the primary balance, primary surpluses in the 2006-2011 period become less impres-
sive (they fall from an average of 5.6 percent of GDP to 1.9 percent of GDP). But this does
not change the fact that the primary balance was already in surplus. We return to this below.

17. The IMF expects that debt ratio to decline still further, to below 60 percent four years
from now.
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Figure 6. Jamaica: Drivers of Debt-GDP Dynamics, 2013-2022
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exceptional (in several senses of the word). We first analyze how this debt
reduction was achieved in an accounting sense, before asking how it was
achieved in an economic and political sense.

To this end, figure 6 shows the standard debt decomposition:

=
(1) Ab=d+ 1+gb,_1+sfa,

where b is debt as a share of GDP and Ab is its change. The right-hand side is
made up of the primary budget deficit (net of interest payments) relative to
GDP, denoted d; r — g interacted with the inherited debt ratio; and the residual,
which captures defaults, restructurings, conversions, assumption by the
public sector of private debt, other off-budget spending, and exchange rate
effects, collectively denoted sfa (stock-flow adjustment).

Figure 6 shows that debt reduction was driven mainly by primary budget
surpluses, which are large throughout the period (excepting only 2020,
the first year of COVID-19). Existing primary surpluses were raised by
an additional 2 percentage points of GDP in fiscal years 2012 and 2013,
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mainly through expenditure cuts as a share of GDP (see table 2).'® Subse-
quently, the government maintained these primary surpluses despite strongly
increasing noninterest spending, from 19 percent of GDP in 2014 to 24 per-
cent of GDP in 2019, on the eve of the COVID-19 crisis."”” Following the
initial spending adjustment, in other words, surpluses were sustained by
strongly increasing tax revenues as a share of GDP.*” Most of these gains
in revenue resulted from broadening the tax base (removing exemptions),
although in addition, there were an increase in the personal income tax rate
for high earners and improvements in tax administration.

There was also a modest contribution from GDP growth, mainly toward
the end of the period, modest because growth remained anemic. This is a
reminder that sound debt management is no guarantee of positive growth
performance—and, conversely, that strong growth is not always and every-
where a prerequisite for successful debt reduction.?!

Might the large primary surpluses needed for debt reduction have them-
selves slowed growth? Hypothetically, by pushing back the deadline for
reaching a 60 percent debt-to-GDP ratio or raising that target, the government
might have undertaken more social spending, boosting aggregate demand.
Of course, to infer the impact on growth one would need a fully specified
model of the Jamaican economy, robust to policy regime. In any case,
such growth of output as occurred reflected strong increases in employ-
ment, not increases in productivity, consistent with the idea that problems of

18. The decline in spending was spread across capital projects, central government pur-
chases of goods and services, and (to a much smaller extent) the public sector wage bill. The
concurrent increase in revenues reflected transfers from the National Housing Trust (which
makes low interest rate loans to housing developers) and renewal of licenses by two telecom
companies. These were one-off receipts rather than structural revenue measures, in other
words. Details are given in Government of Jamaica (2013).

19. In addition, there was a trend decline in interest spending as a share of GDP, as
table 2 also shows, reflecting the falling debt ratio and a trend decline in sovereign spreads
as Jamaica’s fiscal position strengthened.

20. Thus, Jamaica does not fall neatly into either the spending-reduction or tax-increase
categories distinguished by Alesina, Perotti, and Tavares (1998). From the long-run perspec-
tive of concern to us here (since we are focused on how primary surpluses were sustained over
a decade and more), this was a revenue-driven consolidation, a member of the category that
Alesina, Perotti, and Tavares (1998) question can be sustained. Thus, our conclusions here
contrast with theirs.

21. There is also a contribution to debt reduction from the negative real interest rate,
reflecting high inflation in the immediate post-COVID-19 period. Otherwise, real interest
rates are modestly positive on average (figure 5), roughly offsetting the contribution of real
GDP growth (figure 6). There is a sharp fall in both inflation and nominal interest rates on
government debt in 2014, leaving the real interest rate essentially unchanged.
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education and training, and not inadequate demand, are at the root of slow
growth.” In addition, the government’s debt reduction strategy also reduced
the volatility of growth; prior to COVID-19, Jamaica had nineteen consec-
utive quarters of growth, where the longest earlier span was nine quarters.?

Figure 6 highlights several years early in the period in which there were
increases in the debt burden due to factors not otherwise explained. These
increases reflect the materialization of contingent liabilities stemming from
unexpected losses by public enterprises such as Clarendon Alumina Produc-
tion (CAP) and Jamaica Urban Transit Company. In fiscal year 2012, for
example, the government was forced to assume 70 percent of the liabilities
of CAP (IMF 2018). The prevalence of such problems was then reduced in
the period’s second half by strengthened governance of public enterprises
(as we explain in section III.A below). Meanwhile, stronger financial super-
vision and regulation helped to avoid losses from the kind of banking crisis
that had thrown 1990s debt-reduction efforts off course.

Figure 7 sheds more light on what lies behind the debt decomposition.
Here we further decompose the change in the debt-to-GDP ratio as follows:

Ab = d+<r_g>b,f1 TR
I+g (1+g)(1+p*)
(2)
+ (p —p*>a b1+ sfa
(1 +g><1 +p)<1 +p*)

where r = the real interest rate; p = growth rate of GDP deflator; p* = growth
rate of US GDP deflator; g =real GDP growth rate; a = share of foreign cur-
rency denominated debt; z = real exchange rate depreciation (measured as
[(e/e ) +p*)/(1 + p)] — 1); and e = nominal exchange rate (measured
by the local currency value of the US dollar). The exchange rate matters
because more than a quarter of debt at the beginning of the debt reduction
period was denominated in or indexed to dollars. Comparing figures 6 and 7,
we can see how ongoing depreciation of the Jamaican dollar increased the
domestic currency value of external debt.

22. See also footnote 15 on these problems. Kandil and others (2014) noted prior to the
debt-reduction episode that Jamaica had the highest elasticity of employment with respect
to output in the Caribbean.

23. Statistical Institute of Jamaica, “National Accounts,” https://statinja.gov.jm/National
Accounting/nationalaccountsnotes.aspx.
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Figure 7. Jamaica: Drivers of Debt-GDP Dynamics Accounting for Real Exchange Rate
and Relative Inflation Effects, 2013-2022
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Source: Authors’ calculations.
Note: In fiscal years, which run from April 1 to March 31.

Relatedly, figure 8 shows how the foreign currency share of the debt rose
as debt reduction allowed Jamaica to resume tapping international financial
markets in 2014. It didn’t hurt that this was a period of low interest rates in
advanced countries, encouraging international investors to search for yield in
emerging markets. While a limited number of relatively large middle-income
countries were able to place domestic currency debt with international inves-
tors over this period (freeing themselves of the “original sin” of foreign
currency denominated external debt), Jamaica was not one of these.*

The country’s increasing reliance on foreign currency debt was not overly
detrimental. Figure 7 shows why: although there was a contribution to the
debt from exchange rate depreciation, the real exchange rate was reason-
ably stable against the US dollar (that is, the nominal exchange rate moved

24. Arslanalp and Eichengreen (2023) show how success at placing domestic currency
denominated securities with international investors has been largely limited to a handful of
relatively large emerging market economies. In November 2023, Jamaica issued its first-ever
Jamaican dollar-linked bond in international capital markets, with “the [Government of
Jamaica’s] objective of opening local currency debt issues to international investors” (Ministry
of Finance and the Public Service 2023, par. 2). Jamaica used the proceeds to buy back
outstanding US dollar denominated bonds, which Moody’s commented would reduce “the
government’s exposure to foreign exchange risk, which is a credit positive” (ibid., par. 4).
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Figure 8. Jamaica: Currency Composition of Government Debt
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broadly in line with the inflation differential vis-a-vis the United States). This
is a reminder of the value of a relatively stable real exchange rate for debt
reduction, especially when a portion of that debt is denominated in foreign
currency.”

Comparing figures 6 and 7, we see that separating out the impact of
exchange rate depreciation on the value of external debt turns the overall
contribution of the sfa from positive (adding to the debt burden) to negative
(subtracting from the debt burden).?® This makes it tempting to look to the

25. This is not to recommend issuing debt in foreign currency to take advantage of rela-
tively low international interest rates. The risks are well known. The strategy worked in
Jamaica because the authorities limited real depreciation of their currency. The credibility of
Jamaica’s policies, discussed further below, may help to explain the stability of the currency
in the face of global shocks. So too may an element of luck.

26. Figures 6 and 7 show that at least as important as the 2013 debt exchange were financial
operations undertaken in 2015 and 2016. The 2015 residual reflects a buyback at substantial
discount of the government’s Petrocaribe debt. In 2015 the government bought back this debt
from cash-strapped Venezuela, raising cash by issuing a thirteen-year Eurodollar bond. The
buyback replaced debt to Venezuela with new external debt bearing a lower face value but a
higher interest rate. The net effect was to push a portion of the financial burden out into the
future, creating a 10 percent of GDP reduction in measured debt in 2015 (Okwuokei and van
Selm 2017). The 2016 residual reflects an accounting adjustment implemented in conjunc-
tion with the new fiscal responsibility law, described below, that excluded intragovernmental
debt holdings and the Bank of Jamaica’s external debt (offset by the central bank’s external
reserves), in line with international statistical standards.
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Figure 9. Jamaica: Holders of Government Debt, 2001-2022
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Source: Updated from Arslanalp and Tsuda (2014).

pair of domestic debt restructurings conducted in 2010 and 2013. In fact,
these operations had a limited impact on the debt burden. Neither entailed
nominal haircuts reducing the face value of the debt, partly because a non-
negligible fraction of that debt was held by domestic financial institutions
(figure 9) whose stability would have been jeopardized (Schmid 2016).
External debt was excluded because Jamaica’s global bonds lacked majority
action clauses, threatening litigation and inconclusive negotiations with
holdout creditors.?’

Still, these exchanges helped on the budgetary front, despite the absence of
face-value haircuts, by reducing coupons and extending maturities. In both
cases, the government succeeded in achieving very close to 100 percent
investor participation (Langrin 2013). Here the same factor that prevented
face-value haircuts—that domestic debt was held mainly by a handful of

27. Such clauses allow a qualified majority of creditors to cram down restructuring terms
on a dissenting minority. The exclusion of external debt from restructuring was a factor in
the government’s ability to tap the Eurodollar market in 2014 and 2015 and buy back the
Petrocaribe bonds, as described in the preceding footnote. In addition, the constitutional
priority attached to servicing external debt put in place in the 1960s to help attract FDI may
have contributed to the difficulty of restructuring.
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financial institutions—helped by attenuating free-rider problems.?® This
observation has implications for whether the lessons from Jamaica carry
over to other countries, since in quite a few other countries debt securities
are not in the hands of domestic banks but are widely held by heterogeneous
creditors whose coordination is difficult to achieve.

In sum, the Jamaican authorities mainly reduced their debt “the old-
fashioned way,” by running substantial primary surpluses for an extended
period. To be sure, they also grew the economy, if modestly, while eschewing
excessive currency depreciation that might have elevated the domestic
currency value of external debt. They avoided financial instability that had
caused the materialization of contingent liabilities and derailed earlier efforts
at debt reduction. They engaged in some clever financial management. But
budget surpluses were key.

This strategy of running substantial primary budget surpluses for extended
periods is not commonplace; other emerging markets, developing countries,
and advanced economies would be envious. The question is how Jamaica

did it.

I1l. How Jamaica Did It

Our explanation of how Jamaica did it consists of two parts. First, Parliament
passed a set of rules known as the Fiscal Responsibility Framework. These
rules highlighted the debt problem, legislated formulation of a medium-term
plan, and made it easier to define and detect fiscal slippage.

All too often, however, rules are honored in the breach. This brings us
to the second element: Jamaica leveraged its hard-won tradition of forging
social partnerships to establish consultative bodies with the legitimacy,
independence, and stature needed to build and sustain a social consensus
for fiscal adjustment, while credibly monitoring and reporting on the govern-
ment’s adherence to its fiscal rules and the progress of the overall economic

28. Thus, the government could coordinate its negotiations with this limited number of
financial institutions over which it had regulatory oversight. As an inducement, financial
institutions that participated received preferential access to a Financial Sector Support Fund
administered by the central bank. Participants in the 2010 debt exchange had the option of
new series that were CPI indexed and noncallable, features not included in the old bonds.
In the 2013 exchange, large institutional investors that initially held out were subjected to
political pressure (they were criticized as “unpatriotic”), while small retail investors who
might have held out from a second restructuring that further lengthened maturities were
offered special one-year bonds.



154 Brookings Papers on Economic Activity, Spring 2024

reform program. In 2009, government, the opposition, business, trade unions,
and civil society groups formed a consultative body called the National Part-
nership Council (NPC) to address the effects of the global financial crisis
as well as long-standing economic and social issues. Deliberations of this
council enabled stakeholders to exchange views, provide input, reach con-
sensus about the societal importance of debt reduction, and assure all part-
ners that the burden of adjustment would be broadly and fairly shared. In
ongoing meetings, its members discussed the conformity of policies with
their shared priorities and suggested changes to align policies and priori-
ties more closely. The Fiscal Responsibility Framework we discuss in the
next subsection can be seen as a legislative response to the broad societal
consensus for fiscal restraint built by the NPC. It then became possible to
move from vision to reality when EPOC was created in 2013. EPOC con-
sists of representatives of the private and public sectors, unions, and civil
society but with disproportionate representation of the financial sector. It is
tasked specifically with monitoring the government’s progress and bench-
marking this against the performance targets of the Fiscal Responsibility
Framework.

This monitoring, dialogue, and consensus building were pivotal for hold-
ing government accountable for its budgetary actions and for maintaining
the consensus needed to get the process on track and keep it there.

111.A. Fiscal Rules

Prior to 2010, when the Fiscal Responsibility Framework was put in place,
Jamaica’s best-laid fiscal plans repeatedly went off course. Recorded deficits
exceeded those in the budget passed by Parliament in every year between
2003 and 2009.” Growth forecasts were excessively rosy. Tax revenues reg-
ularly fell short of projections. Expenditure overshot what was budgeted;
in particular, public sector wage settlements regularly exceeded what was
assumed by the Ministry of Finance. Public entities did not regularly report
to the Ministry of Finance. For its part, the ministry did not update cash flow
forecasts and performance for these entities in-year, unlike for the central
government. Lack of updating permitted chronic overspending and the
accumulation of arrears by these public bodies. (We described in section I1
how the deficits of public entities such as CAP and Jamaica Urban Transit
contributed to the growth of debt.) The central government conducted
budgeting on a year-by-year basis; “the future implications of expenditure

29. Ministry of Finance and the Public Service, Government of Jamaica, “Ministry
Papers,” https://www.mof.gov.jm/ministry-papers/.
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decisions [were] not elaborated on in the budget documents . . . consideration
is not always given for the medium/long-term implications of decisions
made in the short-term” (Leon and Smith 2012, 14). Though the Ministry
of Finance was responsible for describing its debt management strategy in
broad terms, it was not required to formulate and present a debt sustain-
ability analysis.

The 2010 Fiscal Responsibility Framework, formally an amendment to
existing financial administration and audit regulations, addressed most of
these shortcomings.* It anchored budgeting by requiring the minister of
finance to take appropriate measures to reduce, by the end of fiscal year
2016: (a) the fiscal balance to nil; (b) the ratio of debt to GDP to 100 per-
cent; and (c) public sector wages as a share of GDP to 9 percent (Jamaica
House of Parliament 2010). The framework was tightened in 2014 to require
the minister, by the end of fiscal year 2018, to specify a multiyear fiscal
trajectory bringing the debt-to-GDP ratio down to no more than 60 percent
by fiscal year 2026 (Jamaica House of Parliament 2014).3!

Importantly, these numerical targets for debts and deficits came with an
escape clause to be invoked in exceptional circumstances. Rigid targets
would have lacked credibility in an environment prone to hurricanes, floods,
and other natural disasters; the government’s assertion that under no cir-
cumstances would it respond to such events with a revised budget would
not have been taken at face value. At the same time, an escape clause not
limited to events beyond control of the government, lacking explicit thresh-
olds for activation and with no provision for independent verification,
would have been destabilizing; it would have given the government free
rein to disregard its targets. As Valencia, Ulloa-Suarez, and Guerra (2024)
describe, a well-designed escape clause must be accompanied by clear trig-
gers and conditions, clear assignment of responsibility for activation and
deactivation, and a clear communication strategy.

30. The IMF and World Bank made adoption of the Fiscal Responsibility Framework
a condition of their 2010 lending programs but were unhappy with the incomplete rules
adopted that year; no immediate changes were made, since the IMF agreement went offtrack
almost immediately, and disbursements were halted. The IMF then required strengthening
of the framework as a condition for its 2013 arrangement, and the amendments followed
in 2014.

31. The 2026 deadline was pushed back to 2028 due to the pandemic, in an example of
the operation of the escape clause mechanism described below. The rationale for the separate
public sector wage target was that wage compensation was a principal driver of the fiscal
balance. Subsequent experience showed that even when the wage target was missed it still
could be possible to meet the debt and deficit targets; correspondingly, the separate wage target
was eliminated in 2023.
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Jamaica’s escape clause satisfies these prerequisites. It can be activated
only in response to a natural disaster, a public health or other emergency,
or a severe economic downturn (of 2 percent of GDP in a quarter). It can
be invoked only after verification by the auditor general, whose indepen-
dence from other government agencies is guaranteed by the constitution,
that the fiscal impact exceeds a minimum threshold of 1.5 percent of GDP.
The auditor general must submit its assessment to Parliament, along with
supportive documentation from the Ministry of Finance, and suspension of
the fiscal rule must be approved by both Houses. Valencia, Ulloa-Suarez, and
Guerra (2024) rate escape clause clarity on six dimensions and give Jamaica’s
escape clause a rating well above the Latin American and Caribbean average.

The government was thus able to invoke this escape clause in response
to COVID-19, reducing the VAT rate and increasing spending on health
and social protection. It deactivated the clause only after one year; the short
duration of the suspension speaks to the credibility of the arrangement,
given the severity of the COVID-19 crisis. In contrast, Hurricane Matthew
caused widespread damage in 2016 but was deemed not to meet the fiscal
threshold and hence did not precipitate suspension of the rule.

The framework corrects specific institutional weaknesses that had led to
deficit overshooting in the past. The minister of finance is obliged to submit
to Parliament a fiscal responsibility statement describing the overall strategy.
The minister is also required to submit a fiscal management strategy that
reports and explains deviations between fiscal targets and outcomes over
the preceding year and projects the government’s finances over the coming
three fiscal years, together with a macroeconomic framework outlining the
assumptions behind these revenue and spending estimates. The independent
auditor general is then tasked with examining the ministry’s reports and
providing an assessment to Parliament within six weeks of the ministry’s
submission.*

This framework addressed the problem of excessive public sector wage
growth by requiring the Ministry of Finance to describe a specific trajectory
for bringing public sector wages down to 9 percent of GDP by the end
of fiscal year 2016. Together with concurrent amendments to the Public
Bodies Management and Accountability Act, it required public bodies to
prepare and submit information on their financial performance in the current
and preceding years, together with explanations for deviations from budget,
to be used as input for the fiscal responsibility statement. The framework

32. Animportant observation that bears on the question, asked below, of whether lessons
from Jamaica generalize is that the auditor general is a strong institution and office, given
this constitutional guarantee.
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enforces a time limit for these submissions and subjects them to independent
assessment by the auditor general. This rigorous and transparent framework
allowed the deficits of these public entities to be brought down from an
average of 2 percent of GDP in the 20062011 period to about 0.5 percent
of GDP in 2013-2022.%

In sum, the Fiscal Responsibility Framework provided concrete numer-
ical targets for debts and deficits, along with associated deadlines and a
well-defined escape clause; required the minister of finance to provide
multiyear plans for how the targets will be achieved; mandated the trans-
parency of assumptions and forecasts, together with independent assess-
ments by the auditor general; and held the central government and public
bodies accountable for revenue shortfalls and expenditure overruns.

111.B. Institutionalized Partnership and Monitoring

The failure of fiscal adjustment efforts in 2010-2012 indicates that the
rules adopted in 2010 by themselves were not enough. There remained a
significant danger of the process being derailed until EPOC was created
in 2013 and until EPOC was supported by the signing of a meaningful
national partnership agreement—the Partnership for Jamaica Agreement
(NPC 2013) that same year. The Partnership for Jamaica Agreement affirmed
that the government, political opposition, and social partners had reached
a consensus on policy priorities; it committed the parties to monitoring the
conformity of public policies with those priorities. EPOC meanwhile enabled
financial stakeholders to track fiscal policies and hold the government
accountable for its budgetary actions. We think of the NPC, which produced
the Partnership for Jamaica Agreement, as a consultative and consensus-
building institution designed to create confidence that the burden of fiscal
adjustment was equitably shared—as an example of the approach to con-
sensus building known in the literature as “democratic corporatism.” We
think of EPOC primarily as a monitoring and information dissemination
technology focused on the budget.*

The NPC in fact drafted a series of partnership agreements, some of
which were more substantive than others. The first such agreement in 2011

33. See IMF Article IV reports. In addition, the government agreed to privatize CAP as a
condition of its programs with the IMF and in 2020 merged its holdings with those of Gen-
eral Alumina Jamaica, which is owned and operated by the Hong Kong-based Noble Group;
55 percent of the merged entity was owned by Noble Group, 45 percent by the government
of Jamaica. Jamaica Urban Transit, in contrast, remains government owned and operated
(see https://www.jamalco.com/about-us.html).

34. In practice there was overlap between the objectives and deliberations of the two
entities, as we make clear below.


https://www.jamalco.com/about-us.html

158 Brookings Papers on Economic Activity, Spring 2024

was a mere “code of conduct” including no specific commitments.*> The
political opposition consequently boycotted its signing, indicative of a
lingering lack of trust. The 2013 Partnership for Jamaica Agreement, which
coincided with the inauguration of sustained debt reduction, was very much
more detailed. It was the outcome of an extended round of consultations on
specific issues, including debt. The document started by acknowledging the
sense of crisis created by “inter alia, an unsustainable debt-to-GDP ratio”
(NPC 2013, 3). It spoke of the need for social dialogue and participatory
decision making to engender “trust and confidence among the Partners”
(ibid., 3). It provided commitments by both the government and the oppo-
sition to the principles of transparency, accountability, and consultation
and to the pursuit of “long-term national goals rather than short-term polit-
ical imperatives” (ibid., 5); by business to limit profit margins; from trade
unions to address problems of low productivity; and by representatives of
civil society to help “stabilise and transform the economy” (ibid., 6). It then
presented four specific policies requiring monitoring and accountability, of
which “Fiscal Consolidation (with Social Protection and Inclusion)” (ibid., 6)
had priority of place.

The NPC agreed to monitor the compliance of parties to the terms of this
agreement in a manner complementary to the other newly created oversight
body, EPOC, which focused more closely on fiscal functions. EPOC was
established specifically to reassure domestic holders of sovereign bonds
that the government would keep to its fiscal commitments, including the
rules set out under the fiscal Responsibility Framework. The government
had completed a first domestic debt exchange in 2010, as noted above, as a
precondition for the 2010 IMF Stand-by Arrangement. But that arrangement
was offtrack already in early 2011, due to an overrun of the 9 percent public
sector wage/GDP target. The prime minister resigned in October, and his
party was immediately voted out of office, raising questions about its succes-
sor’s intentions. The new government then tabled a second domestic debt
exchange, also described above, with an eye toward securing a new IMF
agreement.* This time, however, debt holders refused to participate absent
assurances that any additional maturity extensions and coupon reductions
would be the last. Hence the creation of EPOC to monitor implementation

35. It had simply listed a set of “key guiding principles” such as sensitivity, courage,
patience, and understanding.

36. This involved tapping the IMF’s Extended Fund Facility (EFF), which provides
assistance to countries with medium-term as opposed to short-term balance of payments
problems because of structural issues or slow growth. Jamaica’s 2013 EFF arrangement was
for four years.
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of the government’s economic reform measures and specifically its compli-
ance with IMF targets and conditions.

EPOC has eleven members representing the public sector, trade unions,
business, and finance, with relatively heavy representation of this last category.
This difference in composition compared to the NPC—specifically, greater
representation of financial interests—reflects EPOC’s focus on fiscal ques-
tions.’” EPOC issues reports, typically quarterly, on fiscal policy conduct
and outcomes, comparing realized tax revenues and expenditures with those
budgeted and analyzing their determinants. It has continued to do so since
the country’s ongoing arrangement with the IMF concluded in 2019. This
is a key observation: monitoring was shared with the IMF virtually from
the start, and it has continued long since the IMF exited the scene.

EPOC'’s assessments are posted on its website, together with commu-
niqués and video recordings by its chair. In addition, EPOC started a pro-
gram called “On the Corner” that involved going from town to town with
reports in hand, explaining what the debt reduction program was designed
to achieve. These consensus-building efforts were followed by a visible
improvement in public opinion: survey data from the Latin American Public
Opinion Project show little change between 2006 and 2014 in the share of
the public thinking that the economic situation was improving and then a
steady increase after 2014.%

Recently, the government and Parliament agreed to provide a proper
legal basis and full independence for its proceedings by creating a fiscal
commission to “provide an informed second opinion on fiscal develop-
ments and . . . play a constructive role in informing the public and, in so
doing, incentivizing adherence to Jamaica’s fiscal rules” (Clarke 2023, 17).
EPOC will stop meeting once the fiscal commission is fully staffed and
operational in fiscal year 2024.

111.C. Ownership

Jamaica was under IMF programs in 2010-2011 and earlier, but those
programs went offtrack. They did not result in sustained debt reduction.

37. At the same time, EPOC has sufficiently broad nonfinancial sector representation to
effectively supplement the dialogue and consensus-building efforts of the NPC. Members
engage in dialogue and consensus building that allows the principal stakeholders to monitor
and express their views regarding the conformity of fiscal policies with shared public priorities
of fiscal accountability and equitable burden sharing.

38. The precise question asked is, “Do you think the country’s current economic situation
is better than, the same as or worse than it was 12 months ago?”” See https://www.vanderbilt.
edu/lapop/.
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This earlier experience and the experiences of myriad other countries are
reminders that IMF involvement is no guarantee of success.

The difference in Jamaica starting in 2013 involves that oft-mentioned
but rarely explained, or even defined, concept of ownership. By ownership
we mean that country authorities and, importantly, stakeholders to whom
those authorities are accountable develop and maintain a broad and credible
commitment to the agreed program of policies.” In Jamaica, the commitment
was broad because it was based on an encompassing partnership agree-
ment that the burden of adjustment would be widely and fairly shared.
It was credible because policies and outcomes could be benchmarked
against concrete rules and thresholds and because there existed institution-
alized monitoring mechanisms to verify the compliance of stakeholders
with their commitments.

Well-defined rules and robust partnerships made for ownership of the
country’s fiscal adjustment and IMF programs. Jamaican officials success-
fully completed the first ten quarterly reviews under the 2013-2017 Extended
Fund Facility (EFF) arrangement. Even when there was a change of gov-
ernment from the PNP to the JLP in March 2016, debt reduction continued.
The new JLP administration successfully completed the eleventh, twelfth,
and thirteenth quarterly reviews with the IMF and then surprised all con-
cerned by announcing the early ending of the EFF and immediately entering
a precautionary Stand-by Arrangement.* When the IMF and Jamaican
authorities held the High-Level Caribbean Forum in Kingston in November
2017, leaders of both political parties endorsed institutionalizing EPOC.
The following April the cabinet embraced the concept of an independent
fiscal institution. One month later, the minister of finance delivered a speech,
“Enhancing Jamaica’s Fiscal Responsibility Framework™ (Clarke 2018),
initiating another consultative process designed to transfer responsibility
for budgetary monitoring from the ad hoc body EPOC to a permanent,
independent fiscal commission.

111.D. Origins

The question is how Jamaica was able to reduce political polarization
and achieve a broad social consensus in favor of debt reduction. And how

39. Boughton (2003) is one of the rare sources providing an actual definition along these
lines.

40. Precautionary arrangements are for cases when countries do not intend to draw on
the IMF facility but retain the option of doing so.
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and why did it create the institutionalized partnerships that were central to
this process?

Here again, our answer has two parts. The first element is Jamaica’s his-
torical journey: its troubled history as an independent nation and the lessons
drawn from that early experience by political leaders and the public. Over
time, that experience and those lessons translated into a visible decline in polit-
ical polarization and political violence. The second element is the construc-
tion of institutions for monitoring, consensus building, and cohesion, first in
the electoral realm, where the need was most pressing, but then in the areas
of economics, finance, and finally fiscal policy, where policymakers could
build on earlier precedents and achievements.

Jamaica was not always a cohesive society. Shortly after independence,
Yale sociologist Wendell Bell observed of the country: “The white upper
classes, the brown middle classes, and the black lower classes are grossly
unequal, with economic and social advantages accruing most to the upper
and least to the lower classes” (1964, 38). This sense of inequality fueled
the PNP’s 1972 electoral victory and its subsequent populist rhetoric and
policies. One year before the 1976 election in which PNP Prime Minister
Michael Manley won a second term, he declared: “Jamaica has no room
for millionaires.” For those who wanted to be millionaires, he suggested,
“we have five flights a day to Miami” (Levi 1990, 157). In response to the
PNP’s rhetoric and policies, the opposition JLP moved farther to the right.
Accusations of electoral intimidation, malfeasance, and fraud were wide-
spread (Electoral Commission of Jamaica 2014). Political violence soared:
election season saw rampant shootings in Kingston’s “garrisons” of those
thought to favor the political opposition. Estimates are of more than a hundred
politically motivated murders in 1976 and more than 800 in 1980.

This ghastly situation created a groundswell for reducing political polar-
ization and violence. Prominent public figures took the lead: during the One
Love Peace Concert, before an audience of more than 30,000, the country’s
leading artist, Bob Marley, joined hands onstage with the prime minister
and the leader of the opposition. Following their defeat in the 1980 election,
Manley and the PNP moderated their rhetoric and policies. On retaking
office in 1989, the PNP embraced the JLP’s previously implemented eco-
nomic reforms, as noted in section II. Manley himself articulated the
party’s new more collaborative, centrist approach to economic policy:

[The PNP], like many other people in the broad social democratic movement,

placed greater reliance at that time on the capacity of the state to be a direct factor
in production. Experience showed us that the state is not necessarily a reliable
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intervener in production. You stretch your managerial capacity and create ten-
sions with the private sector that can be counterproductive. So the second great
lesson that we learned is not really to depend on the government as a factor in
production but rather to use government as an enabling factor for the private sector.
(Massaquoi 1990, 112)

Given Manley’s personal popularity, his party’s endorsement of this new-
found economic policy consensus played an important role in creating a less
polarized political environment, more conducive to constructive engage-
ment. This is evident in figure 2, where we see discrete steps down in
political polarization after 1980 and again after 1989.

The second element was institution building. To address problems of
electoral intimidation and fraud, leaders of both parties agreed that oversight
of elections should be removed from the direct ministerial control of the
government. Following the recommendations of a bipartisan commission,
Parliament voted in 1979 to create an independent, nonpartisan institution
with representation of both political parties and civil society to monitor and
validate electoral results. This electoral advisory committee (EAC) con-
sisted of eight members: the director of elections, three members of civil
society, and four nominated members (two each from the JLP and PNP).*
The EAC was “not answerable to any minister of government” (Electoral
Commission of Jamaica 2014, 21). It was a venue for dialogue between the
parties and other stakeholders and had independent authority to invalidate
any election result tainted by violence or malfeasance.*

The EAC was a first step on Jamaica’s journey toward social partnership.
It was the precedent for creating, over the next three decades, other inde-
pendent, multistakeholder consultative bodies that addressed not electoral
intimidation and fraud but other issues, notably including economic growth
and debt reduction. These subsequent bodies are listed in table 3.

The National Planning Council in 1989 was the next significant institu-
tional innovation: its twenty-two members brought together government
officials with business, trade union, and other private sector members
(representing academic, professional, and consumer interests) in monthly

41. Civil society representatives were selected by the governor-general. The governor-
general, a legacy of the British Commonwealth, represents the monarch on ceremonial occa-
sions and has various powers, sporadically exercised, under the constitution. The EAC was
unlike other standing commissions, such as the public service commission and police com-
mission, in that the director-general took advice directly from both the prime minister and
the leader of the opposition and not just from the prime minister.

42. For adetailed discussion of the workings of the EAC and the process by which it was
created, see Electoral Commission of Jamaica (2014, 20—40).
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Table 3. History of Partnership Agreements

1979 Electoral Advisory Committee (EAC)

Nonpartisan body established to monitor elections, consisting of representatives
of the Electoral Office of Jamaica, each of the two major political parties and
civil society.

1989 National Planning Council
Multisector body established to advise government on issues related to national
planning.
1997 ACORN
Social dialogue group led by members of civil society.
2003 Partnership for Progress
Initiated by the Private Sector Organization of Jamaica
2008 National Social Partnership Consultative Committee

Creation of National Social Partnership Consultative Committee including
representatives of government, parliamentary opposition, private sector,
trade unions and civil society groups

2009 National Partnership Council (NPC)

Creation of National Partnership Council consisting of representatives of the
government, parliamentary opposition, and other stakeholder groups. NPC
engages in respectful, constructive, and sustained dialogue and collaborates
on critical national economic and social issues. Established under the
operating rubric of Partnership for Transformation, the NPC, has operated
across successive administrations. It led further to the creation of the
following partnerships.

2011 Partnership Code of Conduct

2013 Partnership for Jamaica

2016 Partnership for a Prosperous Jamaica

2022 Partnership for Jamaica’s Strong and Sustainable Recovery

Source: Jamaica Office of the Prime Minister (2024).

meetings intended to “contribute to the formulation of economic policies
and programmes, to assess economic performance and to identify measures
designed to achieve broad-based development and growth in productivity,
employment and the national product” (Government of Jamaica 1989, 1).
The National Planning Council was followed in 1997 by ACORN, a venue
for social dialogue “in which leaders of the Country’s labour unions, private
sector and academia have met together continuously over the last twenty-
one years, focusing on building social capital and trust among actors in
key sectors of the Jamaican society in pursuit of national growth and com-
petitiveness” (Wint 2018). The launch of ACORN again coincided with a
visible drop in political violence and a drop in political polarization centered
on 1999. ACORN is widely viewed as a progenitor of the partnership com-
mittees and councils culminating in creation of the National Partnership
Council in 2009, as described in section III.B. Creation of the NPC was fol-
lowed by one of Jamaica’s largest post-independence declines in political
polarization and political violence (see figure 2). This became the vehicle
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Table 4. Events Surrounding Creation and Operation of the Economic Programme
Oversight Committee

2010  Jamaica Debt Exchange (January 14—February 3)
Stand-by Agreement with IMF begins (February 4)
Fiscal Responsibility Framework introduced (February 22)
2011  Stand-by Agreement with IMF goes offtrack and is ended
Prime Minister Bruce Golding of JLP steps down (October)
Golding is succeeded by Andrew Holness of JLP
2012  PNP wins general election in January
Debt-to-GDP ratio peaks at 144 percent
2013  Economic Programme Oversight Committee (EPOC) created
National Debt Exchange (February 12)
IMF Extended Fund Facility agreement begins (May 1)
2014  Fiscal Responsibility Framework augmented (April 1)
2016  JLP wins election (February), continues with EPOC etc.
IMF Extended Fund Facility successfully completed (November 10)
Precautionary Stand-by Agreement with IMF begins (November 11)
2017  IMF managing director hosts high-level IMF Caribbean forum in Kingston
2018  Independent Fiscal Commission Consultative Body announced
2019  Precautionary Stand-by Agreement with IMF completed (no money drawn); Lagarde
praises Jamaica’s successful conclusion of program across two administrations
and reducing debt-to-GDP ratio by 50 percentage points: https:/jis.gov.jm/
former-imf-boss-praises-jamaica/
2020  COVID-19: Timeline for reducing debt-to-GDP ratio to 60 percent extended from
2026 to 2028
2023  Independent Fiscal Commission established to succeed EPOC (March 7)
Jamaica’s debt rating upgraded by S&P to BB- (September)
Jamaica issues first international bond in local currency (November)

Source: Authors’ compilation.

for the landmark Partnership for Jamaica Agreement in 2013 and its sequel,
the Partnership for a Prosperous Jamaica, when the government changed
hands in 2016.

Building on this foundation, Jamaican leaders used this same approach
of building encompassing institutions with independent powers starting
in 2010 when the issue became fiscal adjustment and debt sustainability.
Table 4 shows the sequence of institutional steps, starting with introduc-
tion of the Fiscal Responsibility Framework in 2010 and continuing with
creation of EPOC in 2013. A sense of crisis informed the decision to create
EPOC in 2013, just as a sense of crisis informed the decision to create the
electoral advisory commission in 1979. In 1979, political violence had
threatened Jamaica’s survival as a political democracy. In 2013, normal-
izing the finances was “essentially a matter of survival of the Jamaican
nation as a viable nation state,” as Peter Phillips, the minister of finance,
put it (Wigglesworth 2020, par. 15) .

The generous representation of financial interests in EPOC was impor-
tant for disciplining and creating confidence in fiscal and financial policies,
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as argued above. Jamaica’s specific approach to debt restructuring had a
lot to do with the development of this particular institutional configura-
tion. Governments are typically more inclined to restructure external than
domestic debts.* Historically, domestic debt has been held by residents,
who are also citizens and voters. Incumbent governments prefer to avoid
subjecting them to financial pain, knowing that those voters can retaliate by
inflicting electoral pain. In addition, where domestic debt is held by local
financial institutions, there can be fear that restructuring it could destabilize
the financial system. In Jamaica, unusually, a combination of practicalities
and legal restrictions made it more expedient to restructure domestic debt.
This meant that local financial institutions, which held this debt, became
highly attentive to fiscal developments. Because the painful 2010 restruc-
turing was unsuccessful, in that it did not help to put the country on the
path to sustained debt reduction, local financial institutions refused to par-
ticipate in the deeper 2013 restructuring without further reassurance. They
viewed the creation of EPOC, their ample representation, and the efficient
operation of its monitoring and consultation functions as a nonnegotiable
precondition for their participation in this second round.

While EPOC had relatively heavy representation of financial interests
and focused on monitoring fiscal policies and outcomes, including those
associated with the IMF’s EFF, it did not do so to the exclusion of other
issues, such as collective bargaining. The unions had agreed to a two-year
public sector wage freeze as part of the failed 2010 Stand-by Agreement.
Just as investors were now willing to accept further maturity extensions
and coupon reductions only as part of a successful program, unions were
prepared to extend the wage freeze only if they were confident that the
broader stabilization program had a reasonable chance of success. Their
representation on EPOC was important for creating this confidence. In the
words of Phillips, the monitoring and deliberations of EPOC “did much
to build public support across class lines, and I dare say, across political
lines for the necessity of the fiscal consolidation and pro-growth efforts at
public sector reform and legislative reforms” (Phillips 2017, 2). As further
explained by Clarke (2018, 11),

the consensus building mechanisms of non-governmental bodies had, and continue
to have, an indispensable role to play. It was against this background that the
previous administration approached members of the financial community with
a second debt exchange and the unions with a multi-year wage freeze as prior
actions for entry into the Extended Fund Facility. Both groups correctly insisted

43. Though not always: see Reinhart and Rogoft (2011).
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on the right to monitor Jamaica’s economic program in return for such sacrifices,
in order to ensure that Jamaica maintained its commitments to the reforms
embedded in the agreement with the IMF. And so EPOC was born.

This passage makes clear that while the focus of EPOC monitoring
was fiscal policy and Jamaica’s commitments to the IMF, the committee
entailed a broader social partnership in the manner of the other multipartner
consultative bodies that preceded it. And while EPOC’s establishment
coincided with the country’s entry into the EFF, the impetus for its creation
came from Jamaica. As IMF managing director Christine Lagarde noted
in 2014, monitoring of an IMF reform program by an “outside group . . .
is something that I have never heard of [and] that none of my staff had
heard of” (Wigglesworth 2020, par. 19).

IV. Do the Lessons Generalize?

Does the Jamaican case generalize? Can other economies similarly shed
heavy debt burdens by strengthening fiscal rules and backing them with
consensus-building institutions? The IMF evidently thinks so: its current
managing director has pointed to Jamaica as a model to be followed
(Georgieva 2019).* At the same time, the fact that Jamaica’s case is widely
seen as exceptional raises questions about whether the lessons generalize.
Insofar as the relevant agreements and institutions were products of Jamaica’s
distinctive history, shouldn’t they be treated as sui generis?

We address these questions through a discussion of two countries, Ireland
and Barbados, that bear a strong resemblance to Jamaica in their suc-
cess at putting in place consensus-building arrangements accompanied by
fiscal rules.

IV.A. Ireland

Ireland already had strong fiscal institutions, but these were further
strengthened in 1987. The budgetary process was centralized and disci-
plined. The government first debated the minister of finance’s budget pro-
posal in a series of meetings. When the taoiseach (prime minister) exercised
strong discipline over his spending ministers, free-riding was contained. To

44. Similarly, her predecessor, Lagarde, in the interview just quoted, went on to suggest
that “this is surely a role model that should be emulated elsewhere. With everybody inside the
tent, all voices are heard, and everyone has a stake in success” (Wigglesworth 2020, par. 19).
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this end, in May 1987 the Fianna Fail government led by Taoiseach Charles
Haughey set up an Expenditure Review Group, a kind of “star chamber”
made up of two finance department officials and an independent econo-
mist. Finance department staff first drew up a list of schemes that were
candidates for termination or funding cuts. The department secretary then
was called before the review group, where he was expected to agree to the
finance department’s list or offer his own proposals for abolishing schemes
and saving money. Ministers failing to find the necessary cuts were subject
to ruthless discipline by the taoiseach, who threatened them with political
consequences.*

Under the constitution, only the government could propose spending and
tax plans, and there could be no amendments in parliamentary debates; this
limited the logrolling characteristic of other legislatures. The government’s
tax proposals might be voted down by coalition partners or when it was a
minority relying on independents. But in 1987 the leader of the opposition
agreed not to oppose budgets that promised to address the country’s now
pressing debt and deficit problems, so adoption of the government’s austerity
budget was assured.

Despite these institutional arrangements, previous governments’ budget-
balancing efforts had proved unavailing. Uncoordinated strikes by the
country’s myriad craft unions first secured substantial pay increases, to
which public sector unions then responded with aggressive wage demands
of their own (Sexton and O’Connell 1997). Budgets made provision for
limited public sector pay increases but were then blown off course by
demands for substantial increases from public sector unions, requiring
additional expenditure during the year.*® The 1984 Building on Reality
plan had the modest goal of reducing the primary deficit sufficiently to just
stabilize the debt at its then high level but was upended in 1986 by a teach-
ers’ strike to which the government capitulated. Governments sometimes
responded with additional steps to balance the budget, but weak growth
undermined the fiscal accounts.

By 1987 a deeply unfavorable interest rate/growth rate differential had
contributed to an alarming rise in the public debt ratio to 110 percent of

45. As Haughey put it in a letter to ministers, “any Minister who came to the Cabinet
with proposals for expenditure should bring his seal of office with him [i.e., be prepared to
resign] and any Department Secretary who proposed expenditure would be sacked” (quoted
in Cromien 2011, par. 3).

46. As also happened in Jamaica after 2010.
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GDP.* This led the new Fianna Fail government to take a different tack,
seeking to forge a consensus with trade unions and employers’ associations.
As the political party historically associated with centralized bargaining, it
started by negotiating a common agenda with the unions, whose leaders
agreed to pay restraint in return for cuts in taxes on labor income, increased
say in decision making, and initiatives to foster job creation. Coordination
was facilitated by the fact that all but a few unions were affiliated with the
Irish Congress of Trade Unions, their umbrella organization (Hogan 2010).
Employers’ organizations reluctantly came on board, attracted by the prospect
of pay moderation but worried that agreement with public sector unions
to reduce the length of the workweek might spread to the private sector.
Consultations on the details were conducted with farmers, community
representatives, and NGOs. The resulting Programme for National Recovery,
covering 1988-1990, entailed agreement to limit annual pay increases to
2.5 percent, reduce taxes on employers and employees, and curtail public
sector employment through attrition while preserving the overall value
of social welfare benefits and essential public services. It encouraged the
belief that the sacrifices required for debt reduction would be widely and
equitably shared.

These consensus-building arrangements were buttressed by encompassing
discussions, by independent analysis to confirm the accuracy of assump-
tions, and by mechanisms providing ex post verification that everyone was
keeping their word. The National Economic and Social Council (NESC),
an independent body whose members included business representatives,
union leaders, and academics, was enlisted to analyze the realism of the
proposed agreement. A Central Review Committee (CRC) with represen-
tation of government and the social partners was established to monitor
implementation, enabling the parties to verify that everyone was adhering
to the agreement. As MacSharry and White (2000) observe, the regular
meetings of the CRC enabled the social partners to have continuing input
into government decision making. They allowed union representatives
to connect concessions on pay restraint to the provision of public services.
And they provided “valuable political and economic education” (MacSharry

47. See Kenny (2016). Figures here for Ireland use gross domestic product to scale debt
(for consistency with other countries). The alternative would be to use gross national income,
given the importance of profits booked in Ireland by multinational corporations. Another alter-
native is modified gross national income, which subtracts depreciation of intellectual property
and leased aircraft as well as the net factor income of redomiciled publicly listed companies.
This however would complicate international comparisons and does not change the narrative.
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Figure 10. Ireland: Measure of Political Polarization
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Note: Average of survey responses between zero and 4; lower figure indicates less polarization.

and White 2000, 130). These arrangements were not unlike consultation and
consensus-building institutions adopted in Jamaica and were accompanied
by a decline in measured political polarization (figure 10).

As in Jamaica, this cooperative burden-sharing agreement did not come
out of nowhere. It did not reflect a sudden realization that the country faced
a fiscal crisis; the backdrop of fiscal problems was well known. Rather,
it built on earlier proposals. In 1982, a national economic plan, The Way
Forward, had proposed a collaborative approach to eliminate the budget
deficit within four years, but governments were unable to implement it,
as described above. In 1986 the NESC then issued a report recommending
shared fiscal adjustment, but the unions again refused to participate, and the
coalition was again unable to implement it.

What then was different in 1987? First, the Thatcher reforms in the
United Kingdom were a wake-up call for the unions, which were forced to
recognize the need to balance pay and productivity. With Margaret Thatcher’s
defeat of the miners’ union, confrontation with employers and the govern-
ment no longer appeared to be a successful way forward. Second, earlier
agreements had focused on the need for wage restraint to the exclusion
of other factors; incorporating tax and workplace considerations into the
1987 agreement brought labor on board. Third, at this point, finally, “all the
parties, through their earlier involvement with the NESC, were familiar
with the scale of the problems facing the economy” (MacSharry and White
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2000, 129). This answer to the question of why 1987 was different is a
reminder that, as in Jamaica, history and experience matter.

Almost immediately, deficits narrowed, and the debt ratio began falling.
Real net borrowing by the public authorities fell by half between 1987 and
1988; it again fell by half between 1988 and 1989 (Honohan 1992). The suc-
cess of the Programme for National Recovery led to a series of subsequent
agreements, each covering three years. The government was able to sustain
large primary budget surpluses for an extended period. Despite the fact that
it took time for growth to pick up and for the interest rate/growth rate dif-
ferential to become favorable, the public debt ratio fell from its peak of
110 percent in 1987 to barely 60 percent a decade later, and then to a scant
20 percent a decade after that.*

Success has many fathers. Other observers will point to rapid catch-up
growth, aid from the EU’s structural funds, and Ireland’s success at attract-
ing foreign investment. While not disagreeing, we would emphasize solid
fiscal institutions and consensus-building arrangements.

IV.B. Barbados

A last case painting a more mixed picture is Barbados. In July 1991,
Prime Minister Erskine Sandiford faced dwindling reserves and a rapidly
rising debt-to-GDP ratio. Rather than accepting the IMF’s recommenda-
tion to devalue the currency, he proposed an 8 percent cut in public sector
wages. The Congress of Trade Union and Staff Associations of Barbados
responded with a plan exploring other options. However, talks broke down
when the prime minister disregarded the congress’s proposal and presented
public sector workers with a plebiscite that gave them a choice between a
wage cut and the IMF-recommended devaluation. Reflecting the national
attachment to the currency peg (in operation since 1975) as a nominal
anchor—especially given the evidence of the inflation spike following
Jamaica’s 1991 exchange rate liberalization—workers opted, somewhat
remarkably, for the wage cut.

The government implemented these reductions on October 1, 1991
(IMF 2021). On October 24 and again on November 4-5, some 30,000 con-
gress protesters, the proportional equivalent of 36 million Americans,
marched through the streets of Bridgetown calling for the prime minister’s
resignation. The congress challenged the wage cut in court, arguing that the

48. Kenny (2016) shows that » — g contributed negatively to debt reduction until the mid-
1990s, after which Ireland’s growth accelerated to the high single digits, inaugurating the
“miracle” period. Ireland in its earlier years thus resembled Jamaica in that the success of debt
reduction did not hinge on rapid growth and a favorable interest rate/growth rate differential.
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Figure 11. Barbados: Measure of Political Polarization
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government had negotiated in bad faith and violated the constitution. The
case was escalated to the Privy Council of Barbados.

Simultaneously, Barbados experienced its first post-independence increase
in political polarization (figure 11). The deterioration in political conditions
was not lost on IMF staff. The minutes of the IMF’s July 1992 executive
board meeting make clear staff’s approval of the government’s willingness
to cut wages but express concerns about its ability to sustain the wage agree-
ment given societal tensions. The minutes also note staff’s strongly held
view of the need for the private sector to accept wage restraint for the stabi-
lization plan to succeed.

From the time of the wage cut through the signing of the Stand-by Arrange-
ment, only the government and public sector unions engaged in meaningful
discussions; the private sector was notably absent. Meanwhile, the debt-to-
GDP ratio continued to rise. Finally, in August 1993, a three-party agree-
ment known as “Protocol for the Implementation of a Prices and Incomes
Policy” (Government of Barbados 1995) was brokered with help from the
Anglican Church. Employers agreed to limit price increases, accept lower
profits, and share their financial accounts with the unions. In return, private
sector unions assented to a two-year wage freeze (retroactive to April 1993)
and agreed to keep demands for future pay raises in line with increases in
productivity. The government committed not to devalue, and all parties
agreed to create a national productivity board to provide data on which to
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Figure 12. Barbados: Government Debt and Fiscal Balance, 1994-2028
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base future negotiations (Henry and Miller 2009). There followed a marked
decline in political polarization between 1993 and 1994 (figure 11). Barbados
ran a primary budget surplus of 8 percent of GDP in 1994 and a primary
surplus in excess of 5 percent of GDP in each of the next five years. As a
result, the net debt-to-GDP ratio came down from 71 percent in 1994 to
50 percent by 1999 (figure 12).

Beyond that, however, the process did not last. At the turn of the cen-
tury the debt ratio began rising again, rapidly with the onset of the global
financial crisis when growth stagnated and the interest rate/growth rate dif-
ferential turned especially unfavorable. The debt-to-GDP ratio rose from
61 percent of GDP in 2000 to as high as 157 percent in 2017.

Part of the problem was that the consensus-building measures of the
mid-1990s were not buttressed by significant reforms of fiscal institutions
(increased fiscal transparency, independent institutions for monitoring the
realism of budgeting assumptions, explicit fiscal rules). The government
continued to make unbudgeted transfers to loss-making state-owned enter-
prises (SOEs) providing water, transportation, electricity, waste disposal,
and health services. These transfers averaged 7.5 percent of GDP per annum
in the decade following the 2008 global financial crisis (IMF 2021). They
culminated in an IMF program and debt restructuring in 2018.
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At this point, Barbados finally put in place an explicit debt-to-GDP target
and measures enhancing the transparency and facilitating outside monitor-
ing of the fiscal accounts, including the operations of SOEs. The Financial
Management and Audit Act was amended to give expenditure ceilings to
line ministries. The amendment enhanced monitoring and supervision of
SOEs by adding internal audit and reporting requirements. The govern-
ment committed to a target for its debt of 60 percent of GDP and a path
for the primary balance consistent with getting there by 2034 (delayed for
two years by COVID-19-related financial disruptions). These fiscal rules
complemented and reinforced the existing social partnership agreement.

Barbados appears to be emulating the Jamaican model by forming a
committee, with the participation of private sector business associations
and labor unions, to monitor implementation of its 2018 Barbados Eco-
nomic Reform and Transformation Plan and by establishing an indepen-
dent fiscal council to monitor and advise on fiscal policy implementation.*’

A difference between Barbados and Jamaica is that Barbados undertook
a comprehensive debt restructuring in 2018-2019 that entailed significant
present-value reductions and encompassed external as well as internal debt.
A new government initiated the restructuring in its first week in office,
immediately ahead of a large external payment and leveraging its ability to
blame its predecessor for the need for exceptional measures. The authori-
ties were anxious to reach a loan agreement with the IMF, and the IMF, not
allowed to lend to a government with an unsustainable debt, required the
restructuring as a condition.

Barbados had the advantage that its global bonds contained collective
action clauses (unlike Jamaica’s some years earlier), the global campaign
to encourage their inclusion having gained traction over time. Compared
to Jamaica, its external debt thus could be restructured more quickly, given
less scope for free-riding and litigation. Domestic debt was far and away
the most important component of the government’s obligations, however,
and domestic debt securities did not include collective action clauses. But
because the bonds were governed by domestic law, these provisions could
be retrofitted by an act of Parliament.

The resulting net present value loss for the creditors was as much as
44 percent on external debt and 43 percent on domestic debt (Anthony,
Impavido, and van Selm 2020). Recall how in Jamaica there had been a

49. This makes Barbados and Jamaica the only two Caribbean countries with indepen-
dent fiscal councils. Like its Jamaican counterpart, the BERT Monitoring Committee contin-
ues to issue regular public reports.
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reluctance to impose restructuring-related losses on the banks for fear of
causing financial instability. In Barbados, more than 40 percent of domestic
debt was again held by the banks.*® But all five Barbadian banks were foreign
owned.’" All five banks were strongly capitalized, had healthy parents,
and could absorb losses. Again, the message—which emanates also from
Jamaica’s contrasting experiences in the 1990s and after 2009—is that a
sound financial system is important for successful debt reduction.

Ireland and Barbados, like Jamaica, are small economies, consistent with
the idea that consensus building is easier where there is a limited number
of agents. They are sectorally specialized, open economies highly exposed
to exogenous shocks, consistent with the argument that achieving this kind
of adjustment-facilitating consensus is especially urgent in a shock-prone
environment. Ireland is more ethnically and socioeconomically homogeneous
than Jamaica, consistent with the literature suggesting that a neo-corporatist
approach to consensus building is easier when cooperation is not compli-
cated by ethnic divisions (Katzenstein 1985; Gavrilets, Auerbach, and van
Vugt 2016). Jamaica, as a society with more income and wealth inequality,
and more racially and ethnically diverse historical roots, had to work for
decades to construct an economic and social consensus in favor of debt
reduction.

It is not clear that large countries can easily follow the small country
strategy of partnership and engagement to reduce political polarization and
build consensus. But neither is it clear that they will be able to reduce their
debts without it.

V. Conclusion

There is no questioning the desirability of bringing down high public debt-
to-GDP ratios. Heavy debts prevent governments from increasing expen-
diture and cutting taxes in recessions and emergencies (Romer and Romer
2019). Debt-service burdens limit the scope for productive public spending
(Jalles and Medas 2022). Especially when they are short in term or denomi-
nated in foreign currency, large debts are a source of financial fragility.
Given the magnitude of inherited debts, meaningful debt reduction can
be achieved only by running substantial budget surpluses for extended
periods. At present, » — g differentials have turned less favorable, given

50. Excluded from this calculation is debt held by the public sector itself (principally the
National Insurance Scheme and the central bank).

51. Three big ones were owned by AAA-rated Canadian financial institutions, the two
smaller ones by banks headquartered in oil-rich Trinidad and Tobago.
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upward pressure on real interest rates—reflecting investors’ higher required
return to hold additional government securities—and the troubled outlook
for global growth.’ Debt restructuring, never a panacea, has grown more
fraught and complex with the substitution of market finance for official
finance and the emergence of nontraditional creditors.*

Yet only a small handful of countries have succeeded in running the
requisite large primary surpluses for extended periods. Jamaica, having cut
its debt-to-GDP ratio from 144 percent of GDP in 2012 to 72 percent in
2023, is a prime case in point. This makes it important to understand the
Jamaica exception.

Meaningful debt reduction was accomplished only when Jamaica put
in place two prerequisites: (1) a set of rules anchoring fiscal policy, which
allowed investors and others to monitor government policies and assess their
conformance with projections; and (2) a partnership agreement creating
confidence that the burden of adjustment would be widely and fairly shared.
Both elements were needed. Jamaica had experimented previously with
partnership agreements, but these alone did not prevent debt from exploding.
Jamaica adopted fiscal rules three years before the start of its debt reduc-
tion process, but these rules did not prevent debt from continuing to rise.*
Together, however, the two elements launched Jamaica on a debt reduction
course whose success few countries have been able to match.

The lessons from Jamaica’s experience with fiscal rules, we suggest,
generalize to other countries. Jamaican officials adopted simple numerical
targets for the debt-to-GDP ratio, with dates attached. The finance minister
was tasked with formulating a multiyear budget detailing how the debt
ratio would get from here to there. Parliament strengthened the governance
of state-owned enterprises and public bodies to avoid cost overruns. The
fiscal rules included a state-of-the-art escape clause that balanced flexibility
with credibility. And an auditor general whose independence was consti-
tutionally guaranteed provided outside verification of the government’s
claims. These lessons can be adopted elsewhere.

The other element of the recipe, encompassing partnership agreements, is
more difficult to replicate. EPOC and the Partnership for Jamaica Agreement

52. Kose and Ohnsorge (2024) forecast a further slowdown in trend growth in emerging
markets and developing economies over the next five years. There is of course no agreement
on how much growth will slow and real interest rates will rise. These issues are discussed in
Arslanalp and Eichengreen (2023).

53. The failure of more than a small handful of governments to reach restructuring agree-
ments under the G20’s Common Framework for Debt Treatments illustrates the point.

54. And even before that the country had been subject to IMF-negotiated fiscal targets.



176 Brookings Papers on Economic Activity, Spring 2024

that launched and kept Jamaica on the path of debt reduction were products
of a distinctive national learning process that began a third of a century
earlier with the Electoral Advisory Commission, whose structures and pro-
cesses were transferred to other domains, including, eventually, the budgetary.
The decision to start down this road reflected the country’s history of race
and class division and political violence, away from which leaders and
society turned at the end of the 1970s when the country reached the political
brink. Other heavily indebted countries have different political histories.
They do not all face the same dire political circumstances. Nor is there
any guarantee that their leaders and publics will respond in the same way.

Our analysis and the literature on democratic corporatism suggest that
encompassing partnership agreements such as Jamaica’s are most prevalent
in smaller countries, where it is easiest to get the stakeholders around a
table. They are most prevalent in small, open, sectorally specialized econo-
mies where vulnerability to external shocks is high and cooperation on
adjustment is urgent. They are most prevalent where interest group nego-
tiations are relatively structured and centralized. They are easiest to reach
in relatively homogeneous societies not riven by class or racial divisions.

These observations leave us relatively pessimistic about the efficacy of
fiscal rules in countries such as Germany, whose provisions lack flexibility.
They leave us skeptical about the enforceability of the EU’s revised fiscal
rules, which lack simplicity to accompany flexibility, and where their
imposition from outside raises questions about ownership and enforceability
(Eyraud and others 2018). And they leave us concerned about the scope for
sustained debt reduction in large countries like the United States with high
levels of political polarization.

At the same time, Jamaica’s experience suggests that societal divisions
are endogenous. They can be modified over time, not least through the cre-
ation and operation of encompassing institutional partnerships. And these
partnerships can be deployed to create fiscal rules with the simplicity, flex-
ibility, and acceptance needed to be enforceable and effective.

What it takes to modify societal divisions and to usefully deploy, during
crises, the increase in social capital that flows from a more cohesive society
brings us to the final lesson from Jamaica’s experience: the importance
of leadership. Our discussion of the earlier period emphasized the critical
role of Prime Minister Manley’s intellectual shift in favor of economic and
fiscal pragmatism. In terms of more recent experience, one could similarly
point to the strong leadership of Finance Minister Peter Phillips before
2016 and Finance Minister Nigel Clarke thereafter. Economists prefer
to ground their arguments in institutions and market forces rather than
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personalities. But such institutions presuppose leaders with the vision and
character to use them for the good of the country. Without leadership, there
is no broad acceptance to accompany credibility and solidify ownership.
The World Bank’s Growth Commission (Brady and Spence 2010) identi-
fied leadership as one of the five common traits of countries with sustained
high growth in the post-World War II period. The same might be said of
public debt reduction for small and large countries alike.
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Comments and Discussion

COMMENT BY
LAURA ALFARO Arslanalp, Eichengreen, and Henry advance two
empirical regularities: “Sharp, sustained reductions in public debt are
exceptional, especially recently” and “only rarely have [governments]
succeeded in bringing those higher debt ratios back down once the emer-
gency passed.”

The paper then analyzes Jamaica’s fascinating case to draw lessons
in managing sustained primary fiscal surpluses. As Reinhart, Reinhart, and
Rogoff (2015) describe, sustained debt reduction can involve: orthodox
measures—economic growth (relation g — ), primary surplus (fiscal
adjustment/austerity); and heterodox measures—surprise inflation tax
(implicit default of a sudden surprise burst in inflation if debt in local cur-
rency is not indexed), explicit default or restructuring, and financial repres-
sion (also for domestic-issued debt). As the authors note, Jamaica reduced its
debt-to-GDP burden from 144 percent to 72 percent with modestly favorable
r — g and more than its fair share of external shocks. Jamaica stands out
because it succeeded the “old-fashioned way” through primary surpluses.
As the authors show, only a handful have succeeded via fiscal surplus. This
rarity makes understanding these exceptions essential.

The authors then answer the #ow and why of the sustained debt reduc-
tion beyond crisis, that is, even after the emergency had passed. The case
of Jamaica highlights two features: (1) fiscal rules that are transparent and
clear (with numerical debt, fiscal balance, and public sector wages targets)
and flexible budgetary rules within the Fiscal Responsibility Framework
introduced in 2010 and augmented in 2014 with monitoring, reporting,
and independent verification; and (2) ownership that debt reduction was
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anchored in Jamaica’s tradition of consensus building and social partnerships,
which allowed for a sense of transparency and fairness in burden sharing,
dialogue, ownership, and continuity. Despite changes in government parties,
Jamaica could sustain the benefits beyond the crisis.

The paper then generalizes the lessons with additional cases that have
succeeded via fiscal rules and institution-based consensus building also
anchored in earlier historical experience, such as Ireland (1980s) and
Barbados (1990s).! Figure 1 plots the countries listed in table 1 in the paper—
Emerging Markets and Developing Economies (EMDEs) with the largest
five-year debt reductions—against a polarization measure (level correspond-
ing to the initial year of each country’s largest five-year debt reduction).
Additionally, figure 2 illustrates the relationship between fiscal surplus
(corresponding to the initial year of each country’s largest five-year debt
reduction) and the polarization measure. The vertical lines highlighting
distribution quartiles underscore the rarity of Jamaica’s success and also
that of Ireland and Barbados.>

The paper starts with historical background, then discusses what Jamaica
did and how, addressing fiscal rules, institutionalized partnership and moni-
toring, ownership, and origins (history and institution building). It ends
with the question of whether the lessons can be generalized and compares
Jamaica’s case with that of Ireland and Barbados.

This is an excellent and comprehensive paper, rich in details and foot-
notes. The paper uncovers the role of the intricacies of societal norms, political
legacies, shared mental models, and formal rules that shape political, economic,
and social interactions (North 1990), which are crucial for understanding
fiscal policy over time and the complexity of debt management. These sys-
tems’ internal logic, consistency, and timing are highly complex. Congratu-
lations to the authors for this outstanding work. My comments will center
around fiscal rules, the key role of ownership, and reduced polarization. I will
end with thoughts on the implications for international financial architec-
ture in the current world of high debt, particularly among poorer countries.

CONTROLLING THE GOVERNMENT: FISCAL RULES “In framing a government
which is to be administered by men over men, the great difficulty lies in
this: you must first enable the government to control the governed; and in
the next place oblige it to control itself.””

1. Iceland, after the global financial crisis, is another case.

2. Additionally, markers provide insights into fiscal rules: a diamond indicates countries
with both budget balance and debt rule, while a triangle corresponds to the budget balance rule.

3. Bill of Rights Institute, “Federalist 51,” par. 1, https://billofrightsinstitute.org/primary-
sources/federalist-no-51.
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Figure 1. EMDEs with the Largest Five-Year Debt Reductions: 20 Percent Threshold
and Polarization
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(v2cacamps_mean) is from the V-Dem data set; indicators of budget balance rule and debt rules are from
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Note: The list of countries is in table 1 of the authors’ paper for EMDESs, excluding episodes of external
debt restructuring and major oil exporters. The plot includes Ireland, Iceland, and Barbados as well. The
plot shows the 25th, 50th, and 75th percentiles of the corresponding V-Dem indicator for all EMDEs as
defined by the IMF. https://www.imf.org/en/Publications/ WEO/weo-database/2023/April/groups-and-
aggregates.
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Figure 2. EMDEs with the Largest Five-Year Fiscal Surplus and Polarization

Panel A: 1980-1999
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Source: Author’s calculations using the IMF general government gross debt (per GDP) to calculate
the debt reductions and the IMF government primary balance data for the fiscal surplus; polarization
(v2cacamps_mean) is from the V-Dem data set; indicators of budget balance rule and debt rules are from
the IMF Fiscal Rule data set from 1985 to 2021.

Note: Each point corresponds to the first year of the largest five-year government debt reductions. The
countries plotted are those in table 1 of the authors’ paper and Ireland, Iceland, and Barbados. The plot
shows the 25th, 50th, and 75th percentiles of the corresponding V-Dem indicator for all EMDEs as
defined by the IMF. https://www.imf.org/en/Publications/WEO/weo-database/2023/April/groups-and-
aggregates.
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Lowering high public debt-to-GDP ratios offers significant benefits
associated with the costs of fiscal dominance, debt overhang, and crowd-
ing out. The literature has also documented the negative effects of costly
default (Alfaro and Kanczuk 2005; Mendoza and Yue 2012; Reinhart and
Rogoff 2009).

Standard economic theory holds that fiscal policy should be counter-
cyclical (Barro 1979). Yet most emerging countries, possibly owing to dis-
torted political incentives (Alesina, Campante, and Tabelini 2008), follow
procyclical fiscal policies, which tend to exacerbate already pronounced
cycles (Kaminsky, Reinhart, and Végh 2004). There are many political
economy motivations for excessive indebtedness, heterogeneity, wars of
attrition over the distribution of costs, common pool problem externalities
that lead to a deficit bias, and interest groups.* The question relates to the
broader rules versus discretion debate on whether a commitment should
be required (Halac and Yared 2014).

One solution for fiscal problems is the adoption of fiscal rules. Govern-
ments may adopt fiscal rules that constrain their behavior to correct distorted
incentives to overspend, particularly in good times. This, in turn, would
alleviate distress on rainy days. A data set compiled by the Fiscal Affairs
Department of the International Monetary Fund (IMF) identifies countries’
adoption of fiscal policy restrictions.’ Only a handful of countries had fiscal
rules in place in 1990; twenty years later, more than 100, which includes
different types (debt, deficit, revenues, expenditures).

Do fiscal rules improve welfare? In Alfaro and Kanczuk (2019), we
examine the welfare implications of fiscal rules in the context of emerg-
ing markets’ sovereign debt and default. We transform the traditional
sovereign debt and default model by assuming governments’ preferences
are time-inconsistent and correspond to the quasi-hyperbolic consumption
model (Laibson 1997). The consequent conflict between today’s govern-
ment and tomorrow’s generates an incentive to precommit to a particular
fiscal rule.¢

We calibrate it to the Brazilian economy, a typical emerging economy.
Although large and not an island, three features make Brazil particularly
interesting. First, President Dilma Rousseff’s impeachment in 2016 was

4. See Alesina and Drazen (1991) and Alesina and Passalacqua (2016) for a literature
review.

5. See https://www.imf.org/external/datamapper/fiscalrules/matrix/matrix.htm.

6. Jackson and Yariv (2014, 2015) propose that aggregating citizens’ time-consistent
preferences naturally results in time-inconsistent preferences that display an extra discount
parameter that captures the ex post present bias.


https://www.imf.org/external/datamapper/fiscalrules/matrix/matrix.htm
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due to disobedience of the existing fiscal rule; second, Congress passed
additional fiscal restrictions in December 2016 (Bornhorst and Curristine
2017); and third, the rule was eliminated during COVID-19.

The model can reproduce the Brazilian debt level and default frequency
even if the household impatience parameter is calibrated to local interest
rates. Some findings include the observation that adopting the optimal
fiscal rule implies substantive welfare gains relative to the absence of a
rule. Moreover, simpler debt rules can also improve welfare as alternatives
to more complex optimal rules. However, not all rules improve welfare;
for instance, overly restrictive deficit rules may not reduce welfare. As the
Jamaica case highlights, building contingencies into the fiscal rule may
be associated with higher welfare. One further point highlighted by the
Jamaica case is that increasing transparency and ownership, which can be
part of the process of designing and monitoring fiscal rules, indeed helps.’

Do fiscal rules control the government? As the paper highlights, not all
commitments are effective. Fiscal rules and targets do not always achieve
their intended results. The paper mentions the case of the European Union’s
Stability and Growth Pact. As mentioned, Brazil got rid of the rule. Costa
Rica, a small economy (but not an island), recently passed a rule, but basi-
cally, policymakers have found ways around it (IMF 2023).

CONTROLLING THE GOVERNMENT: THE SPIRIT OF A PEOPLE “The spirit of a
people, its cultural level, its social structure, the deeds its policy may
prepare—all this and more is written in its fiscal history” (Schumpeter
1918, 2).

In the case of Jamaica, as noted by the authors, the fiscal rules were
adopted already before the start of its debt reduction process, yet they did
not prevent debt from continuing to increase. In contrast, the literature tends
to see fiscal rules as a way to deal with polarization. As the paper shows,
the process is complex and reinforcing, building on the country’s history.
Factors such as ownership, transparency, reduced polarization, and moni-
toring of fiscal rules have been crucial in Jamaica’s success. In contrast,
Brazil’s case lacked real buy-in despite the votes.

A strand of the literature studies the effects of polarization and the
government’s incentives to tax and spend (and how they affect future
governments’ ability to tax and spend). The literature looks at different
forms of polarization, heterogeneity, and conflict of interest (Eslava 2011):

7. The work by Rogoff (1990) and Rogoff and Sibert (1988) shows that fiscal cycles
and excess spending can be the outcome of imperfectly informed voters.
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Figure 3. All Countries in the Data Set (1980-2022)
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Source: Author’s calculations using the IMF general government gross debt (per GDP) to calculate
the debt change, the central government debt (per GDP) data from the World Development Indicators
(World Bank) to input missing values, and the IMF government primary balance for fiscal surplus;
missing fiscal surplus values are filled with net lending (+) / net borrowing (=) (per GDP) of the World
Development Indicators (World Bank); polarization (v2cacamps_mean) is from the V-Dem data set.

Note: All countries from IMF and World Bank data sets are utilized for five-year debt change (debt
increment, yearly sampled). The polarization change represents the five-year polarization increment prior
to the corresponding five-year debt change.

heterogeneity between policymakers and voters, heterogeneity of fiscal
preferences across politicians, and heterogeneity of fiscal preferences across
social groups or regions. The theoretical work, however, has mixed impli-
cations. Although much of the work implies that higher polarization leads
to higher deficits, it depends on the assumptions and type of heterogeneity.
In Alesina and Tabellini (1990), polarization leads to overspending and
deficits; in Persson and Svensson (1989), it depends on the type of incum-
bent; while Alesina, Baqir, and Easterly (1999) and Azzimonti (2011) state
that polarization and disagreement can lead to smaller government and less
spending.

As the paper shows, the processes are complex, nonlinear, and unfold
over many years. Figure 3, panel A, illustrates the relationship between
five-year debt change (debt increment) and polarization change (five-year
polarization increment before the corresponding five-year debt change),
covering yearly sampled data points from 1980 to 2022. A positive slope
suggests that countries experiencing greater decreases in polarization are
more likely to reduce their debt levels in the following five years. Similarly,
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Figure 4. Polarization in the United States and Debt (1989-2022)
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Source: Author’s calculations using the IMF general government gross debt (as a percentage of GDP)
to calculate the debt change; polarization (v2cacamps_mean) and violence (v2caviol_osp) data are
sourced from the V-Dem data set.

Note: The time series plot illustrates changes in the US government gross debt and democracy variables
over time. The left y-axis indicates the percentage of GDP for government gross debt, while the right
y-axis shows the levels of polarization and violence for each year.

figure 3, panel B, explores the fiscal surplus and polarization level, providing
insights into the tendency of less polarized countries to have higher fiscal
surpluses. But again, without an in-depth analysis of the country, one may
miss the idiosyncrasies and reinforcing forces.

INTERNATIONAL FINANCIAL ARCHITECTURE: SUSTAINED DEBT REDUCTION BEYOND
CRISIS From reading the paper, [ walked away somewhat pessimistically, not
only of the outlook for the United States (figure 4) but also for other coun-
tries, as developing countries face increased debt payments in the coming
years in a more complex geopolitical environment. In previous work by
Arslanalp and Henry (2006), to HIPC (heavily indebted poor countries), the
effects of these interventions to reduce debt were not always encouraging.
The authors’ arguments have potential implications for how the international
financial architecture should handle distressed countries. If relevant insti-
tutional steps are almost exclusively taken where there is a sense of crisis,
as the Jamaica case highlights, perhaps the IMF’s softer stance may affect
internal dynamics and create better long-term outcomes. In conclusion, as
always with these authors, this paper is a must-read!
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COMMENT BY

EMIL VERNER The surge in public debt-to-GDP around the world has
renewed interest in understanding how countries can bring down public
debt ratios. Arslanalp, Eichengreen, and Henry bring our attention to the
exceptional case of Jamaica, which slashed its public debt-to-GDP ratio
from 144 percent in 2012 to 72 percent in 2023. This case study is especially
interesting in the current age of slowing growth and liberalized financial
markets, as Jamaica did not “grow its way” out of debt or employ financial
repression policies that depressed real interest rates. Instead, debt reduction
was achieved the hard way, by running large primary surpluses.

Jamaica’s primary surpluses are indeed exceptional. From 2013 to 2019,
the primary surplus averaged 7.4 percent of GDP, among the highest in the
world.! By comparison, Greece’s primary surplus averaged 2.2 percent of
GDP over the same period, while Germany’s was 2.1 percent.> Jamaica’s
feat is even more impressive when one considers that its real GDP only

1. Among countries with a population greater than 1 million inhabitants, Jamaica’s primary
surplus-to-GDP ratio was only surpassed by Qatar’s during this period.

2. Figures are from the International Monetary Fund (IMF) World Economic Outlook
Database.
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Figure 1. Jamaica’s Government Debt-to-GDP and Primary Surplus, 2000-2022
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Source: IMF World Economic Outlook Database.

grew by 1 percent per year over the same period. Growth did not serve to
reduce the denominator of debt-to-GDP, nor did it facilitate running large
primary surpluses.

So how did Jamaica do it? In their valuable account of this fascinating
case, Arslanalp, Eichengreen, and Henry provide compelling narrative evi-
dence that Jamaica’s primary surpluses were achieved through two factors.
The first was fiscal rules that were credible and ambitious, but not overly
rigid. The second was consensus building through partnership agreements,
which fostered the belief that the burden of adjustment would be fairly
distributed in society.

My comments will focus on three points. First, I examine the mechanics
of how Jamaica managed to reduce its public debt ratio. Second, I compare
Jamaica’s experience with other large, sustained debt reductions. Third,
I discuss the impact on economic growth. I conclude with some thoughts on
the lessons from Jamaica’s experience.

UNDERSTANDING THE MECHANICS OF JAMAICA’S DEBT REDUCTION Figure 1
plots Jamaica’s government debt-to-GDP ratio and primary surplus-to-GDP
ratio. The decline in the debt-to-GDP ratio begins in 2013. The immediate
backdrop to the debt reduction was a substantial fiscal consolidation. The
primary surplus-to-GDP ratio increased by over 4 percentage points between
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2011 and 2013. This was driven by a combination of tax increases and reduc-
tions in government spending, especially on public sector wages. These
drastic fiscal reforms took place during a period when Jamaica teetered on
the edge of a fiscal and financial crisis after Jamaica’s earlier International
Monetary Fund (IMF) agreement broke down (Johnston 2015). In this
respect, I would place more emphasis on the role of fiscal consolidation
than do Arslanalp, Eichengreen, and Henry.

Looking at the long-run evolution of the primary surplus-to-GDP ratio
in figure 1, one immediately notices that primary surpluses were already
large in the decade before the reduction in the debt-to-GDP ratio. Yet these
large primary surpluses did not serve to lower the government debt ratio.
To understand why, I extend the debt dynamics decomposition in the paper
back in time using the following equation:

rn—&: 24,

(1 Ab':dt+1+g, +(1+g,)(1+pi")

b

(Pz - pl*)az

e 1) (15 7)

b, + residual,,

where b, is the stock of debt, d, is the primary deficit, r, is the real interest
rate, g, is the real growth rate, z, is the real exchange rate depreciation, q, is
the share of foreign currency denominated debt, p, is the growth rate of the
GDP deflator, p* is the growth rate of the US GDP deflator, and residual, is
the stock-flow adjustment.

Figure 2 summarizes the debt decomposition from 2006 to 2019. The
debt decomposition for the post-2013 period is very similar to figure 7 in
the paper. Looking at the period before 2013, the figure reveals that several
factors counteracted the high primary surpluses in the 2000s. The » — g
differential contributed to a rise in debt-to-GDP in 2009 through both lower
growth (g) and a higher real interest rate (). The global financial crisis
hit Jamaica hard, as exports of natural resources fell sharply (IMF 2010).
Interest costs also rose. Furthermore, the share of foreign currency denomi-
nated public debt exceeded 30 percent in this period. As a result, real
exchange rate depreciation boosted the debt-to-GDP ratio in some years,
especially during the global financial crisis.

However, figure 2 reveals that large positive values of the stock-flow
adjustment (the residual) was the most important factor for understand-
ing why public debt-to-GDP remained elevated in the 2000s. Moreover,
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Figure 2. Dynamic Debt Decomposition—Pesky Residuals
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Source: IMF World Economic Outlook Database.
Note: This figure implements the dynamic debt decomposition in equation (1).

reductions in the stock-flow adjustment played an important role in reduc-
ing the debt ratio.’

This raises the question: what is captured in the stock-flow adjustment?
The stock-flow adjustment can reflect accounting differences across how
primary surpluses and public debt are measured. However, it also reflects
extra-budgetary expenditures, the realization of contingent liabilities, and
losses on state-owned enterprises (SOEs). According to the IMF, repeated
fiscal slippages, including losses at SOEs, were at the root of Jamaica’s fiscal
problems in the 2000s (IMF 2010, 2014). Improvements in the governance
and divestment from SOEs mattered for reducing the residual, allowing
Jamaica’s large primary surpluses to reduce debt (Johnston 2015). This also
implies that the extent of fiscal consolidation in the 2010-2013 period was
larger than what would be inferred by looking at the primary surpluses alone.

The large role of the stock-flow adjustment is not unique to Jamaica.
Campos, Jaimovich, and Panizza (2006) find that this term plays an important

3. The debt sustainability analysis in IMF (2014) also finds large positive residuals
contributing to the debt-to-GDP ratio in the 2000s.
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role in explaining debt changes in emerging economies and low-income coun-
tries, often because of the realization of contingent liabilities. The Jamaica
case thus offers an example of a debt reduction where large primary sur-
pluses were not the full story. Rather, the elimination of “below-the-line”
contributors to public debt was also important.

JAMAICA’S DEBT REDUCTION IN AN INTERNATIONAL PERSPECTIVE How does
the Jamaica case compare to other large, sustained debt reductions? Is the
Jamaican case unique in recent history, or are there parallels? To understand
these questions, I turn to an international panel database to identify episodes
of major sustained debt reductions. I use the IMF World Economic Out-
look Database, which contains an unbalanced panel with information on
public debt starting in 1980 and covering up to 193 countries. I define a sus-
tained debt reduction as an episode where the debt-to-GDP ratio declines
by at least 20 percentage points over five years. I exclude debt reductions
that are accompanied by a default and haircut following the classification
in Cruces and Trebesch (2013) and Asonuma and Trebesch (2016). This exer-
cise follows in the spirit of prior work studying large debt reduction episodes
(Reinhart, Rogoff, and Savastano 2003; Nickel, Rother, and Zimmermann
2010; Villafuerte and others 2010).

The approach results in a sample of thirty-seven large, sustained debt
reduction episodes. The criterion of a 20 percentage point reduction is thus
quite stringent. Of the thirty-seven episodes, eight are in advanced econo-
mies and twenty-nine are in emerging markets. | also separately analyze
advanced economies and emerging markets to understand whether the
dynamics of debt reductions differ across the two groups of countries.

Figure 3 plots an event study of the government debt-to-GDP ratio across
these large, sustained debt reductions. The level of debt-to-GDP is normal-
ized to zero in event time # = 0, the year that the debt reduction begins. The
figure also plots Jamaica’s debt ratio, with 2013 normalized to event time
t=0. The average reduction in public debt-to-GDP amounts to 28 percentage
points over five years in this sample of large debt reductions. Jamaica’s debt
reduction of 44 percentage points over five years is even larger.

Figure 4 plots the average evolution of real GDP (g), the real interest
rate (7), the real interest rate minus growth differential (» — g), and the
primary surplus-to-GDP ratio for the large debt reduction episodes. The
typical debt reduction features relatively strong real GDP growth (panel A).
This is in sharp contrast with Jamaica, where growth was low throughout
its debt reduction. The real interest rate is also negative during the typical
debt reduction episode (panel B). This is driven by emerging markets, where
high inflation often reduces ex post real interest rates. In Jamaica, as well as
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Figure 3. Public Debt-to-GDP Change during Episodes of Large Public Debt Reductions
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Note: This figure plots the average evolution of public debt-to-GDP across major debt reduction episodes.
Public debt-to-GDP is measured as the percentage point change relative to year zero. Time zero is the start
of a large public debt reduction, defined as a reduction of at least 20 percentage points over five years.
Advanced economies and emerging and developing economies are defined based on the World Economic
Outlook country composition.

in advanced economy debt reductions, the real interest rate is not especially
low. As a result of strong growth and low real interest rates, the typical debt
reduction features highly negative values of » — g, which is an important
driver of debt reduction (panel C). In contrast, in Jamaica’s case the r — g
differential was close to zero and thus played a negligible role in its debt
reduction.

Panel D in figure 4 shows that the average debt reduction episode involves
a rising primary surplus that goes from negative to positive. This is espe-
cially the case in advanced economies, where the primary surplus gradually
rises by over 6 percentage points relative to GDP.* In this sense, Jamaica’s
debt reduction looks more like the typical advanced economy debt reduc-
tion, with two differences. First, the adjustment in the primary surplus was
more sudden in Jamaica. Second, the level of the primary surpluses was

4. The outsized role of » — g dynamics in many emerging market episodes of debt reduc-
tions is consistent with earlier evidence from Villafuerte and others (2010), who find that in
emerging markets » — g often plays as large or even a larger role than the primary surplus. In
contrast, in advanced economies, primary surpluses are more important for reducing debt.



198 Brookings Papers on Economic Activity, Spring 2024

Figure 4. Event Study of Large Public Debt-to-GDP Reductions
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Note: This figure plots the average evolution of the indicated variable across major debt reduction
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much higher. Jamaica’s large primary surpluses are especially striking con-
sidering its low growth. Running large primary surpluses is easier when
strong growth passively raises tax revenues.’

Figure 4 also plots the average change in government revenues and
noninterest spending as a share of GDP. These values are measured as the
percentage point change relative to event time # = 0. The path of revenues
and spending differs considerably across advanced economies and emerg-
ing markets. In advanced economies, the increase in the primary surplus
is driven by a reduction in noninterest spending, while revenues are flat or
even declining slightly. In contrast, for emerging market episodes the oppo-
site happens: revenues rise as a share of GDP, while spending is relatively
flat. In the case of Jamaica, revenues-to-GDP rise, as in other emerging
market cases. At the same time, spending was brought down in the run-up
to the start of the debt reduction but then began rising again three years into
the debt reduction. This did not reduce the primary surplus, as tax revenues
also continued to rise.

Prior studies focusing on advanced economies have found that most
successful fiscal consolidations are driven by expenditure cuts (Alesina and
Perotti 1995; Nickel, Rother, and Zimmermann 2010). However, Jamaica
illustrates how fiscal consolidation based partly on an increase in tax revenues
can work, especially if revenues are starting from a relatively low initial
level, as is often the case in emerging markets and developing countries.
At the same time, while revenue increases were important, Jamaica also
sharply reduced public sector wages, in line with other successful episodes
of debt reduction (Nickel, Rother, and Zimmermann 2010; IMF 2014).

THE IMPACT ON GROWTH The poor growth performance in Jamaica raises
the question of whether the extremely tight fiscal policy depressed growth.
Research from the IMF finds that fiscal consolidations are often unsuccessful
in reducing debt ratios because they harm growth too much (Ando and others
2023). If fiscal consolidation leads to a fall in growth, then debt reduction
becomes even more difficult for three reasons. First, lower growth reduces
the denominator of the debt-to-GDP ratio. Second, a recession makes it
more difficult to run primary surpluses. And, third, it is difficult to maintain
political support for fiscal reforms when they cause economic hardship.
In the case of Jamaica, a slowdown in growth was highlighted as a key
downside risk by the IMF (2010).

On the one hand, growth was very low in Jamaica during the debt reduc-
tion, as seen in panel A of figure 4. On the other hand, growth in Jamaica had

5. See, for example, Villafuerte and others (2010).
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been low for decades. As the authors note, a structural analysis is required
to understand the impact of the tight fiscal policy on growth. However,
while we do not know the counterfactual, a casual analysis suggests that
the impact of the fiscal contraction in 2011-2013 on growth seems to have
been negative but, perhaps, modest relative to the size of the increase in the
primary surplus. For example, real GDP growth averaged about 1.8 percent
in the 2000-2007 period, but only about 1 percent in the 2012-2019 period
according to the IMF World Economic Outlook Database.

It seems likely that tight fiscal policy would have depressed growth by
depressing domestic demand. Moreover, the sharp reduction in infrastructure
investment could have negative long-term growth consequences (Johnston
2015). However, the negative effects from reductions in demand and poten-
tial growth could have been offset by some of the benefits of putting public
finances on a more sustainable path, such as improved expectations and
reduced private sector borrowing costs (Giavazzi and Pagano 1990). This
seems plausible for the case of Jamaica, which was on the verge of a crisis
in 2012 when its debt reduction program started. Moreover, fiscal consoli-
dation may have a smaller negative effect on growth in small and highly
open economies such as Jamaica, where much of the reduction in demand
leaks abroad (Farhi and Werning 2016). Understanding the impact of sus-
tained tight fiscal policy on growth is an important question—both for the
case of Jamaica and more broadly.

Despite sluggish growth, an interesting aspect of Jamaica’s debt reduc-
tion is that social indicators gradually improved after 2013. Between 2012
and 2017, the unemployment rate fell from 13.9 percent to 11.6 percent,
the household poverty rate declined from 14.4 percent to 13.3 percent,
and inequality measured by the Gini index declined from 39.9 percent to
37.5 percent, according to data from the Statistical Institute of Jamaica.®
These numbers suggest that tight fiscal policy likely had modest negative
effects on real activity. Further, improvements in social indicators may have
contributed to continued broad-based support for debt reduction and miti-
gated “fatigue” from running stringent fiscal policy.

BROADER LESSONS What are the lessons from Jamaica’s experience? It is
tempting to say that Jamaica is a unique case that proves how challenging
debt reduction is. The size of the primary surpluses in Jamaica was excep-
tional, and it is difficult to imagine many other countries sustaining such large
surpluses. Yet extreme cases often do carry more general lessons.

6. Statistical Institute of Jamaica, “Living Conditions and Poverty,” https://statinja.gov.jm/
living_conditions_poverty.aspx.
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In my view, Arslanalp, Eichengreen, and Henry point to the two most
important lessons: the roles of the fiscal rule and consensus building. Estab-
lishing strong fiscal institutions is important for achieving and sustaining
debt reduction. Moreover, debt reduction must have buy-in from a broad set
of stakeholders. In Jamaica’s case, it is difficult to imagine how sustained
debt reduction could have been achieved without these factors.

In addition, I would add the following lessons. First, the Jamaica case
provides a reminder that fundamental structural and permanent fiscal
reforms—rather than temporary measures—are required for sustained debt
reductions.

Second, the Jamaican experience suggests that one size does not neces-
sarily fit all in terms of how debt reduction is achieved. Debt reduction can
be achieved in part by increasing tax revenues, not just by lowering spend-
ing. Moreover, in addition to increasing the primary surplus, eliminating
“below-the-line” contributors to public debt can be important.

Third, the Jamaica case illustrates that in some cases it takes a crisis,
or the threat of a crisis, to implement difficult fiscal adjustments. This is
consistent with prior work by Ardagna (2004) and Villafuerte and others
(2010). Jamaica’s earlier attempts at reducing public debt were not successful.
It was only when Jamaica reached the brink of crisis in 2012 that a program
was put in place that led to meaningful debt reduction.

Finally, the Jamaica case highlights that it is difficult to predict which
fiscal consolidations and debt reductions will work. As noted by several
commentators, it was far from obvious ex ante that Jamaica’s attempt
to reduce its debt would work (Wigglesworth 2020). Jamaica’s unlikely
success story should thus remind economists and policymakers of the
value of humility in making predictions about the effects of large fiscal
consolidations.
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GENERAL DISCUSSION Laurence Ball asked for more clarity on
where the surpluses came from—whether the burden of taxation is shared
differently across the population, and whether the government spending is
in a different way relative to other countries. Raghuram Rajan seconded
Ball’s question and wondered what the government of Jamaica was doing
to achieve a shared burden, asking if they raised the taxes on the rich as
part of the process. He inquired about more details on how the unemploy-
ment rate could come down in the face of tepid economic growth. Peter
Henry replied that the surpluses were mainly achieved by spending cuts but
included some increases in taxes.
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Tristan Reed, thinking back to his coursework in development macro-
economics, noted that institutions were assumed to be the fundamental
cause of long-run growth. The authors seemed to show instead that stable
institutions give rise to fiscal responsibility. Reed queried the authors about
the absence of growth in the case of Jamaica and raised the possibility
that this might suggest that other factors, such as geography, deserve more
attention as explanatory factors.

Henry discussed different cases of Barbados and Jamaica in relation to
the impact of institutions on growth. He explained that the policy choices
made by Michael Manley who was elected prime minister of Jamaica in
1972, including raising export barriers and increasing spending as a share
of GDP more than twofold, had a devastating impact on the economy,
which contracted every year for thirteen years straight starting in 1973. This
happened under the same democratic institutional framework as that of
Barbados, which did not experience a similar contraction, suggesting poli-
cies were to blame for Jamaica’s deteriorating economic conditions.

Hoyt Bleakley brought up the benefits that the financial markets have
enjoyed, using as an example the fact that Jamaica recently issued debt in its
own currency. How large of a wealth effect has this been for the country?
Turning to the other side of the capital account, Bleakley noted that govern-
ment savings had gone up, but he asked whether there had been some sort
of credibility effect that had affected private sector external borrowing
positively as well.

David Romer queried the authors about the consensus building process
that Jamaica went through. He pondered why a populist leader would not
be able to achieve what Jamaica achieved, mentioning Chile as an example
of a country with a populist leader who has seemingly not yet repudiated
their fiscal responsibility.

Kenneth Rogoff wanted to know more about the history of Jamaica,
recalling long periods of a poorly run government and asked the authors to
provide more details. Steven Kamin similarly was hoping for more details on
how the consensus for fiscal consolidation came about. Usually, he argued,
it takes an economic crisis to move a society toward accepting budget
consolidation. What was the igniting factor in the case of Jamaica? Kamin
added that the weak economic growth in the decade or so after might make
one wonder whether a consolidation of the magnitude implemented was
needed in the first place.

Henry replied that, essentially, Jamaica was in a crisis for about forty years,
from around 1972 under Manley to when the debt turnaround happened;
and in fact, GDP per capita in Jamaica today is still not where it was in 1972
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before Manley came to power. Speaking to the consensus building process,
Henry noted that, as explained in more detail in the paper, the first steps
toward social partnership were taken with the creation of the Electoral
Advisory Committee in 1979 ahead of the 1980 elections. Stakes were
incredibly high, Henry explained, and in the run-up to the elections more
than eight hundred murders took place. The country was on the brink
of complete collapse, and stakeholders realized that something needed
to be done—and over the next many years more social partnerships were
established. Fast-forward to 2013, the minister of finance and planning,
Peter Phillips, embraced the approach of social partnership and, Henry
argued, garnered support because people understood the consequences in
the absence of cohesion, looking back to 1980. Barry Eichengreen added
that the expensive bank bailout, which crippled the government’s ability to
spend in the late 1990s, was also fresh in the memory of many.

Gian Maria Milesi-Ferretti provided additional context, noting that he was
the International Monetary Fund (IMF) reviewer during this time. Milesi-
Ferretti explained that because Jamaica had a somewhat strained relation-
ship with the IMF as a result of issues with keeping on track with previous
IMF programs, the process of getting the loan to Jamaica was not easy.
Milesi-Ferretti also recalled that negotiations with other actors who were
needed to secure the loan, including the World Bank and the Inter-American
Development Bank, were quite fraught. Ex ante, therefore, the odds of this
project succeeding seemed very low. In addition, Milesi-Ferretti said, while
we tend to think of 7 — g as the channel through which growth affects debt,
he reminded everyone about the primary balance, pointing out that with
weak growth comes lower tax revenues. In sum, this made the effort by
policymakers and others involved in finalizing the loan to Jamaica even
more impressive. Building on Milesi-Ferretti’s accounts, Henry explained
that Jamaica had had twelve failed interactions with the IMF before the
debt turnaround in 2013, and that in 2012, negotiations with the IMF were
virtually nonexistent.

Eichengreen remarked on the discussant Emil Verner’s comments about
the underlying budget surplus prior to 2013. Eichengreen explained that
calculations by the authors suggest that the debt increased between 2006
and 2013, half of which can be attributed to unfavorable » — g and real
depreciation, which increased the value of the external dollar denominated
debt, and the other half because of hidden government spending on state
bodies. The 2013 fiscal rule reform brought that hidden spending to the
surface, and it was compressed. This, Eichengreen believed, is compatible
with the authors’ emphasis on the role of fiscal transparency.
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ABSTRACT We introduce a simple long-run aggregate demand and supply
framework for evaluating long-run inflation. The framework illustrates how
exogenous economic and political economy factors generate pressures that, in
the presence of central bank discretion, can have an impact on long-run infla-
tion as well as transitions between steady states. We use the analysis to provide
a fresh perspective on the forces that drove global inflation downward over
the past four decades. We argue that for inflation to remain low and stable in
the future, political economy factors, such as strengthened central bank inde-
pendence or more credible public debt policy, would need to offset the global
economic pressures now pushing average long-run inflation upward.

The global increase and persistence in inflation during the past two
years has led to much debate regarding the long-term path of inflation.
A prevailing view is that inflation levels will not only fall back toward
central bank inflation targets, but that they will also on average stay there for
the indefinite future. This is certainly true for medium-term official projec-
tions: the US Federal Reserve dot plot and the European Central Bank staff
project an inflation rate of 2.0 and 1.9 percent in 2026, respectively, essen-
tially at the 2 percent inflation target.! Several emerging market central banks

1. See US Federal Open Market Committee (2023) and European Central Bank (2023).
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also project long-term inflation rates very close to their targets (which are
generally higher than those of advanced economies).

An alternative albeit less common view, articulated in a recent book by
Goodhart and Pradhan (2020), is that persistent structural changes in the
global economy will keep future global inflation higher on average than in
the past. Put differently, factors that may have previously eased political
economy pressures on central banks to inflate—including globalization,
demographics, and fiscal restraint (Rogoff 2003)—may be reversing them-
selves, reawakening a latent inflationary bias. In practice, this upward bias
may not necessarily imply a rate of inflation that is continuously above
current target levels, but it could materialize in the form of occasional
bursts of sharply elevated inflation.

The purpose of this paper is to consider these two views—and the sub-
ject of long-run inflation more broadly—using economic theory and data.
The economic, social, and geopolitical changes that have taken place over
the past few years, especially post-pandemic, are quite striking, and we
suggest it is useful to have a framework that encompasses at least some of
them. This framework can help us understand the implications of recent
developments for the political economy of inflation.

As a starting point, we observe that current approaches to the study of
the New Keynesian model assume away political economy issues to such
an extent that they are ill-suited for an analysis of long-run inflation. These
standard and indeed ubiquitous models typically abstract away from the
issue of long-run inflation entirely and consider transitory dynamics around
a zero-inflation steady state. There exist some normative models that allow
for long-run dynamics, but they too predict that long-run inflation is inde-
pendent of political economy pressures that interact with the underlying
economic environment. More specifically, under the optimal central bank
policy with commitment (i.e., assuming the central bank can commit to an
infinite sequence of future policies), inflation converges to zero in the long
run, a result that holds independently of economic parameters.’ But what if

2. For example, Banco Central do Brasil (2024) projects an inflation rate of 3.2 percent
in 2025, just above its 3 percent inflation target.

3. This result is formalized in Benigno and Woodford (2005) and Schmitt-Grohé and
Uribe (2011) in a deterministic economy. Coibion, Gorodnichenko, and Wieland (2012)
reach a similar (approximate) conclusion in a numerical analysis of a stochastic economy
subject to a zero lower bound.
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the issue of commitment is not as thoroughly solved in practice as current
consensus posits, and central banks actually use their discretion? What if
the past few decades marked an epoch where political economy pressures
on central banks to inflate were unusually low? Once that is considered, we
show that the standard New Keynesian model gives a perspective on central
bank commitment and long-run inflation that goes well beyond the models
of Friedman (1968) and Barro and Gordon (1983). In our framework, long-
run monetary policy has long-run real economy implications. Moreover,
we elucidate how long-run inflation depends on the economic environment
both theoretically and quantitatively, and how it evolves dynamically in
response to permanent changes in the environment.

Our framework is a heuristic representation of the theoretical model we
have analyzed in detail in Afrouzi and others (2023). That model consists
of a standard nonlinear New Keynesian economy with sticky-price monop-
olistically competitive firms, but with a couple of distinct features. First,
we depart from the conventional approach of employing a linear approxi-
mation in the neighborhood of zero inflation. In doing so, we unmask an
important long-run effect of inflation on aggregate demand that gives long-
run comparative statics more akin to Tobin (1965) than Friedman (1968).
This is not a result of introducing political economy factors; it follows from
looking more closely at first-order effects that are obscured in the standard
linearization around zero inflation of New Keynesian models. Second, we
introduce political economy factors by assuming that the central bank lacks
commitment and uses its discretion, with central bank strategies and pri-
vate sector beliefs that are a function of payoff relevant variables. As Halac
and Yared (2022) have shown, this implies that steady-state inflation may
be higher than optimal in the New Keynesian model.

Of course, lack of commitment may not matter if the central bank has
a strong enough anti-inflation bias. However, we argue in this paper that
such a bias cannot be taken for granted looking into the future. In fact,
this bias may have been exaggerated as an explanation for the decline
in inflation over the past several decades, which was also likely due to
a favorable economic environment. In our model, central bank discre-
tion interacts with economic factors, such as globalization, to generate
endogenous political economy pressures on central banks that drive
changes in long-run inflation as well as in the real economy. To account
for varying degrees of anti-inflation bias in our framework, we augment
the baseline model presented in Afrouzi and others (2023) by considering
central bank preferences that might differ from those of households, as in
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Rogoff (1985).* This extension allows us to also capture the exogenous
political economy pressures on central banks or changes in institutional
design that increase or decrease long-run inflation. The model that we
propose is not a normative guide to monetary policy, but a positive model
to evaluate long-run inflation given the endogenous and exogenous politi-
cal economy pressures on central banks.’

In our framework, the long-run aggregate supply curve corresponds to
the well-known Phillips curve that characterizes New Keynesian models,
except that we allow for nonzero steady-state inflation. The long-run aggre-
gate demand curve, which is less familiar, emerges in a nonlinear setting
where higher long-run inflation leads to higher price dispersion, and that
leads to lower demand. Naturally, if there is perfect long-run indexation to
the aggregate price level, this effect would go away. But if one accepts the
staggered price setting assumption that plays such a critical role in explain-
ing output and inflation dynamics in the New Keynesian synthesis, then the
long-run aggregate demand effect of inflation can be first order.

The long-run aggregate demand and supply curves shift in response to
factors that exogenously alter the economic environment and thus, endog-
enously, change the political economy pressures on central banks (such as
structural changes that have an impact on the monopoly power of firms).
The curves also shift in response to factors that exogenously change the
political economy pressures experienced by central banks directly (namely,
factors that affect the stance of monetary policy). The changing central
bank pressures lead to changes in long-run inflation and output, which can
be quantitatively evaluated.

Our analysis reveals new long-run comparative statics implications
of the New Keynesian model and delivers predictions for transitional
dynamics across steady states. We show that if deglobalization leads to
an increase in firm monopoly power, long-run inflation will increase, and
short-run inflation will overshoot its new higher long-run level. That is, if
deglobalization were to lead to a new long-run average inflation of 3 per-
cent instead of 2 percent, the short-run inflation rate may temporarily be

4. The central bank that we consider lacks commitment as in the model of Barro and
Gordon (1983). However, an implicit type of commitment emerges if society can delegate
monetary policy to a central banker whose preferences differ from those of households. The
degree to which the central bank values household leisure over consumption reflects its anti-
inflation bias.

5. Several papers find evidence that political economy pressures on central banks impact
inflation, for example, Weise (2012), Binder (2021), and Drechsel (2024).
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much higher. Additionally, since the long-run aggregate demand curve is
not vertical in our economy (unlike in the standard model linearized around
zero inflation), steady-state output would decline. There are other kinds of
shocks that can also affect inflation: for example, a strengthening of central
bank independence through an increase in the central bank’s anti-inflation
bias would lower inflation. In this case, the labor share of income would
decline, and monopoly distortions would rise, though with the benefit of a
more efficient allocation of resources due to lowered price dispersion. The
total impact on real output would depend on whether the decrease in output
due to higher monopoly distortions outweighs the increase in output due
to reduced price dispersion. Quantitatively, we find in Afrouzi and others
(2023) that the second channel dominates and thus output increases in the
neighborhood of 2 percent inflation.¢

The social cost of inflation due to higher price dispersion emerges in
our framework whatever the degree of price stickiness or anticipation by
firms. The magnitude of the costs of inflation is the subject of some discus-
sion. Nakamura and others (2018) argue that these costs are small; how-
ever, work by Christiano (2015), Cavallo, Lippi, and Miyahara (2023), and
Afrouzi, Bhattarai, and Wu (2024) suggests that in calibrated economies,
even small changes in long-run inflation from 2 percent to 3 or 4 percent
can have substantial output costs.”® Accordingly, even small increases in
future inflation resulting from global economic pressures could have non-
negligible economic costs, and this highlights the importance of counter-
acting (exogenous) political economy pressures to prevent future inflation
from rising. Moreover, if a higher average long-run rate of inflation came
about because of infrequent bursts of very high inflation, then the average
cost would likely be higher than simply having a steady inflation rate above
target. The same principle applies if there is overshooting in the transitions
as our model suggests.

6. Note that in the New Keynesian model, inflation does not enter directly into the cen-
tral bank’s objective function as in the ad hoc formulation of the Barro and Gordon (1983)
model, but only indirectly through its effect on price dispersion. This effect is significant in
our nonlinear New Keynesian economy, even in the long run.

7. The cost of inflation in the input-output production network of Afrouzi, Bhattarai, and
Wau (2024) is higher than in one-sector models both because sectors with higher dispersion
costs have disproportional effects, and because misallocation in one sector spills over to other
sectors.

8. This negative relationship between inflation and output in the long run, which emerges
in structural models, is consistent with econometric evidence; see Ascari, Bonomolo, and
Haque (2023).
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The framework that we present provides a richer narrative explanation
for the trend in global inflation over the past four decades, beyond those
simply pointing to the advent of increased central bank independence and
inflation targeting. Through the lens of the model, the global decline in
inflation, which took place beginning in the 1980s and 1990s and which
accelerated in the 2000s and early 2010s, can be understood to have been
underpinned by rising globalization, the deepening Washington Consen-
sus, and deunionization, which all diminished pressures on central banks to
inflate. This view may help explain why inflation declined even in countries
where central bank reform was at best limited. For those economies with
successful central bank reforms to promote independence and inflation tar-
geting, our predictions are not only consistent with the decline in inflation
in response to weakened exogenous political economy pressures, but they
are also consistent with the decline in the labor share and rising monopoly
profits that were experienced by many of those same economies.’

Our framework also provides new perspectives on the path of inflation
moving forward. We argue that several global economic trends will, more
likely than not, increase pressures on central banks to inflate. These include:
deglobalization; rising fiscal pressures due to populism and entitlement
spending, the green transition, defense spending, and industrial policy; as
well as the concomitant rise in long-term real interest rates. In the face
of these global economic trends, central banks no longer as constrained
by the zero lower bound (which, in a sense, enhances anti-inflation cred-
ibility) may find it increasingly challenging, in political economy terms,
to maintain average inflation at current target levels. Temporary periods of
elevated inflation—perhaps even as high as post-pandemic—could become
more common relative to the past. Thus, in contrast to the three decades
ending in 2021, implementing stable and low inflation in future decades
may require reforms, such as (even further) strengthened central bank inde-
pendence or (as unlikely as it may seem) more credible public debt policy,
to offset the inflationary pressures on central bankers.

CONNECTION TO DEBATE ON MONETARY NEUTRALITY AND SUPERNEUTRALITY
Our work is the first to consider how inflation responds in the long run to
persistent economic and political economy pressures on central banks in the
New Keynesian model. As such, it connects to much older literature. Since
the late 1960s, the dominant paradigm in policy has been Friedman (1968),
who posits that money is neutral in the long run. Temporary monetary shocks,

9. See Karabarbounis and Neiman (2014) and De Loecker, Eeckhout, and Unger (2020).
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whether to the price level or to inflation, do not have real long-run effects
because of an anticipatory channel. Forward-looking firms can only be sur-
prised by monetary shocks temporarily, since they eventually adjust their
prices, eroding any of the real effects from temporary monetary shocks."

In the language of the debate on monetary policy of the 1960s and 1970s,
money in our model is also neutral in the long run, but it is not superneutral;
higher steady-state inflation affects real variables. Importantly, this feature
does not emerge because firms are myopic; firms in the New Keynesian
model set prices in the present in anticipation of future price increases as
in Friedman (1968). Rather, because price setting is staggered, long-run
inflation affects allocations even in the steady state by changing the long-
run dispersion of prices, an effect that is invisible in the standard New
Keynesian model linearized around zero inflation. Of course, there are other
approaches to modeling the efficiency costs of higher inflation, but the effect
that we highlight has long been hiding in plain sight in the most widely
used model of central banking. The long-run benchmark of Friedman (1968)
coincides with the special case of our framework where firms can index
price increases to long-run inflation. In that special case, the stance of mon-
etary policy has no impact on long-run steady-state output, and the long-
run aggregate supply curve is vertical."

I. Model of Central Bank Pressures and Long-Run Inflation

We study a simple deterministic environment that is a representation of the
model analyzed in Afrouzi and others (2023), but much simplified for expo-
sitional purposes. As previously noted, this is a standard New Keynesian
model (Clarida, Gali, and Gertler 1999; Woodford 2003; Gali 2015), with
monopolistically competitive firms that set prices under Calvo-style rigidity
(Calvo 1983). Wages are fully flexible, and households make consumption,
labor, and savings decisions. Firms and households optimize their decisions
while considering current economic conditions and policies and their expec-
tations of future economic conditions and policies. Critically, however, we

10. The debate on monetary neutrality is far from settled. For example, see recent work
by Jorda, Singh, and Taylor (2020) and Ma and Zimmermann (2023).

11. A natural question is whether the effects that we emphasize have quantitative and
empirical relevance if the economy is close to the Friedman (1968) benchmark of fully flex-
ible prices. Indeed, for calibrated versions of our model, we find that the economy is close
to this benchmark, with an almost vertical long-run aggregate supply curve. However, it is
precisely in this case that long-run inflation is most sensitive to small changes in economic
and political economy pressures on central banks.
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do not follow the literature in assuming that fiscal policy works in the back-
ground to provide production subsidies to firms to completely neutralize
their monopoly incentives in the steady state.'> Under such an assumption,
typically imposed for tractability, the impact we emphasize of inflation on
output and the labor share would become second order. Additionally, as
highlighted in our introduction, we do not impose a linearization around
zero inflation but instead allow for positive long-run inflation.

We note that in the New Keynesian model, the stance of monetary policy
at any given point in time directly maps to a value for the labor share,
which is inversely related to the equilibrium level of monopoly distortions
(or markups). The more expansionary the monetary policy, the higher the
demand, the higher the value of the labor share, and the lower monopoly
distortions. Moreover, as we explain below, a constant equilibrium labor
share emerges in our model under central bank lack of commitment, with
its value being a direct function of exogenous central bank preferences. We
use these observations in our analysis to index the choice over monetary
policy as a choice over labor share as opposed to inflation or the interest
rate. This is for analytical convenience.'*!* In the Barro and Gordon (1983)
framework, of course, monetary policy cannot affect anything real as in
Friedman (1968), but that is not the case in the canonical New Keynesian
framework, even in the long run.

We next turn to a formal discussion based on a special case of Afrouzi
and others (2023), where the analysis collapses to a very simple diagram.

LLA. Steady-State Representation

The long-run steady state of the nonlinear model can be represented as
corresponding to the intersection of a long-run aggregate supply (LRAS)
curve and a long-run aggregate demand (LRAD) curve. As depicted in fig-
ure 1, with inflation 7 on the vertical axis and real (log) output y on the

12. A similar departure is pursued in Benigno and Woodford (2005) and Halac and Yared
(2022).

13. The positive relationship between monetary expansion and labor share emerges in
a sticky-price and flexible-wage model. A different relationship holds if one instead con-
siders a sticky-wage and flexible-price model; see Gali (2015) for a discussion. Yet, our
main results continue to apply in that environment, with comparative statics for union profits
that mirror those we show in the text for monopoly profits. These comparative statics are
described in our discussion of deunionization in the next section.

14. In the competitive equilibrium of our model, monopoly profits would be zero and the
labor share would be one, since the standard New Keynesian model abstracts from capital
investment.
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Figure 1. Long-Run Aggregate Demand and Supply
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Source: Authors’ illustration.

horizontal axis, the LRAS curve is upward sloping and the LRAD curve is
downward sloping.

Let i > 0 denote the labor share (as determined by monetary policy) and
v> 0 the exogenous degree of monopoly power in the economy. For some
function f, we can then represent the relationship underlying the upward-
sloping LRAS curve by the following equation:
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More specifically, we show in the online appendix that applying an
approximation around some low level of long-run inflation ©* > 0 under
certain assumptions, this equation can be written as
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where the value of inflation 7 corresponds to the deviation from its long-
run value ¥, and analogously for the values of log output y, log labor share
log W, and log monopoly power log v. Here A > 0 denotes the average fre-
quency with which sticky-price firms can change their prices, p > 0 is the
household discount rate, and ¢ > 1 is the inverse elasticity of labor supply.
Since * is low, and in particular lower than the discount rate p, this equa-
tion yields an LRAS curve that is upward sloping.

The LRAS equation is analogous to the well-known short-run Phillips
curve but applied to an economy subject to long-run inflation. The usual
logic for the short-run Phillips curve is that firms set higher prices—and
therefore there is higher inflation—if firms anticipate higher marginal costs
and marginal costs are increasing in real wages, which increase with output y
and with the share W of output paid to workers. Under positive long-run
inflation, this relationship captures additional anticipatory effects by price-
setting firms. Faced with permanently higher real wages, and therefore
larger anticipated absolute changes in future nominal wages (holding fixed
the level of inflation), firms face a higher risk of not being able to raise
prices in the future as their marginal costs increase. Recall that in the under-
lying Calvo (1983) model of staggered price setting, individual firms do
get to reset their prices, but the timing is uncertain. As such, when a firm
gets the chance to change its price in a given period, it will increase it more
aggressively in the face of higher real wages, which aggregated across
firms results in higher inflation. This anticipatory effect explains why the
LRAS curve becomes vertical if prices become fully flexible (or perfectly
indexed to long-run inflation) as A (the average frequency of price adjust-
ment) goes to infinity.

The relationship underlying the downward-sloping LRAD curve is less
familiar since it is unique to the nonlinear environment that our approach
emphasizes. For some function g, this relationship can be represented by
the following equation:

ﬂzg(x,g)-

Applying an approximation around some low level of long-run inflation
* > 0 as above (see the online appendix for details), this equation can be
written as

AMA—m*)
ﬂ:*

1
1+ 0

mT=— y_
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The LRAD equation emerges because demand y is a negative function
of inflation © and a positive function of the labor share 1. Higher infla-
tion leads to higher price dispersion, which contributes to lower demand,
with similar goods that are either overpriced or underpriced relative to the
average.”'® A higher labor share in turn leads to higher demand. This is
because the labor share is inversely related to equilibrium monopoly dis-
tortions that suppress demand; hence, the higher the labor share, the lower
the monopoly distortions and the higher aggregate demand, holding all
else fixed. Observe that as m* approaches zero, the LRAD curve becomes
vertical. This illustrates why the standard analysis of the New Keynesian
model linearized around zero inflation ignores the effect of inflation on
long-run demand."’

The long-run steady-state equilibrium corresponds to the intersection of
the LRAS and the LRAD curves, as in figure 1. At this intersection, firms
optimize prices given the equilibrium level of real wages, and households
optimize consumption given the degree of price dispersion.

I.B. Central Bank Preferences

The representation of the steady state described above is general and can
flexibly accommodate multiple different frameworks for central bank deci-
sion making, including full commitment to zero inflation and lack of com-
mitment. To perform comparative statics and analyze transition dynamics,
one must define what the central bank’s decision-making framework
implies for the equilibrium labor share 1, which is endogenous to monetary
policy. As previously noted, in the New Keynesian model, a more expan-
sionary monetary policy stimulates the demand for goods, which stimulates
output (which is by assumption demand determined) and employment, thus
increasing the labor share.

15. The baseline New Keynesian model abstracts away from efficient sources of price
dispersion (for example, stemming from differences in productivity across firms). In the
presence of such forces, price dispersion in our framework would be equivalent to dispersion
in markups or tax wedges.

16. Demand can be interpreted as the demand from households purchasing from final
goods firms or, alternatively, as the demand from final goods firms purchasing from inter-
mediate goods firms.

17. The specific approximation applied above is useful to elucidate the critical non-
neutrality that we emphasize outside of zero long-run inflation, but our framework is general
and does not require a focus on this special case. It is also worth noting that the LRAD curve
in the nonlinear environment becomes upward sloping under deflation, since greater defla-
tion (i.e., more negative inflation) increases price dispersion.
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An important case—on which we focus from here on—is one where the
labor share U is kept constant in the short run and long run, independently
of economic shocks. We show in Afrouzi and others (2023) that this struc-
ture emerges endogenously in a Markov perfect competitive equilibrium in
which a central bank that cannot commit makes sequential interest rate deci-
sions. The central bank takes the price-setting process of firms as given and
chooses an interest rate that addresses intra-temporal distortions (reflecting
both monopoly power and price dispersion). In such an environment, the
value of the equilibrium labor share is a direct function of exogenous central
bank preferences.

To see this heuristically, let household preferences at any point in time
be given by U(Y') — V(L) for increasing functions U and V, where Y = exp(»)
is output, which is equal to consumption, and L is labor, which is inversely
related to leisure. The central bank’s preferences can be represented by
w*Uu(Y) — (L), where u* > 0 is an exogenous measure of central bank
dovishness. In the model analyzed in Afrouzi and others (2023), labor satis-
fies L =DY, where D > 1 is the degree of price dispersion.'® The central bank
maximizes its static welfare taking the path of prices (and thus dispersion)
as given, therefore setting V'(L)/U’(Y) = w*/D. Denoting the nominal wage
by W and the price level by P, households’ intra-temporal optimization sets
V'(L)/U’(Y) = W/P. Combining these optimality conditions yields

we VAL _wer_
PY U'( Y)y DY ’

Thus, the labor share is constant and determined by the exogenous weight
the central bank places on consumption over leisure. If the central bank’s
preferences coincide with those of households, the equilibrium labor share
is equal to one because the central bank wishes to undo all equilibrium
monopoly distortions; doing so maximizes household welfare conditional
on price setting. If instead the central bank has different preferences than
households, as in Rogoff (1985), then the equilibrium labor share is some
number different from one but still constant over time."” A lower labor

18. See equation (12) in Afrouzi and others (2023). Intuitively, higher dispersion implies
that more labor is needed to produce a given level of output.

19. We keep the central bank’s preferences fixed through time. Halac and Yared (2020)
consider equilibrium dynamics when these preferences change over time and are privately
known to the central bank, and they show that this can give rise to the presence of persistent
high-inflation and low-inflation regimes.
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share reflects a higher degree of central bank hawkishness: the central bank
places less weight on reducing monopoly distortions and indirectly more
weight on reducing inflation.

I.C. Comparative Statics

We illustrate the application of our framework by performing two com-
parative statics exercises. The first exercise involves an exogenous change
in firm monopoly power, which results in endogenous political economy
pressure on the central bank. The second exercise involves an exogenous
change in central bank preferences, which results in exogenous political
economy pressure on the central bank.

For our first exercise, consider the following change in the economic
environment. Suppose that economic factors (e.g., a retreat from globaliza-
tion) cause the degree of market competition to fall, so that the monopoly
power of firms rises permanently. This shock would increase firm monopoly
rents in a flexible-price setting. In our sticky-price environment, the shock
corresponds to an increase in the parameter y underlying the LRAS curve
and can thus be represented by a leftward shift of this curve in the neigh-
borhood of the steady state, as depicted in figure 2.*° For every level of
real wages, firms with greater monopoly power will now set higher prices,
resulting in higher inflation. The economy therefore transitions to a new
steady state with higher inflation. Moreover, output is lower since demand
responds negatively to higher price dispersion under higher inflation.

Despite the higher monopoly power, monopoly rents stay constant in
equilibrium. The reason is that the central bank allows higher inflation in
order to prevent the economy from experiencing an equilibrium increase
in monopoly rents and decrease in the labor share (which is why the LRAD
curve does not shift). The staggered price setting makes it possible for
the central bank to lean against exogenous changes in monopoly power
and to leave monopoly distortions unchanged. We show in Afrouzi and
others (2023) that this is exactly what a central bank without commitment
would do. Thus, in the long run, the central bank experiences endogenous
political economy pressure due to the changing economic environment,
and it is forced to acquiesce to higher inflation.

For our second exercise, consider the following change in the political
economy environment. Suppose that the central bank becomes permanently

20. Using a framework where demand elasticities vary with the measure of different vari-
eties, Sbordone (2010) provides a microfoundation for the change in monopoly power that
would emerge from an increase in trade.
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Figure 2. Effect of Increase in Monopoly Power
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Source: Authors’ illustration.

more hawkish, so that it places less weight on reducing monopoly distor-
tions (and indirectly more weight on reducing inflation). This means that
the labor share declines, and the degree of equilibrium monopoly distor-
tions rises. As depicted in figure 3, this change can be represented by a
rightward shift of the LRAS curve, since there is a lower real wage for
every level of output given the lower labor share, and a leftward shift of
the LRAD curve, since there are higher monopoly distortions and lower
demand for every level of inflation. The economy therefore transitions to
a new steady state with lower inflation. The change in output in this case
is ambiguous, since it depends on whether the increase in demand due
to lower price dispersion exceeds the decrease in demand due to higher
monopoly distortions and a lower labor share. In figure 3, the change in
output is positive.

This exercise shows that a more hawkish central bank can alter the labor
share and the degree of monopoly distortions in the steady state of the econ-
omy by changing the level of inflation. At lower levels of inflation, there is
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Figure 3. Effect of Increase in Central Bank Hawkishness
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less price dispersion and thus less over-hiring by sticky-price firms, yielding
a lower labor share and higher monopoly distortions. The example highlights
the two key long-run forces in the New Keynesian model. Because it has a
single instrument, the most that the central bank can do—for a given degree
of price dispersion—is to change long-run demand as a means of changing
aggregate (monopoly) distortions, and this is possible because prices are
sticky. However, staggered price setting means that the more the central
bank alleviates aggregate distortions, the higher the inflation, and the larger
the induced variance in the idiosyncratic distortions (price dispersion).
Taken together, the two comparative statics exercises above elucidate
what is required in the long run for credible inflation targeting, which is the
optimal long-run policy under full commitment. The first comparative static
shows that in the face of rising monopoly power, a central bank without
commitment will experience pressure to allow higher inflation to stimulate
demand to keep monopoly distortions stable. The second comparative static
shows that this effect could potentially be offset by a change in exogenous
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political economy pressure on the central bank, specifically by reducing
the degree to which the central bank is concerned with monopoly distor-
tions. In this scenario with two offsetting forces, inflation and price disper-
sion would remain stable, while output would decline since equilibrium
monopoly distortions rise.

1.D. Quantitative Implications

A natural question concerns the quantitative relevance of economic
and political economy factors for long-run inflation. We show next that
the magnitudes in our framework are significant. Combining the equations
underlying the LRAS and LRAD curves presented above, we obtain that
the steady-state levels of inflation and output are given by

(?x—n*)(er?\—n*)

n= ; log(py).

yz—%log(uﬁ(ﬁ

1+(p10g<u>.

A conventional calibration sets the annual discount rate p to around 0.04;
the average annual frequency of price changes A to around 1.2, a 10 per-
cent monthly frequency of price changes (e.g., Nakamura and Steinsson
2008); and the inverse elasticity of labor supply ¢ to 2.5 (e.g., Chetty and
others 2011).

Consider an economy that begins with an inflation rate of 2 percent (i.e.,
with long-run inflation t* = 0.02 and deviation 1t = 0). Take a deglobaliza-
tion scenario in which the country trades less with the rest of the world,
causing the degree of market competition to fall and thus the monopoly
power of firms 7 to rise. The resulting change in inflation depends on the
magnitude of the change in vy, which is a function of the extent of deglobal-
ization and the openness of the economy. Edmond, Midrigan, and Xu (2015)
estimate the effect of trade openness for Taiwan, and they find that reducing
the import share of GDP by 25 percent increases y by 0.2 percent.”' A less
extreme and more realistic deglobalization scenario would entail a 10 per-
cent decline in import share for an economy that is half as open as Taiwan
(which is one of the most open economies in the world). Linear extrapolation
for this case translates to a 0.04 percent increase in .

21. This measure comes from the change in aggregate markup from increasing the import
share of GDP for Taiwan from 30 to 38 in table 3 of Edmond, Midrigan, and Xu (2015).
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In our framework, applying a 0.04 percent increase in y, with parameters
taking values as described above, yields an increase in inflation of 1.4 per-
cent and a decrease in output of 0.02 percent. Thus, in this deglobalization
scenario, annual inflation rises from 2 percent to 3.4 percent, which is sub-
stantial.”*** The negative impact on output, in contrast, is small under this
calibration, but we anticipate that introducing an input-output structure as
in Afrouzi, Bhattarai, and Wu (2024) would increase the magnitude of this
effect. In fact, their work shows that such an extension of the New Keynesian
model increases the output cost of inflation by tenfold to twentyfold.

LLE. Transition Dynamics

Our framework can also be used to study transition dynamics. To the
right of the LRAS curve in figure 1, output and therefore real wages exceed
the steady-state level. This means that inflation—which captures expecta-
tions of the path of future real wages—falls in this region. The opposite is
true to the left of the LRAS curve. Analogously, to the right of the LRAD
curve, inflation exceeds the steady-state level. This means that dispersion—
which captures the historical path of inflation—rises in this region, and
therefore demand falls, since households demand fewer goods when there
is rising variance in prices. The opposite is true to the left of the LRAD
curve, where demand increases. These flows are depicted by the arrows
in the different regions in figure 1 and putting them together allows us to
define a saddle path around the steady state. As also shown in figure 1, the
saddle path yields transition dynamics that admit positive co-movement
between inflation and output.

Consider how an economy transitions from an initial steady state to a
new higher-inflation steady state in response to a change in the economic
environment. For concreteness, take our first comparative static exercise,
depicted in figure 2, where firm monopoly power exogenously increases.
Starting from the initial steady state, inflation must immediately jump to
the new saddle path in response to the shock, and it must then fall along the
saddle path toward its new steady-state level. That is, the transition must
feature inflation overshooting.

The logic for overshooting is as follows. The initial jump in inflation is
a direct response to the exogenous increase in monopoly power. This rise

22. In the online appendix, we show that the quantitative effects from the approximate
linearized model are in line with those of the nonlinear model.

23. We note that if the frequency of price adjustment A responds positively to equilibrium
inflation (as would be the case in a menu cost model, for example), then the quantitative
impact on inflation would be even larger.
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in inflation, however, only leads to a gradual increase in price disper-
sion. Along the path toward a new higher-dispersion steady state, demand
declines, and this is reflected in a downward path for output and real wages.
In turn, this implies a downward path for the marginal costs faced by firms,
which explains the declining level of inflation toward the new steady state.
Consequently, if deglobalization leads to greater monopoly power and higher
long-run inflation, the short-run spike in inflation can be much greater.

For another example, take our second comparative static exercise, where
the central bank becomes permanently more hawkish, and where the long-
run steady state of the economy shifts to a higher level of output, as depicted
in figure 3. Starting from the initial steady state, output immediately jumps
down and then rises toward its new higher steady-state level. The immediate
downward jump reflects higher monopoly distortions, whereas the eventual
output increase reflects lower price dispersion. The path of inflation follows
by analogous reasoning to the previous example, since real wages and out-
put rise along the equilibrium path after the initial downward jump.

The opposite transition dynamics would hold if the central bank instead
became permanently more dovish. In that case, output and inflation would
immediately jump upward and then decline toward a lower steady-state
output and higher steady-state inflation level.

1. Historical Inflation through the Lens of the Model

We apply our framework to provide a fresh perspective on the economic
and political economy forces that drove global inflation over the past four
decades.

I1I.A. Empirical Evidence

Figure 4 depicts inflation across the world for three different country
groups over the period 1970-2022.

The figure illustrates the global decline in inflation that peaked in
advanced economies in the early 1980s, and globally in the early 1990s.
The rapid decline in advanced economy inflation during the 1980s, after
the high-inflation experience of the 1970s, has been widely studied in the
literature (e.g., Sargent 2001; Primiceri 2006; Bianchi 2013; Nelson 2022).

Less studied, but equally salient is the global decline in inflation in the
1990s, 2000s, and 2010s. This decline had an impact on all country groups

24. The inflation rates are for a balanced panel and correspond to the median. Similar
patterns are observed if we instead use an unbalanced panel or GDP-weighted measures.
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Figure 4. Inflation across the World
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Source: Data from Ha, Kose, and Ohnsorge (2023) at https://www.worldbank.org/en/research/brief/
inflation-database.

across each decade, including low-income countries, albeit their decline
was not as steady and smooth as in advanced economies. Inflation in the
emerging market and low-income country groups fell to around 5 percent
around the turn of the century but then rose to over 10 percent even before
the global financial crisis, falling again in the mid-2010s, and rising sharply
again after the pandemic. The ebbs and flows in the 21st century do not
necessarily reflect formal changes in central bank independence. Indeed,
many low-income countries experienced only limited central bank reform.
As an example, annual inflation in Uganda decreased from an average of
17.8 percent in the 1990s to an average of 6.4 and 6.6 percent in the 2000s
and 2010s, respectively. During that time, various measures of central
bank independence for Uganda stayed the same or even deteriorated.”
For emerging markets, average inflation declined from 5.3 percent in the
2000s to 3.8 percent in the 2010s, and this occurred even though measures

25. This is based on the data in Romelli (2022), which measures various aspects of central
bank independence, extending the work by Cukierman, Webb, and Neyapti (1992).
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of central bank governance in these countries deteriorated after the global
financial crisis of 2008 (e.g., Bordo and Siklos 2021).

Through the lens of our model, the long-run decline in global inflation
can be viewed in part as the result of three global forces that changed
endogenous political economy pressures on central banks: rising globaliza-
tion, the deepening Washington Consensus, and deunionization. The decline
in inflation also clearly reflects exogenous political economy pressures, as
reflected by many successful central bank reforms that promoted indepen-
dence and inflation targeting. We address each of these phenomena and
their implications in our model separately.

11.B. Globalization

Between 1970 and 2007, global trade as a proportion of global GDP
increased from 25 percent to 59 percent.® As is well known, the era of hyper-
globalization was a consequence of containerization, which dramatically
diminished the cost of shipping. It was also driven by the reduction in tariff
barriers and proliferation of trade agreements and dispute resolution pro-
cesses, marked by major landmarks, such as the creation of the European
Union in 1993 and the accession of China into the World Trade Organiza-
tion in 2001. Financial globalization, unleashed by the relaxation of capital
controls, further facilitated trade globalization by allowing for trade imbal-
ances to form, while also fostering the flow of foreign direct investment.
Between 1970 and 2007, foreign direct investment as a share of global GDP
increased from 0.5 percent to 5.3 percent.”’

In our framework, the increase in global competition translates to a
reduction in firm monopoly power Y. In fact, this is supported by empiri-
cal evidence; for example, Bloom, Draca, and Van Reenen (2016) find
lower prices and profitability for European firms more exposed to China’s
entry into the World Trade Organization relative to those that were less
exposed.?® The reduction in y in our model has the effect of shifting the

26. World Bank, “Trade (% of GDP),” https://data.worldbank.org/indicator/NE.TRD.
GNFS.ZS.

27. World Bank, “Foreign Direct Investment, Net Inflows (% of GDP),” https://data.
worldbank.org/indicator/BX.KLT.DINV.WD.GD.ZS.

28. Edmond, Midrigan, and Xu (2015) find similar results in a model calibrated to
Taiwanese data. De Loecker and others (2016) find that trade liberalization in India led to a
decrease in prices but also a further decrease in equilibrium marginal costs, therefore result-
ing in higher equilibrium markups. However, to the extent that efficient marginal costs are
independent of trade, their findings imply a decrease in markups relative to the latter, and
thus a decrease in the monopoly distortions that drive the central bank’s incentive to inflate
in our model.


https://data.worldbank.org/indicator/NE.TRD.GNFS.ZS
https://data.worldbank.org/indicator/NE.TRD.GNFS.ZS
https://data.worldbank.org/indicator/BX.KLT.DINV.WD.GD.ZS
https://data.worldbank.org/indicator/BX.KLT.DINV.WD.GD.ZS
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LRAS curve to the right, which means that the economy transitions to a
new steady state with lower inflation and higher output (due to lower price
dispersion), holding fixed the level of central bank hawkishness. Globaliza-
tion thus reduces the endogenous political economy pressure on the central
bank to inflate, resulting in lower inflation.

11.C. Washington Consensus

A second force to consider is the proliferation of the Washington Con-
sensus, a term that refers to a set of widely adopted programs of market
liberalization, privatization, and fiscal discipline. This program of reforms
was implemented across countries in the 1980s, 1990s, and 2000s, often
with the support of international institutions.

Between 1985 and 2001, the fraction of countries classified as market-
oriented increased from 30 percent to almost 80 percent (Buera, Monge-
Naranjo, and Primiceri 2011). In Latin America, for example, more than
eight hundred public enterprises were privatized between 1988 and 1997
(Aninat 2000). The effects of market liberalization and privatization in our
framework are isomorphic to the effects of globalization that we discussed
above. These reforms reduce firm monopoly power vy, which results in
lower inflation and higher output, holding fixed the level of central bank
hawkishness.

On the fiscal side, the process of reform led to a decline of the public
debt-to-GDP ratio in emerging markets from a peak of 68 percent in 2002
to 46 percent by 2015. In low-income countries, the ratio declined from
a peak of 99 percent in 1994 to 48 percent by 2015.%° Of course, these
patterns are in direct contrast to the experience of advanced economies,
which witnessed a secular long-term increase in public debt from the
mid-1970s onward (Yared 2019).

To evaluate the effects of reduced fiscal pressures in emerging markets
and low-income countries, we can consider an extension of our framework
that incorporates fiscal objectives for the central bank, as in Schreger, Yared,
and Zaratiegui (2023). Their work shows that the central bank responds
to diminished fiscal pressures with lower desired monetary stimulus. In
particular, the lower the inherited public debt, the lower the pressure on the
central bank to use inflation to devalue that debt to mitigate the economic
cost of debt repayment. Moreover, the lower the deficit, the lower the pres-
sure on the central bank to stimulate the economy to reduce the real interest

29. International Monetary Fund, “Debt (% of GDP),” https://www.imf.org/external/
datamapper/DEBT1@DEBT/FAD G20Adv/FAD G20Emg/FAD LIC.


https://www.imf.org/external/datamapper/DEBT1@DEBT/FAD_G20Adv/FAD_G20Emg/FAD_LIC
https://www.imf.org/external/datamapper/DEBT1@DEBT/FAD_G20Adv/FAD_G20Emg/FAD_LIC

226 Brookings Papers on Economic Activity, Spring 2024

rate and the cost of issuing new debt.*® Through these two channels, lower
fiscal pressures reduce the endogenous pressures on the central bank to
inflate. In our model, this translates to a lower labor share p, which has the
effect of shifting the LRAS curve to the right and the LRAD curve to the
left. The result is a transition to a new steady state with lower inflation and
lower price dispersion.

This discussion suggests that, in principle, there is a strong political econ-
omy mechanism for fiscal policy to influence inflation through its effect
on central bank incentives. While this mechanism differs from the fiscal
theory of the price level—which argues for a direct effect of fiscal policy on
inflation independently of monetary policy—it is consistent with the empir-
ical correlation between deficits and inflation that supports that theory (e.g.,
Barro and Bianchi 2023; Cochrane 2023)."

11.D. Deunionization

A third important force is deunionization, particularly in advanced
economies. In the United States, the fraction of households in trade unions
declined from 22 percent in 1980 to 11 percent by 2010. Out of twenty-four
advanced economies with available data, twenty experienced a reduction
in unionization rates over this period, including countries like Germany
where unionization rates have been historically high.*

To evaluate the effects of deunionization in our framework, we can
consider an analogous model to ours but allowing for labor market power
instead of firm market power. Specifically, we can take a model with sticky
wages and flexible prices (instead of sticky prices and flexible wages), again
accounting for nonlinearities.”* The LRAS and LRAD curves are defined
analogously to our previous analysis, with wage inflation (which equals
price inflation) on the vertical axis and real (log) output on the horizontal
axis. The LRAS curve corresponds to a steady-state wage Phillips curve.
The LRAD curve corresponds to a firm labor demand curve—demand

30. While the steady-state real interest rate is exogenous in Afrouzi and others (2023),
the New Keynesian overlapping generations framework of Aguiar, Amador, and Arellano
(2023) has a steady-state real interest rate that is endogenous to monetary policy, with higher
money growth reducing this rate and expanding fiscal capacity.

31. This mechanism is consistent with the argument in Chari, Henry, and Reyes (2021)
that chronic budget deficits in Latin America were a root cause of the region’s high inflation
levels in the 1980s and early 1990s.

32. OECD, “How Do Collective Bargaining Systems and Workers’ Voice Arrangements
Compare across OECD and EU Countries?” https://www.oecd.org/employment/ictwss-
database.htm.

33. See Gali (2015) for an exposition.
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declines as wage inflation and wage dispersion rise. Firms make zero prof-
its in this model, while unions make positive profits. Rather than being
indexed by the level of monopoly profits, the stance of monetary policy is
now indexed by the level of union profits, with a more hawkish monetary
policy corresponding to higher union profits (and therefore larger equilib-
rium intra-temporal distortions, which imply lower equilibrium inflation,
as in the sticky-price, flexible-wage model).

In this extended framework, a decrease in labor market power can be
depicted as a rightward shift of the LRAS curve, since unions then set
lower wages for every level of output. The result is lower wage inflation
and therefore lower price inflation, together with higher output due to
lower wage dispersion. Lower labor market power thus reduces the central
bank’s endogenous political economy pressures to inflate, resulting in lower
inflation.*

II.LE. Central Bank Reform

Central bank reforms across the world—often made in concert with
international institutions—are also an important cause of the decline in
global inflation. Starting in the mid-1980s, when academic research began
to emphasize the potential effectiveness of central bank independence in
controlling high inflation, one country after another instituted reforms.
Substantially greater independence allowed central banks to adopt inflation
targeting mandates, which served as a tool to further enhance their inde-
pendence (e.g., Bernanke and Mishkin 1997; Bernanke and others 1999).
Increased transparency has also played a central role.

Based on data on legislative reforms of central bank charters, 80 out of
the 113 central banks with available data experienced an improvement in
independence between 1990 and 2010 (Romelli 2022). Dincer, Eichengreen,
and Geraats (2022) analyze measures of central bank transparency, and
they find that in 100 out of 112 countries with available data transpar-
ency increased between 1998 and 2019. Along with these reforms, sixty
central banks adopted inflation targeting.** Early adopters were central
banks in advanced economies, like those in New Zealand, Canada, and the
United Kingdom, while more recent adopters included emerging econo-
mies such as India and Russia.

34. Stansbury and Summers (2020) argue that declining worker power created disinfla-
tionary pressure in the United States over 1982-2016.

35. This includes the nineteen countries in the eurozone plus forty-one other countries
classified by the International Monetary Fund (2020) as inflation targeters.
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An indirect factor which interacted with these central bank reforms,
particularly in advanced economies, is the emergence of the zero lower
bound on interest rates, first in Japan in the late 1990s and then in advanced
economies in the aftermath of the global financial crisis of 2008 (although
the issue had already come into view after the bursting of the tech bubble
in 2001). In equilibrium, the expectation that the central bank’s hands are
sometimes tied serves to lower long-run average inflation expectations.*
From this perspective, the effect of the zero lower bound is the same as
having a central bank with a more hawkish tilt, though this is only on
average, since outside zero lower bound episodes, inflation will be higher
than under a hawkish central bank.

Through the lens of our model, central bank reforms along with the con-
straints of the zero lower bound can be studied as an exogenous increase
in central bank hawkishness. As previously described, this translates to a
lower labor share W in our framework, shifting the LRAS curve to the right
and the LRAD curve to the left, and therefore resulting in lower inflation
and lower price dispersion. Observe further that a consequence of these
central bank reforms is higher monopoly distortions along with the lower
labor share.

IL.F. Taking Stock

We have argued that the global decline in inflation over multiple decades
can be viewed as resulting from the confluence of exogenous economic
and political economy forces that jointly reduced central bank pressures to
pursue expansionary monetary policy. We believe that, while very impor-
tant, central bank reforms on their own cannot explain many of the empiri-
cal patterns in figure 4. For example, they cannot explain why inflation
declined in countries that experienced little improvement (or even a dete-
rioration) in central bank governance, or why inflation declined in econo-
mies that were far away from the zero lower bound. It appears that global
economic trends also played a key role by reducing the endogenous politi-
cal economy pressures on central banks to inflate.

Our view is further supported by the significant heterogeneity in the infla-
tion experience across countries, which cannot be explained by exogenous
political economy pressures alone. As depicted in figure 4, low-income
countries have on average much higher inflation rates than emerging

36. Asanillustration, the Markov perfect equilibrium in a linearized economy, as in Halac
and Yared (2022), with the addition of a zero lower bound would predict lower average infla-
tion as a result of a more binding zero lower bound.
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markets, which in turn have higher inflation rates than advanced economies.
Of course, this reflects in part differences in central bank governance across
these country groups, and it is consistent with econometric evidence that
finds a negative correlation between long-run inflation and central bank
independence across countries.’” What is clear, however, is that there con-
tinues to be heterogeneity in long-run inflation rates even after controlling
for central bank independence, and this remaining heterogeneity can be
explained by other economic factors. For example, Campillo and Miron
(1997) find that countries that are more open to trade or have lower public
debts have lower inflation rates. These cross-country findings are consis-
tent with our framework in which economic factors affect the endogenous
political economy pressures experienced by central banks.*

lIl. Future Inflation through the Lens of the Model

Figure 4 shows that in the mid to late 2010s, inflation in every country group
reached a forty-year trough prior to the post-pandemic inflation spike. For
advanced economies, that trough occurred in 2015, with an inflation rate of
0.40 percent; for emerging markets, it occurred in 2019, with an inflation
rate of 2.79 percent; for low-income countries, it occurred also in 2019,
with an inflation rate of 3.35 percent.

An important, natural question is whether global inflation in the 2020s
will return to the levels of the 2010s or instead increase to the levels of the
2000s or even the 1990s. Our model tells us that the answer depends on
the likely evolution of economic and political economy forces. We believe
that several persistent global economic trends that accelerated during the
pandemic—some of which are reversing the decades-old developments
described in the previous section—will likely increase central bank pres-
sures to inflate. This means that implementing stable and low inflation in
the future may require even further strengthened central bank independence
to counteract these endogenous political economy pressures. We describe
the sources of the new pressures in this section.

37. See Berger, De Haan, and Eijffinger (2001) for a survey.

38. Note further that using our framework, we can study the relationship between the
labor share and inflation. It is well known that the labor share has declined in many countries
over decades (e.g., Karabarbounis and Neiman 2014), and there is some debate as to whether
this trend reflects a rise in monopoly power (Karabarbounis and Neiman 2018; Philippon
2019; De Loecker, Eeckhout, and Unger 2020) or other factors like a decline in union power
(Elsby, Hobijn, and Sahin 2013). Through the lens of our model, the decrease in the labor
share and in inflation can be viewed as a joint consequence of a reduction in labor market
power or an increase in central bank hawkishness.
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111.A. Reversal of Globalization

The globalization trends of prior decades have been reversing since the
end of the global financial crisis of 2008. Trade as a proportion of global
GDP stopped increasing after hitting a peak at 61 percent in 2008, and it
has since declined to 57 percent in 2021.*° Foreign direct investment as a
share of global GDP peaked at 5.3 percent in 2007 and has since declined
to 2.2 percent in 2021.% In addition to these absolute changes, international
flows have also become more fragmented. For example, trade and capital
flows in the aftermath of Russia’s invasion of Ukraine in 2022 have seg-
mented along geopolitical lines, a development especially costly for Europe,
which depends on geopolitically nonaligned countries for trade (Gopinath
2023). Firm-level network data further indicate that global value chains,
particularly those that connect to China, have lengthened over the last two
years (Qiu, Shin, and Zhang 2023), suggesting an increase in trade costs.

These developments have two main causes, which are likely to remain
dominant in the future. The first cause is the application of protectionist
trade policies across the world after the global financial crisis, a process
that accelerated after the 2020 pandemic. This resulted in a transition
from hyperglobalization prior to the global financial crisis to “slowbaliza-
tion” (Aiyar and Ilyina 2023; Goldberg and Reed 2023), which occurred
in large part because of a political backlash against free trade. Restric-
tions on international flows have been widely applied across countries and
go beyond the more salient case of Brexit in 2016 or the US-China trade
war beginning in 2018. The number of trade restrictions imposed annually
worldwide increased from under 500 in 2010 to around 1,000 in 2018 to
almost 3,000 in 2022 (International Monetary Fund 2023a). In addition,
the number of countries introducing or expanding security-related screen-
ing mechanisms for foreign direct investment increased from under 10 for
every year between 1995 and 2019 to 22 in 2020, 17 in 2021, and 14 in 2022
(Guazzini, Leskova, and Meloni 2023).

The second cause for these global developments is the rise in geopoliti-
cal tensions. These increased following the Russian invasion of Ukraine
in 2022. In response, the United States, European Union, and their allies
applied trade and financial sanctions on Russia, resulting in a rerouting of

39. World Bank, “Trade (% of GDP),” https://data.worldbank.org/indicator/NE.TRD.
GNFS.ZS.

40. World Bank, “Foreign Direct Investment, Net Inflows (% of GDP),” https://data.
worldbank.org/indicator/BX.KLT.DINV.WD.GD.ZS.
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global flows. In addition, the Isracl-Gaza war in 2023 following the Hamas
attack on Israel and the expansion of the conflict to the broader region has
led to attacks on commercial vessels in the Red Sea, leading to further dis-
ruptions in global trade.

This is a fast-evolving situation given the rising number of measures
distorting trade and investment, and the rising geopolitical risk (Caldara
and lacoviello 2022).*! If countries pursue protectionist policies and do not
de-escalate geopolitical tensions in the coming years, then the slowdown in
globalization, the rising fragmentation of global flows, and the lengthening
of supply chains will also persist. The result is lower global competition
and higher firm monopoly power. In our framework, this is reflected in an
increase in the monopoly power parameter y, which shifts the LRAS curve
to the left (holding the level of central bank hawkishness fixed) and results
in higher inflation and lower output (due to higher price dispersion).*
Thus, through this channel, a reversal in globalization trends increases the
endogenous political economy pressures on the central bank to inflate.*

111.B. Rising Fiscal Pressures

A second important trend is increasing global fiscal pressures. The Inter-
national Monetary Fund projects higher government debt to GDP in the
2020s relative to the 2010s for all country groups: advanced economies,
emerging markets, and low-income countries (International Monetary Fund
2023b). Debt overhang from pandemic-era government spending com-
bined with high interest rates is a common driver of this trend, but it is
not the only one; rising government primary deficits are also to blame. In
advanced economies, the primary deficit as a percentage of GDP is pro-
jected to increase from a pre-pandemic (2014-2019) average of 1.2 per-
cent to a post-pandemic (2023-2028) average of 2.2 percent. For emerging
markets, the increase is from 2.1 percent to 2.9 percent.

The fiscal pressures for advanced economies largely reflect the accelera-
tion of the aging of the population and the resulting expansion of entitle-
ment spending without commensurable revenue increases (Yared 2019). In
the United States, for example, the Congressional Budget Office forecasts

41. See the Global Trade Alert Database, https://www.globaltradealert.org/.

42. Note that lower global competition could also result in an increase in labor market
power in a sticky-wage and flexible-price model such as the one we described in the previous
section, leading to the same comparative static for inflation.

43. There is direct evidence for a long-run correlation between global geopolitical risk
and global inflation that is consistent with this channel (e.g., Caldara and others 2023).
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that between 2023 and 2033, Social Security spending will increase from
5.1 percent to 6.0 percent of GDP. Outlays for major health programs will
increase from 5.8 percent to 6.6 percent of GDP over that time, with around
25 percent of the increase due to aging (CBO 2023). For emerging markets,
the fiscal pressures reflect increasing government spending, particularly in
the two largest emerging market economies, China and India.

There are reasons to think that current fiscal forecasts—which only
incorporate current policies but not likely changes to future policies—may
be too optimistic. For example, more than 140 countries, including the
United States, countries in the European Union, China, and India, have set
net zero carbon emissions targets. According to simulations by the Inter-
national Monetary Fund, the government spending policies required to
achieve net zero emissions midcentury would increase the forecasted gov-
ernment debt-to-GDP ratio by 10 to 15 percent in advanced economies and
15 percent in emerging markets (International Monetary Fund 2023b).

Similarly, economic forecasts do not adequately account for a potential
continuation or escalation of geopolitical tensions, which would likely result
in additional defense spending. The Congressional Budget Office forecast—
which already predicts a stark trajectory for US debt—assumes that US
defense spending as a share of GDP will decline from 3.2 percent in 2023 to
2.7 percent in 2033.* Should geopolitical tensions persist, a more realistic
forecast would account for the possibility that US defense spending returns
to levels closer to those reached during the Cold War, which averaged nearly
7 percent of GDP between 1960 and 1991.%

A further consideration for fiscal forecasts is the continuing expansion
of industrial policy. These policies—which seek to reorient an economy’s
resources and production toward national strategic goals—are not just con-
fined to the 2022 CHIPS and Science Act or the 2022 Inflation Reduction
Act in the United States; they represent a longer-term global trend. Juhész
and others (2023) analyze the text of commercial policies across the world,
and they find that the share of policies that can be classified as industrial
policies increased from 20 percent in the early 2010s to nearly 50 percent
by 2019. Juhész, Lane, and Rodrik (2023) find that the fiscal impact of
these policies can range from 0.3 to 0.7 percent of GDP annually.

As described in the previous section, increased fiscal pressures result
in higher monetary stimulus: the central bank experiences pressure to use

44. This number is imputed under the Congressional Budget Office’s assumption that the
proportion of discretionary spending accounted for by defense remains stable at 49 percent.

45. Stockholm International Peace Research Institute, “SIPRI Military Expenditure Data-
base,” https://www.sipri.org/databases/milex.
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inflation to devalue outstanding public debt and to stimulate the economy
to reduce the real interest rate and the cost of issuing new debt. Through
both channels, higher fiscal pressures increase the endogenous pressures on
the central bank to inflate. This translates to a higher labor share u in our
model, shifting the LRAS curve to the left and the LRAD curve to the right,
and thus resulting in higher inflation and higher price dispersion.*

111.C. Unshackling from the Zero Lower Bound

A third development having an impact on central banks is the likely upward
trajectory in long-term real interest rates back to their centuries-old trend,
after deviating from that trend substantially in the aftermath of the global
financial crisis (Rogoff, Rossi, and Schmelzing 2022). This change would
result in higher nominal interest rates (holding expected inflation constant),
thus moving the economy further away from the zero lower bound. This
would diminish the de facto hawkish tilt that the zero lower bound imposes
on central banks, since then interest rate increases can be more easily off-
set by interest rate decreases on average. In our model, this translates to a
higher labor share p, shifting the LRAS curve to the left and the LRAD
curve to the right, and thus resulting in higher inflation and higher price
dispersion.?’

111.D. Assessment

We have described several forces that would increase the endogenous
political economy pressures on central banks to inflate in the 2020s rela-
tive to previous decades.* Of course, there are many reasons for why our
assessment could be wrong.

First, we must accept the possibility that the economic forces we have
highlighted may not persist. Perhaps global geopolitical tensions de-escalate,

46. Moreover, to the extent that these fiscal pressures come hand in hand with economic
distortions that raise the market power of firms, they can increase inflation by shifting the
LRAS curve even further to the left. Consistent with our analysis, Del Negro, di Giovanni,
and Dogra (2023) find that green policies change the trade-offs for central banks and can
increase their incentives to stimulate the economy.

47. Because they translate to higher interest costs for the government, higher long-run
real interest rates also translate to higher fiscal pressures, which further increase central bank
pressures to inflate.

48. We note that this list is not exhaustive, and others like Goodhart and Pradhan (2020)
would point to demographic pressures as an additional force driving long-run inflation
upward. Through the lens of our framework, we can articulate their conjecture as an argu-
ment that aging should raise labor scarcity and increase labor market power, thus reversing
the impact of deunionization described in the previous section.
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with a resumption of long-term globalization trends and a reinvigoration of
the Washington Consensus. Perhaps, and more realistically, these forces do
persist, but there are other forces that keep inflation from rising. One pos-
sibility is that the zero lower bound continues to constrain central banks
because of other pressures—for example, demographic ones—keeping long-
term real interest rates suppressed. Under this scenario, central banks would
find themselves powerless to raise inflation despite endogenous political
economy pressures on them to pursue expansionary monetary policy.
Another possibility, as some currently argue, is that artificial intelligence
and other new technologies will act as a disinflationary force (Klebnikov
2023). In our framework, such technologies would need to reduce monopoly
power or alleviate fiscal pressures by boosting economic growth; of course,
this force would have to be strong enough to counteract other inflationary
forces we have highlighted.

Second, we must also accept the possibility that even if the economic
forces driving inflation upward persist, they could be counteracted by
exogenous political economy pressures. These would take the form of a
renewed push for promoting central bank independence across the world,
with a strengthened commitment to containing inflation as opposed to other
goals. These efforts could be potentially supported by the public backlash
against the inflation surge of 2022 (Stantcheva 2024). Now, a critical dif-
ference relative to the past thirty years of central bank reforms is that these
efforts would need to work in opposition to, not in tandem with, the endoge-
nous political economy pressures on central banks. Moreover, we should
keep in mind that elected politicians have historically always interfered
with central bank operations, and the concept of central bank independence
is a relatively new one. This reality suggests that success would be more
likely if central bank reforms were buttressed by efforts at putting public
debts on a sustainable path, potentially through the application of stricter
fiscal rules (Yared 2019; Dynan 2023). There are signs of hope: despite
the rise of populist policies around the world and the rhetorical attacks
on the Washington Consensus, many emerging markets have maintained
the key elements of past reforms, placing a premium on macroeconomic
stability; this has contributed to their surprising resilience and contained
inflation in the face of the major shocks of the past decade and a half
(Rogoft 2023). Through the lens of our model, monetary and fiscal reform
translate to a lower labor share |, shifting the LRAS curve to the right and
the LRAD curve to the left, and thus resulting in lower inflation and lower
price dispersion.
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IV. Conclusion

We have presented a simple long-run aggregate demand and supply frame-
work for studying long-run inflation and transition dynamics. Using this
framework, we provided a fresh perspective on the economic and political
economy forces that drove global inflation downward over the past four
decades. Our analysis highlights the underlying reasons why maintaining
low and stable inflation may be challenging in the coming decade, and why
a strengthening of central bank independence combined with a more cred-
ible public debt policy is likely needed to offset the global economic pres-
sures pushing long-run inflation upward. It is worth noting that if political
economy pressures do result in higher average inflation, this will likely
come in the form of occasional bursts of inflation, such as after the pan-
demic, rather than an inflation rate that continuously exceeds the target.

Because it is based on the familiar and most widely used model of
central banking, we believe that our framework is a useful first step for
evaluating the causes and consequences of changes in long-run inflation.
The framework clarifies that long-run inflation interacts in important ways
with market power to influence aggregate (monopoly) distortions as well as
idiosyncratic distortions (price dispersion) in the economy. Assessing what
this observation implies more generally—that is, beyond the benchmark
single-agent, one-sector, closed-economy New Keynesian model—both for
central bank incentives and for the long-run real effects of monetary policy,
is an important next step.

ACKNOWLEDGMENTS  For helpful comments, we are grateful to Janice
Eberly, Brett House, Donald Kohn, Jennifer La’O, Christian Moser, Jesse
Schreger, Jon Steinsson, Silvana Tenreyro, Shang-Jin Wei, and participants at
the Brookings Papers on Economic Activity Spring 2024 Conference. We thank
Krishna Kamepalli for excellent research assistance.



236 Brookings Papers on Economic Activity, Spring 2024

References

Afrouzi, Hassan, Saroj Bhattarai, and Edson Wu. 2024. “The Welfare Cost of Infla-
tion in Production Networks.” Working Paper. https://afrouzi.com/#working-
papers.

Afrouzi, Hassan, Marina Halac, Kenneth S. Rogoff, and Pierre Yared. 2023. “Mon-
etary Policy without Commitment.” Working Paper 31207. Cambridge, Mass.:
National Bureau of Economic Research. https://www.nber.org/papers/w31207.

Aguiar, Mark A., Manuel Amador, and Cristina Arellano. 2023. “Pareto Improving
Fiscal and Monetary Policies: Samuelson in the New Keynesian Model.” Work-
ing Paper 31297. Cambridge, Mass.: National Bureau of Economic Research.
https://www.nber.org/papers/w31297.

Aiyar, Shekhar, and Anna Ilyina. 2023. “Charting Globalization’s Turn to Slow-
balization after the Global Financial Crisis.” IMF Blog, February 8. https://
www.imf.org/en/Blogs/Articles/2023/02/08/charting-globalizations-turn-to-
slowbalization-after-global-financial-crisis.

Aninat, Eduardo. 2000. “Growth and Stability in Latin America and the Caribbean:
Challenges for the Epoch of Globalization.” 14th Eric Williams Memorial
Lecture, International Monetary Fund, May 26. https://www.imf.org/en/News/
Articles/2015/09/28/04/53/sp052600.

Ascari, Guido, Paolo Bonomolo, and Qazi Haque. 2023. “The Long-Run Phillips
Curve Is. .. A Curve.” Working Paper 789. Amsterdam: De Nederlandsche Bank.
https://www.dnb.nl/media/vfcmbaat/working_paper no-789.pdf.

Banco Central do Brasil. 2024. Inflation Report, December 2023. Vol. 25, edi-
tion 4. Brasilia: Central Bank of Brazil. https://www.bcb.gov.br/en/publications/
inflationreport.

Barro, Robert J., and Francesco Bianchi. 2023. “Fiscal Influences on Inflation
in OECD Countries, 2020-2022.” Working Paper 31838. Cambridge, Mass.:
National Bureau of Economic Research. https://www.nber.org/papers/w31838.

Barro, Robert J., and David B. Gordon. 1983. “Rules, Discretion and Reputation in a
Model of Monetary Policy.” Journal of Monetary Economics 12, no. 1: 101-21.

Benigno, Pierpaolo, and Michael Woodford. 2005. “Inflation Stabilization and
Welfare: The Case of a Distorted Steady State.” Journal of the European Eco-
nomic Association 3, no. 6: 1185-236.

Berger, Helge, Jakob De Haan, and Sylvester C. W. Eijffinger. 2001. “Central Bank
Independence: An Update of Theory and Evidence.” Journal of Economic
Surveys 15, no. 1: 3-40.

Bernanke, Ben S., Thomas Laubach, Frederic S. Mishkin, and Adam S. Posen.
1999. Inflation Targeting: Lessons from the International Experience. Princeton,
N.J.: Princeton University Press.

Bernanke, Ben S., and Frederic S. Mishkin. 1997. “Inflation Targeting: A New
Framework for Monetary Policy?” Journal of Economic Perspectives 11, no. 2:
97-116.

Bianchi, Francesco. 2013. “Regime Switches, Agents’ Beliefs, and Post—World
War II U.S. Macroeconomic Dynamics.” Review of Economic Studies 80, no. 2:
463-90.


https://afrouzi.com/#working-papers
https://afrouzi.com/#working-papers
https://www.nber.org/papers/w31207
https://www.nber.org/papers/w31297
https://www.imf.org/en/Blogs/Articles/2023/02/08/charting-globalizations-turn-to-slowbalization-after-global-financial-crisis
https://www.imf.org/en/Blogs/Articles/2023/02/08/charting-globalizations-turn-to-slowbalization-after-global-financial-crisis
https://www.imf.org/en/Blogs/Articles/2023/02/08/charting-globalizations-turn-to-slowbalization-after-global-financial-crisis
https://www.imf.org/en/News/Articles/2015/09/28/04/53/sp052600
https://www.imf.org/en/News/Articles/2015/09/28/04/53/sp052600
https://www.dnb.nl/media/vfcmbaat/working_paper_no-789.pdf
https://www.bcb.gov.br/en/publications/inflationreport
https://www.bcb.gov.br/en/publications/inflationreport
https://www.nber.org/papers/w31838

AFROUZI, HALAC, ROGOFF, and YARED 237

Binder, Carola Conces. 2021. “Political Pressure on Central Banks.” Journal of
Money, Credit, and Banking 53, no. 4: 715-44.

Bloom, Nicholas, Mirko Draca, and John Van Reenen. 2016. “Trade Induced Tech-
nical Change? The Impact of Chinese Imports on Innovation, IT and Produc-
tivity.” Review of Economic Studies 83, no. 1: 87-117.

Bordo, Michael D., and Pierre Siklos. 2021. “The Transformation and Performance
of Emerging Market Economies across the Great Divide of the Global Financial
Crisis.” In Independence, Credibility, and Communication of Central Banking,
edited by Ernesto Pastén and Ricardo Reis. Santiago: Central Bank of Chile.

Buera, Francisco J., Alexander Monge-Naranjo, and Giorgio E. Primiceri. 2011.
“Learning the Wealth of Nations.” Econometrica 79, no. 1: 1-45.

Caldara, Dario, Sarah Conlisk, Matteo Iacoviello, and Maddie Penn. 2023. “Do
Geopolitical Risks Raise or Lower Inflation?” Working Paper. https://www.
matteoiacoviello.com/research_files/fGPR_INFLATION_PAPER.pdf.

Caldara, Dario, and Matteo Iacoviello. 2022. “Measuring Geopolitical Risk.”
American Economic Review 112, no. 4: 1194-225.

Calvo, Guillermo A. 1983. “Staggered Prices in a Utility-Maximizing Framework.”
Journal of Monetary Economics 12, no. 3: 383-98.

Campillo, Marta, and Jeffrey A. Miron. 1997. “Why Does Inflation Differ across
Countries?” In Reducing Inflation: Motivation and Strategy, edited by
Christina D. Romer and David H. Romer. Chicago: University of Chicago Press.

Cavallo, Alberto, Francesco Lippi, and Ken Miyahara. 2023. “Inflation and Mis-
allocation in New Keynesian Models.” Paper prepared for the ECB Forum on
Central Banking, June 26-28, Sintra, Portugal. https://www.ecb.europa.eu/
press/conferences/ecbforum/shared/pdf/2023/Lippi_paper.pdf.

Chari, Anusha, Peter Blair Henry, and Hector Reyes. 2021. “The Baker Hypothesis:
Stabilization, Structural Reform, and Economic Growth.” Journal of Economic
Perspectives 35, no. 3: 83—108.

Chetty, Raj, Adam Guren, Day Manoli, and Andrea Weber. 2011. “Are Micro and
Macro Labor Supply Elasticities Consistent? A Review of Evidence on the Inten-
sive and Extensive Margins.” American Economic Review 101, no. 3: 471-75.

Christiano, Lawrence. 2015. “Discussion of: ‘Networks and the Macroeconomy:
An Empirical Exploration’ by Daron Acemoglu, Ufuk Akcigit, and William
Kerr.” NBER Macroeconomics Annual 30, no. 1: 346-73.

Clarida, Richard, Jordi Gali, and Mark Gertler. 1999. “The Science of Monetary
Policy: A New Keynesian Perspective.” Journal of Economic Literature 37,
no. 4: 1661-707.

Cochrane, John H. 2023. The Fiscal Theory of the Price Level. Princeton, N.J.:
Princeton University Press.

Coibion, Olivier, Yuriy Gorodnichenko, and Johannes F. Wieland. 2012. “The
Optimal Inflation Rate in New Keynesian Models: Should Central Banks Raise
Their Inflation Targets in Light of the Zero Lower Bound?” Review of Economic
Studies 79, no. 4: 1371-406.

Congressional Budget Office (CBO). 2023. The 2023 Long-Term Budget Outlook.
Washington: Author. https://www.cbo.gov/publication/59014.


https://www.matteoiacoviello.com/research_files/GPR_INFLATION_PAPER.pdf
https://www.matteoiacoviello.com/research_files/GPR_INFLATION_PAPER.pdf
https://www.ecb.europa.eu/press/conferences/ecbforum/shared/pdf/2023/Lippi_paper.pdf
https://www.ecb.europa.eu/press/conferences/ecbforum/shared/pdf/2023/Lippi_paper.pdf
https://www.cbo.gov/publication/59014

238 Brookings Papers on Economic Activity, Spring 2024

Cukierman, Alex, Steven B. Webb, and Bilin Neyapti. 1992. “Measuring the Inde-
pendence of Central Banks and Its Effect on Policy Outcomes.” World Bank
Economic Review 6, no. 3: 353-98.

Del Negro, Marco, Julian di Giovanni, and Keshav Dogra. 2023. “Is the Green
Transition Inflationary?” Staff Report 1053. Federal Reserve Bank of New York.
https://www.newyorkfed.org/medialibrary/media/research/staff reports/sr1053.pdf.

De Loecker, Jan, Jan Eeckhout, and Gabriel Unger. 2020. “The Rise of Market
Power and the Macroeconomic Implications.” Quarterly Journal of Economics
135, no. 2: 561-644.

De Loecker, Jan, Pinelopi K. Goldberg, Amit K. Khandelwal, and Nina Pavcnik.
2016. “Prices, Markups, and Trade Reform.” Econometrica 84, no. 2: 445-510.

Dincer, Nergiz, Barry Eichengreen, and Petra Geraats. 2022. “Trends in Monetary
Policy Transparency: Further Updates.” International Journal of Central Banking
18, no. 1: 331-48.

Drechsel, Thomas. 2024. “Estimating the Effects of Political Pressure on the Fed:
A Narrative Approach with New Data.” Working Paper. https://econweb.umd.
edu/~drechsel/papers/drechsel political pressure shocks.pdf.

Dynan, Karen. 2023. “High and Rising US Federal Debt: Causes and Implica-
tions.” In Building a More Resilient US Economy, edited by Melissa S. Kearney,
Justin Schardin, and Luke Pardue. Washington: Aspen Institute.

Edmond, Chris, Virgiliu Midrigan, and Daniel Yi Xu. 2015. “Competition, Markups,
and the Gains from International Trade.” American Economic Review 105,
no. 10: 3183-221.

Elsby, Michael W. L., Bart Hobijn, and Aysegiil Sahin. 2013. “The Decline of the
U.S. Labor Share.” Brookings Papers on Economic Activity, Fall: 1-63.

European Central Bank. 2023. Eurosystem Staff Macroeconomic Projections for the
Euro Area, December 2023. Frankfurt: European Central Bank. https://www.ecb.
europa.cu/pub/pdf/other/ecb.projections202312_eurosystemstaff~9a39ab5088.
en.pdf.

Friedman, Milton. 1968. “The Role of Monetary Policy.” American Economic
Review 58, no. 1: 1-17.

Gali, Jordi. 2015. Monetary Policy, Inflation, and the Business Cycle: An Introduc-
tion to the New Keynesian Framework and Its Applications. Princeton, N.J.:
Princeton University Press.

Goldberg, Pinelopi K., and Tristan Reed. 2023. “Is the Economy Deglobalizing? If
So, Why? And What Is Next?” Brookings Papers on Economic Activity, Spring:
347-95.

Goodhart, Charles, and Manoj Pradhan. 2020. The Great Demographic Reversal:
Aging Societies, Waning Inequality, and an Inflation Revival. London: Palgrave
Macmillan.

Gopinath, Gita. 2023. “Europe in a Fragmented World.” First Deputy Managing
Director Remarks for the Bernhard Harms Prize, Kiel Institute for the World
Economy, November 30. https://www.imf.org/en/News/Articles/2023/11/30/
sp-fdmd-remarks-bernhard-harms-prize.


https://www.newyorkfed.org/medialibrary/media/research/staff_reports/sr1053.pdf
https://econweb.umd.edu/~drechsel/papers/drechsel_political_pressure_shocks.pdf
https://econweb.umd.edu/~drechsel/papers/drechsel_political_pressure_shocks.pdf
https://www.ecb.europa.eu/pub/pdf/other/ecb.projections202312_eurosystemstaff~9a39ab5088.en.pdf
https://www.ecb.europa.eu/pub/pdf/other/ecb.projections202312_eurosystemstaff~9a39ab5088.en.pdf
https://www.ecb.europa.eu/pub/pdf/other/ecb.projections202312_eurosystemstaff~9a39ab5088.en.pdf
https://www.imf.org/en/News/Articles/2023/11/30/sp-fdmd-remarks-bernhard-harms-prize
https://www.imf.org/en/News/Articles/2023/11/30/sp-fdmd-remarks-bernhard-harms-prize

AFROUZI, HALAC, ROGOFF, and YARED 239

Guazzini, Vicente, Anastasia Leskova, and Massimo Meloni. 2023. “The Evolu-
tion of FDI Screening Mechanisms: Key Trends and Features.” Investment
Policy Monitor, Issue 25. New York: UNCTAD. https://unctad.org/system/files/
official-document/diaepcbinf2023d2_en.pdf.

Ha, Jongrim, M. Ayhan Kose, and Franziska Ohnsorge. 2023. “One-Stop Source:
A Global Database of Inflation.” Journal of International Monetary and Finance
137: 102896.

Halac, Marina, and Pierre Yared. 2020. “Inflation Targeting under Political Pres-
sure.” In Independence, Credibility, and Communication of Central Banking,
edited by Ernesto Pasten and Ricardo Reis. Santiago: Central Bank of Chile.

Halac, Marina, and Pierre Yared. 2022. “Instrument-Based versus Target-Based
Rules.” Review of Economic Studies 89, no. 1: 312-45.

International Monetary Fund. 2020. Annual Report on Exchange Arrangements
and Exchange Restrictions 2019. Washington: Author. https://www.imf.org/en/
Publications/Annual-Report-on-Exchange-Arrangements-and-Exchange-
Restrictions/Issues/2020/08/10/Annual-Report-on-Exchange-Arrangements-
and-Exchange-Restrictions-2019-47102.

International Monetary Fund. 2023a. “The High Cost of Global Economic Frag-
mentation.” IMF Blog, August 28. https://www.imf.org/en/Blogs/Articles/2023/
08/28/the-high-cost-of-global-economic-fragmentation.

International Monetary Fund. 2023b. Climate Crossroads: Fiscal Policies in a
Warming World. Washington: Author. https://www.imf.org/en/Publications/FM/
Issues/2023/10/10/fiscal-monitor-october-2023.

Jorda, Oscar, Sanjay R. Singh, and Alan M. Taylor. 2020. “The Long-Run Effects of
Monetary Policy.” Working Paper 26666. Cambridge, Mass.: National Bureau of
Economic Research. https://www.nber.org/papers/w26666.

Juhasz, Réka, Nathan Lane, Emily Oehlsen, and Veronica C. Pérez. 2023. “The
Who, What, When, and How of Industrial Policy: A Text-based Approach.”
Working Paper. SocArXiv. Ithaca, N.Y.: Cornell University. https://doi.org/
10.31235/osf.io/uyxh9.

Juhasz, Réka, Nathan J. Lane, and Dani Rodrik. 2023. “The New Economics of
Industrial Policy.” Working Paper 31538. Cambridge, Mass.: National Bureau
of Economic Research. https://www.nber.org/papers/w31538.

Karabarbounis, Loukas, and Brent Neiman. 2014. “The Global Decline in the Labor
Share.” Quarterly Journal of Economics 129, no. 1: 61-103.

Karabarbounis, Loukas, and Brent Neiman. 2018. “Accounting for Factorless
Income.” NBER Macroeconomics Annual 33: 167-228.

Klebnikov, Sergei. 2023. “Cathie Wood Predicts AI Will Lead to Deflation and
Drive Markets Higher.” Forbes, October 4. https://www.forbes.com/sites/
sergeiklebnikov/2023/10/04/cathie-wood-predicts-ai-will-lead-to-deflation-and-
drive-markets-higher/?sh=18d2c3aac35f.

Ma, Yueran, and Kaspar Zimmermann. 2023. “Monetary Policy and Innova-
tion.” Working Paper 31698. Cambridge, Mass.: National Bureau of Economic
Research. https://www.nber.org/papers/w31698.


https://unctad.org/system/files/official-document/diaepcbinf2023d2_en.pdf
https://unctad.org/system/files/official-document/diaepcbinf2023d2_en.pdf
https://www.imf.org/en/Publications/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions/Issues/2020/08/10/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions-2019-47102
https://www.imf.org/en/Publications/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions/Issues/2020/08/10/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions-2019-47102
https://www.imf.org/en/Publications/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions/Issues/2020/08/10/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions-2019-47102
https://www.imf.org/en/Publications/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions/Issues/2020/08/10/Annual-Report-on-Exchange-Arrangements-and-Exchange-Restrictions-2019-47102
https://www.imf.org/en/Blogs/Articles/2023/08/28/the-high-cost-of-global-economic-fragmentation
https://www.imf.org/en/Blogs/Articles/2023/08/28/the-high-cost-of-global-economic-fragmentation
https://www.imf.org/en/Publications/FM/Issues/2023/10/10/fiscal-monitor-october-2023
https://www.imf.org/en/Publications/FM/Issues/2023/10/10/fiscal-monitor-october-2023
https://www.nber.org/papers/w26666
https://doi.org/10.31235/osf.io/uyxh9
https://doi.org/10.31235/osf.io/uyxh9
https://www.nber.org/papers/w31538
https://www.forbes.com/sites/sergeiklebnikov/2023/10/04/cathie-wood-predicts-ai-will-lead-to-deflation-and-drive-markets-higher/?sh=18d2c3aac35f
https://www.forbes.com/sites/sergeiklebnikov/2023/10/04/cathie-wood-predicts-ai-will-lead-to-deflation-and-drive-markets-higher/?sh=18d2c3aac35f
https://www.forbes.com/sites/sergeiklebnikov/2023/10/04/cathie-wood-predicts-ai-will-lead-to-deflation-and-drive-markets-higher/?sh=18d2c3aac35f
https://www.nber.org/papers/w31698

240 Brookings Papers on Economic Activity, Spring 2024

Nakamura, Emi, and Jon Steinsson. 2008. “Five Facts about Prices: A Reevaluation
of Menu Cost Models.” Quarterly Journal of Economics 123, no. 4: 1415-64.

Nakamura, Emi, Jon Steinsson, Patrick Sun, and Daniel Villar. 2018. “The Elusive
Costs of Inflation: Price Dispersion during the U.S. Great Inflation.” Quarterly
Journal of Economics 133, no. 4: 1933-80.

Nelson, Edward. 2022. “How Did It Happen? The Great Inflation of the 1970s
and Lessons for Today.” Finance and Economic Discussion Series 2022-37.
Washington: Board of Governors of the Federal Reserve System. https://
doi.org/10.17016/FEDS.2022.037.

Philippon, Thomas. 2019. The Great Reversal: How America Gave Up on Free
Markets. Cambridge, Mass: Harvard University Press.

Primiceri, Giorgio E. 2006. “Why Inflation Rose and Fell: Policymakers’ Beliefs
and US Postwar Stabilization Policy.” Quarterly Journal of Economics 121,
no. 3: 867-901.

Qiu, Han, Hyun Song Shin, and Leanne Si Ying Zhang. 2023. “Mapping the
Realignment of Global Value Chains.” Bank for International Settlements Bul-
letin 78. https://www.bis.org/publ/bisbull78.htm.

Rogoff, Kenneth. 1985. “The Optimal Degree of Commitment to an Intermediate
Monetary Target.” Quarterly Journal of Economics 100, no. 4: 1169-89.

Rogoff, Kenneth. 2003. “Globalization and Global Disinflation.” Federal Reserve
Bank of Kansas City Economic Review 88, no. 4: 45-78.

Rogoff, Kenneth. 2023. “The Stunning Resilience of Emerging Markets.” Proj-
ect Syndicate, October 31. https://www.project-syndicate.org/commentary/
macroeconomic-orthodoxy-saved-emerging-markets-from-debt-crisis-by-kenneth-
rogoff-2023-10.

Rogoff, Kenneth, Barbara Rossi, and Paul Schmelzing. 2022. “Long-Run Trends
in Long-Maturity Real Rates 1311-2021.” Working Paper 30475. Cambridge,
Mass.: National Bureau of Economic Research. https://www.nber.org/papers/
w30475.

Romelli, Davide. 2022. “The Political Economy of Reforms in Central Bank
Design: Evidence from a New Dataset.” Economic Policy 37, no. 112: 641-88.

Sargent, T. J. 2001. The Conquest of American Inflation. Princeton, N.J.: Princeton
University Press.

Sbordone, Argia. 2010. “Globalization and Inflation Dynamics: The Impact of
Increased Competition.” In International Dimensions of Monetary Policy,
edited by Jordi Gali and Mark Gertler. Chicago: University of Chicago Press.

Schmitt-Grohé, Stephanie, and Martin Uribe. 2011. “The Optimal Rate of Infla-
tion.” In Handbook of Monetary Economics, Volume 3B, edited by Benjamin M.
Friedman and Michael Woodford. Amsterdam: North-Holland.

Schreger, Jesse, Pierre Yared, and Emilio Zaratiegui. 2023. “Central Bank Cred-
ibility and Fiscal Responsibility.” Working Paper 31246. Cambridge, Mass.:
National Bureau of Economic Research. https://www.nber.org/papers/w31246.

Stansbury, Anna, and Lawrence H. Summers. 2020. “The Declining Worker Power
Hypothesis: An Explanation for the Recent Evolution of the American Economy.”
Brookings Papers on Economic Activity, Spring: 1-77.


https://doi.org/10.17016/FEDS.2022.037
https://doi.org/10.17016/FEDS.2022.037
https://www.bis.org/publ/bisbull78.htm
https://www.project-syndicate.org/commentary/macroeconomic-orthodoxy-saved-emerging-markets-from-debt-crisis-by-kenneth-rogoff-2023-10
https://www.project-syndicate.org/commentary/macroeconomic-orthodoxy-saved-emerging-markets-from-debt-crisis-by-kenneth-rogoff-2023-10
https://www.project-syndicate.org/commentary/macroeconomic-orthodoxy-saved-emerging-markets-from-debt-crisis-by-kenneth-rogoff-2023-10
https://www.nber.org/papers/w30475
https://www.nber.org/papers/w30475
https://www.nber.org/papers/w31246

AFROUZI, HALAC, ROGOFF, and YARED 241

Stantcheva, Stefanie. 2024. “Why Do We Dislike Inflation?” Brookings Papers on
Economic Activity, Spring, Conference Draft. (Final version included in this
BPEA volume). https://www.brookings.edu/articles/why-do-we-dislike-inflation/.

Tobin, James. 1965. “Money and Economic Growth.” Econometrica 33, no. 4:
671-84.

US Federal Open Market Committee. 2023. Summary of Economic Projections,
December 2023. Washington: Board of Governors of the Federal Reserve System.
https://www.federalreserve.gov/monetarypolicy/files/fomeprojtabl20231213.pdf.

Weise, Charles L. 2012. “Political Pressure on Monetary Policy during the US
Great Inflation.” American Economic Journal: Macroeconomics 4, no. 2: 33-64.

Woodford, Michael. 2003. Interest and Prices: Foundations of a Theory of Mon-
etary Policy. Princeton, N.J.: Princeton University Press.

Yared, Pierre. 2019. “Rising Government Debt: Causes and Solutions for a Decades-
Old Trend.” Journal of Economic Perspectives 33, no. 2: 115-40.


https://www.brookings.edu/articles/why-do-we-dislike-inflation/
https://www.federalreserve.gov/monetarypolicy/files/fomcprojtabl20231213.pdf

Comments and Discussion

COMMENT BY

DONALD KOHN Afrouzi, Halac, Rogoff, and Yared have raised a crit-
ical issue for economies and central banks. They argue that the global dis-
inflation of the 1980s through the 2010s was greatly aided by a number
of favorable developments—such as the sharp rise in trade and supply
chain optimization as Eastern Europe and China joined the global trading
system—that increased competition and lowered costs, making it easier for
central banks and governments to adopt and achieve inflation targets. But
these developments will not be repeated going forward, and some have
shown signs of going into reverse; the resulting rise in costs and prices
implies a less favorable trade-off of disinflation with output and employ-
ment. At the same time government debt levels have risen substantially rel-
ative to GDP after falling in earlier decades, pressuring interest rates higher
and making those rates more salient for government budgeting. Those trends
could, in turn, reawaken the “latent inflationary bias” in political systems
and put pressure on central banks to be tolerant of higher inflation than
would be optimal. The authors advocate for steps to increase central bank
independence in order to resist these pressures. They embed their analysis
and illustrate their concerns in a modified New Keynesian model in which,
unlike in the standard model, aggregate supply and demand are nonlinear
and the choice of a long-run inflation target affects real output.

In my comments, I won’t be giving a detailed evaluation of the model,
but I will note the difficulties I had in relating it to my lived experience as a
monetary policymaker. Nonetheless, I will note that I agree with the authors
that the evolving macroeconomic landscape, including sharp increases in
government debt relative to income as well as shifts in globalization, could
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well escalate political pressures on central bank price stability mandates.
I’'m highly doubtful that we could see formal legislative action to strengthen
central bank independence. Still, the Federal Reserve is undertaking a five-
year review of its monetary policy framework—billed as a rethink of strat-
egy, tools, and communications—and in the context of that review I believe
there are steps the Federal Reserve could take to strengthen its commitment
to price stability and enhance the public’s understanding of the importance
of that leg of its dual mandate.

RELATING THE MODEL TO POLICYMAKING The model results, and the slopes
to long-run aggregate demand and supply that give a permanent trade-off
of inflation and output, hinge on the distortions from imperfectly com-
petitive firms facing constraints on how often they can adjust prices. The
central bank can reduce the degree of distortions by aiming at higher infla-
tion, which reduces firm share of output and increases labor share but also
increases price dispersion, reducing demand. A more hawkish central bank
lowering its inflation target will increase distortions, lowering labor share
and demand while shifting aggregate supply outward through lower real
wages; the effect of lower inflation on output is ambiguous.

In practice, monetary policymaking is focused on cyclical issues—how
does policy need to be adjusted to achieve price stability and, for the Fed-
eral Reserve, its other legislative goal of maximum employment. Setting
the inflation target has not considered the interaction of that target with
the degree of monopolistic distortions or the associated labor share of out-
put. For central banks, and I suspect for finance ministries where they are
involved in establishing the inflation target, monopolistic distortions are
the responsibility of the competition authorities, not the central bank and
its inflation target.

Moreover, price stability has been seen as encouraging maximum output
and employment over time (abstracting from issues of the effective lower
bound on interest rates)—implying no long-run trade-off. Inflation distorts
market signals and makes them hard to interpret so price stability unam-
biguously promotes efficiency. Recall Alan Greenspan’s (2001) definition
of price stability as inflation low enough that households and businesses
don’t need to take it into account when making decisions. And anchoring
long-term expectations at the price stability target gives the central bank
scope to lean against shortfalls in output without risking price stability. To
be sure, labor share and the effects of imperfect competition do come into
monetary policy discussions, but as factors affecting the dynamics of the
path to achieving or maintaining price stability, not as factors influencing
the level of the final target or its effect on output.
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THE CHANGING ECONOMIC LANDSCAPE AND POLITICAL PRESSURES ON PRICE
STABILITY MANDATES Global inflation dropped sharply from the early 1980s
until 2000. The authors acknowledge the role in this development of increas-
ing focus on price stability by central banks, the onset of explicit numerical
inflation targets in the 1990s, and the reforms of governance structures to
give central banks a degree of independence from short-term political pres-
sures to pursue those mandates.

But they also point out that a number of developments over this period
smoothed the path for disinflation, which helped bolster political support
for the transition toward price stability. Some of these can be thought of
as favorable supply shocks that lowered costs and prices without requiring
any softening of demand and output. Globalization fits into this category
as trade rose dramatically, responding to the sharp reduction in costs from
containerization and decreases in tariffs and other trade barriers. That devel-
opment effectively increased competition (for both firms and workers) in
the context of the authors’ model, lowering inflation and boosting income.
Competition was also enhanced by deregulation and privatization as the
Washington Consensus took hold. In the United States, a technology-driven
increase in productivity growth from the mid-1990s until 2005 contrib-
uted to favorable inflation-growth combinations for a time. On the demand
side, declining government debt to income—in the United States a rare run
of federal surpluses in the late 1990s—reduced political pressure to keep
funding costs down.

I agree with the authors that, at a minimum, these favorable shocks are
not going to be repeated—for example, global trade volumes have leveled
out since 2008—and some look like they are going into reverse. Tariffs and
friendshoring—industrial policies to discourage imports of certain goods
and encourage domestic production—will raise costs and increase domestic
investment, boosting both inflation and equilibrium real interest rates. Rates
will be further pressured higher by large persistent government deficits to
increase defense spending in a geopolitically risky world, fund subsidies
related to decarbonization, and serve the growing needs of an aging popu-
lation, crowding out some private investment.

It’s not clear how important these forces will be. Some of the most
fundamental influences depressing equilibrium interest rates over recent
decades—an aging population and modest productivity growth (pending
a verdict on the effects of Al)—have not shifted.' Although globalization
stopped increasing in 2008, the subsequent years until 2021 were marked

1. See International Monetary Fund (2023).
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by very low inflation and real interest rates at or below zero. Some of the
cost increases might be best thought of as onetime price level adjustments
that are unlikely to result in higher inflation so long as longer-term expecta-
tions are anchored. And the “latent inflationary bias” of politicians should
be mitigated to some extent by the public’s intense dislike of inflation
(Stantcheva 2024).

Still, financial markets participants have marked up their estimates of
future 7* to 2+ in real terms and 4+ nominally. Cost pressures imply that
trade-offs are not likely to be as favorable as before, possibly raising the
unemployment rate consistent with low stable inflation. Higher interest
costs will add to burgeoning fiscal deficits, to the difficulty of stabilizing
debt to income as r rises relative to g, and to political discomfort. And
one presidential candidate in 2024 has demonstrated in the past a predilec-
tion for trying to influence monetary policy decisions. Pressures on central
banks, very much including the Federal Reserve, to hold down interest
rates and tolerate greater inflation could well be more intense than they
have been for several decades.

STRENGTHENING THE COMMITMENT TO AND PUBLIC UNDERSTANDING OF THE
PRICE STABILITY MANDATE IN THE UNITED STATES: THE OPPORTUNITY OF THE FRAME-
WORK REVIEW In light of these potential pressures, the authors recommend
strengthening central bank independence to help central bankers continue
to pursue price stability. Legislation to this end is highly unlikely in the
United States, but the Federal Reserve has an opportunity to strengthen its
commitment to price stability and reinforce public understanding of why
that’s important. That opportunity is the review of its monetary policy frame-
work it first undertook in 2019-2020 and has announced it would repeat
every five years, so in 2024-2025 for this round.

The annual “Statement on Longer-Run Goals and Monetary Policy
Strategy” of the Federal Open Market Committee (FOMC) states that this
review is to encompass policy strategy, tools, and communication, though
the focus in 2019-2020 was on strategy.” A statement on goals and strategy
was first adopted in 2012. In 2020, it was modified to better deal with the
experience of the 2010s, a period of low inflation, often below the 2 percent
target, and low interest rates, including considerable time when the FOMC’s
ability to cut the target federal funds rate to raise inflation to 2 percent had
been constrained by the zero lower bound (ZLB). Periods at the ZLB threat-
ened to cause the Federal Reserve to miss both its inflation and employment

2. The statement as adopted in 2020 and carried forward through January 2024 can be
found at https://www.federalreserve.gov/newsevents/pressreleases/monetary20240131b.htm.
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targets to the downside over time. The strategy statement published in 2020
therefore contained several pro-inflation asymmetries to offset the ZLB
effect. First, monetary policy would seek inflation slightly above the target
when it had been running below target for a while—with no mention of the
response to a contingency of a run of above-target inflation; and second,
policy would respond to shortfalls of employment from its estimate of sus-
tainable maximum, but not to estimated overshoots unless inflation was
already running above its target—there would be no preemption of rising
inflation inferred from tight labor markets.?

In the event, of course, much of the period since the new framework was
adopted and implemented in 2020 has been marked by inflation above the
2 percent target. The Federal Reserve reacted to the high inflation perhaps
a bit late, but when it moved, it moved with speed and force. Although at
this writing in spring of 2024, inflation is still notably above its target, it
has fallen substantially from its peak, and expectations of inflation over the
longer run appear to have been anchored around the target level, perhaps
reflecting both the history of low inflation in previous decades and the evi-
dence of policy determination to return inflation to its target. Nonetheless, in
light of this more recent history and of the potential for escalating political
pressures, the Federal Reserve should take the opportunity of its frame-
work review to strengthen the public understanding of its commitment to
price stability and make sure its strategy addresses periods of target over-
shooting as well as undershooting.

A good way to begin would be a thorough background examination of
the experience since 2020. In retrospect, why was inflation so high and so
poorly forecast? Did operating under the 2020 framework contribute to its
level and persistence? What role might have been played by the forward
guidance on interest rates and by the size and structure of asset purchases?
What lessons can be learned from this history that might help shape the
subjects and conclusions of the 2024-2025 framework review?

That study would seem to be a natural and essential starting point.
A useful supplement would be a study of the forces highlighted by the authors
that might raise price pressures and interest rates. How important are these
pressures likely to be? Does the new 2025 framework need to be shaped in
any particular way to address these possible developments, and if so, how?

The commitment to and understanding of the price stability target can
be reinforced by consideration of how price stability should be defined.

3. An analysis of the framework and the forward guidance used to implement it can be
found at Eggertsson and Kohn (2023).
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In 2019, the Federal Reserve took its existing 2 percent target as given,
explicitly ruling out an examination of whether that was the quantitative
target that best fostered the public interest. A number of academics, concerned
about low nominal rates constraining the response to negative demand
shocks, have advocated for higher targets; the public would prefer lower—
effectively zero.* The 2 percent target seems to meet the Greenspanian
criteria referenced above, has a history in the United States as both an
implicit and explicit definition of price stability, and is widely adopted
internationally. But commitment and understanding would be strengthened
by a careful examination and justification of the final choice—2 percent or
otherwise—rather than leaving it as an arbitrary history-determined choice.

The commitment to price stability would be further strengthened by
clarification of the maximum employment goal. The current framework
notes that “the maximum level of employment is a broad-based and inclu-
sive goal that is not directly measurable and changes over time owing
largely to nonmonetary factors that affect the structure and dynamics of
the labor market” (Federal Reserve Board of Governors 2020, par. 3). The
phrase “broad-based and inclusive” was added in the 2020 revision and
taken together with the asymmetrical approach to labor markets—paying
attention to shortfalls but not overshoots—may have left the impression
that the employment side of the dual mandate had been elevated rela-
tive to the price stability side. Individual FOMC participants have noted
that maximum employment is the highest level of employment consistent
with price stability, but that is not part of the long-run goals and strategy
statement.’ Including it would reinforce the consistency of the two goals
and clarify that the Federal Reserve is not shaping its policy to correct for
the distortions of imperfectly competitive firms, as in the authors’ paper,
or for historical inequities that have disadvantaged particular demographic
or income groups.

The costs and benefits of the asymmetrical approach to maximum
employment need an especially rigorous examination. The benefit is that
it avoids policy firming that, in hindsight, unnecessarily constrains labor
market expansion. But monetary policy acts on output and inflation with a
lag. Because it reacts only to shortfalls of employment from maximum, the
current framework strategy would rule out moving to a restrictive policy
stance on the basis that labor markets were becoming tight enough to foster

4. On the higher target, see, for example, Blanchard (2022). For the public view, see
Stantcheva (2024) on public disliking inflation included in this BPEA volume.
5. For example, Clarida (2022).
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higher, above-target inflation down the road. That’s a cost. Arguably, this
asymmetry could have constrained the policy tightening of the mid to late
1980s and mid-1990s that were critical to consolidating and extending the
gains against the inflation of 1979—1982 and ultimately anchoring expecta-
tions around the FOMC'’s target.

The new strategy statement needs to be robust to a wide variety of cir-
cumstances. It should retain the ability to deal with periods of very low
inflation and interest rates. But it also should address more fully than the
current statement the strategy for dealing with actual or prospective sub-
stantial and persistent inflation overshoots. Stress testing the new strategy
statement against an array of scenarios would give the FOMC insight into
the dynamics of their strategy and should reassure the public that the Fed-
eral Reserve had thought about how it would achieve its dual mandate
whatever the source and consequence of the unexpected developments that
might hit the economy.

Finally, the framework review should encompass a review of the
FOMC’s tools, especially the unconventional tools used at the ZLLB—asset
purchases and forward guidance about asset purchases and the target inter-
est rate. What lessons can be drawn from the use of these instruments in
2020-2022? How should they be deployed in the future to assure progress
toward price stability as well as maximum employment? Such an open
inquiry would reinforce the public’s understanding of the Federal Reserve’s
commitment to price stability, whatever pressures might descend on it in
the future.
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COMMENT BY

SILVANA TENREYRO This is a timely paper, studying how economic
and political economy factors can interact to exert inflationary pressures
on the economy. The analysis is based on a stylized model of aggregate
demand and supply. The model is augmented to reflect central bank pref-
erences that might differ from those of households, as in Rogoff (1985).
Using this framework, the paper seeks to illustrate how past economic
trends (e.g., globalization and deunionization) have exerted downward
inflationary pressures, facilitating the task of achieving central banks’ infla-
tion targets. The analysis leads to a stark warning that a reversal of those
trends might pose important challenges to central banks in the future. The
key conclusion is that for inflation to remain low and stable, it is vital to
maintain, and indeed reinforce, central bank independence and have in place
a credible public debt policy.

The paper addresses a hugely important topic for policymakers and aca-
demics. It elegantly combines insightful ideas with model and data, leading
to a new model narrative that underscores the risks to inflation and to the
current monetary policy framework.

My comments zoom in on some aspects of the paper in the hope of
clarifying to the broader readership its contribution to the literature and its
connection with the practice of central banking.

THE MODEL The paper develops a simple model of aggregate demand
and supply to carry out a positive analysis of long-run inflation. How is this
model different from models used in central banks? First and foremost, the
model is designed to think about political economy pressures that central
banks might face in response to changes in the environment; those political
pressures are not part of central bank models (rightly so).! However—and

1. It would be odd if, given their remits and the current institutional setting, central banks
were to use a model in which, in some future, the central bank itself aimed off its own objec-
tives or accommodated political pressures.
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this is the risk highlighted by the paper—political pressures, under certain
environments, might affect the behavior of central banks or, stretching a
bit the model, could eventually lead to changes in mandates and policy
frameworks.

Conceptually, the model seeks to capture how long-run inflation can
be affected by the interaction between economic factors (e.g., the degree
of monopoly power in the economy) and central banks’ preferences. In
the stylized model, those preferences are represented by the size of the
labor income share targeted by a central bank, with a higher targeted labor
share representing more “dovishness.” In practice, this specification can
be mapped into the more familiar “weight” that central bankers (or, per-
haps more broadly, the monetary policy framework as reflected in their
mandates) place on inflation stabilization versus a secondary objective of
output stabilization: the more weight a central bank puts on output stabili-
zation (over inflation), the higher the degree of dovishness.?

The model in this paper thus sits on a different layer of macroeconomic
policy design, one that considers political economy risks. As such, it is
distinct in its scope and ambition from models used by central banks; the
latter are used for positive analysis to predict macroeconomic outcomes,
or for normative analysis to optimize outcomes (e.g., the inflation path),
given their mandates, over a finite (short- to medium-term) time horizon.
By design, central bank models would not forecast future changes in infla-
tion generated by political pressures.

To be sure, central banks can and do of course incorporate changing
economic trends (e.g., deglobalization, market power, or demographics)
in their models. The Bank of England, for example, adjusted the potential
productivity growth trend for the UK economy after the Brexit referendum
as a result of the country’s expected loss in openness; similarly, most cen-
tral banks adjusted trend productivity growth after the financial crisis. But
central banks’ models, by design, do not feature changes in political pres-
sures that might, as the paper argues, lead to changes in long-term inflation.

A second difference between this paper’s model and the models used
in central banks is its simplicity, which allows for a clear comparative
static analysis of the steady state. While a strength for the long-term com-
parative statics, for the analysis of transitional dynamics, this simplicity
might be a bit more costly. The paper’s transitional dynamic analysis as

2. The labor share would map into lambda in, for example, Carney’s (2017) lambda
speech.
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well as the interpretation of particular inflationary episodes (such as the
recent surge in inflation) could benefit from incorporating some of the fea-
tures present in richer central bank models. Among other features, those
models (1) have more realistic lead-lag structures (with the aim of match-
ing impulse responses in the data, including the fact that monetary policy
affects the economy with a significant lag); (2) encompass a number of
additional frictions (e.g., financial and labor market frictions, and in some
versions, present bias or other forms of bounded rationality); and (3) allow
for investment/capital and more realistic open-economy dimensions.

The main modeling contribution of the paper lies in the derivation of
the long-run aggregate supply (LRAS) and demand (LRAD) curves, rather
than the specific shorter-term or transitional dynamics.

MODELING CHOICES The paper makes two important and realistic
assumptions.

Nonzero inflation in steady state. A first assumption is that inflation can
be nonzero in the steady state. This is a welcome feature of the analysis,
consistent with targets of 2 percent in most advanced economies (and
higher in many emerging or developing economies).

The model captures a trade-off generated by inflation: on the one hand,
higher inflation helps offset the distortion from monopolistic pricing, while
on the other hand, it leads to inefficient price dispersion, which causes a
misallocation of resources. In highlighting that trade-off, the paper con-
nects to the literature on optimal inflation, going back to Tobin’s (1972)
notion of inflation as the “grease in the wheels”: with downward nominal
rigidities, some inflation could be beneficial in helping adjust real wages
and relative prices.’

The paper emphasizes that the slope of the LRAS curve is positive. This
is surprising: while the short-term trade-off between inflation and the output
gap is intuitive, it is less evident how the trade-off can be sustained in the
long run, as forward-looking agents adjust their expectations in response to
central banks’ actions. In New Keynesian models with rational agents and
Calvo price setting, the long-run Phillips curve is vertical or near vertical to
a first-order approximation around zero steady-state inflation.*

3. See also Adam and Weber (2023), Adam, Alexandrov, and Weber (2023), Coibion,
Gorodnichenko, and Wieland (2012), and Guerrieri and others (2021, 2023). The model
could potentially be extended in the future to carry out normative analysis on the policy
framework, including the derivation of optimal targets.

4. Itis vertical in the limit in which the discount factor goes to one, corresponding to the
parameter p in this paper going to zero.
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On closer inspection, however, the LRAS formulation in the paper is
also vertical or nearly vertical, as I explain next. To see this, note that the
LRAS relation is given by the equation:

AMp+A—m*) ® o(t+1)
= + 1 +log——|,
p—m* y 1+(p0gl-l 08T
o 7&(p+7x—n*)
where the LRAS slope is given by —————~: A denotes the frequency

*®

of price adjustment; p is the household discount factor; and t* is the long-
run value of inflation.

The formula allows for the possibility of an exactly vertical curve or
infinite slope. It also permits a backward-bending Phillips curve. More
generally, for reasonable numerical values, the resulting slope of the LRAS
is very large in absolute values. Let us walk through some interesting spe-
cial cases.

When ©* = 0, we have the more familiar expression for the LRAS or

AMp+2)

p — 0. For a positive steady-state inflation, * > 0, the LRAS becomes
vertical as p — ©*. The LRAS slope turns negative when (1) p < * and
A+p—m*>0o0r(2)whenp>n*and AL+ p —7* <0.

More concretely, for a calibration of A = 1.2 (as in the paper) and a dis-
count rate of p = 2% (which seems reasonable), the LRAS slope becomes
vertical at m* = 2% and negative for t* > 2%, as illustrated in figure 1.

The figure, however, masks what happens away from ©* = 2%. Even
before becoming infinite, the values of the LRAS slope are also very high,
as shown in table 1 for a range of selected ©* values and the same calibra-
tion of the other parameters as above. This implies that, in practice, the
long-term trade-offs are not, in a quantitative sense, feasible, as the LRAS
is practically inelastic. (Note that given that as the LRAS variables are
expressed in log deviations from their steady states, the slope corresponds
to the inverse of the LRAS elasticity, implying a near-zero long-run supply
elasticity.)

Varying p changes the point at which the LRAS becomes exactly verti-
cal, so the calibration of this parameter is important. However, as before,
the slope of the LRAS is still very high in absolute values even when away
from the asymptote. For example, for p = 4%, which is the value preferred

structural Phillips curve slope, , which converges to infinity as



Figure 1. Slope of the LRAS as a Function of Steady-State Inflation r*
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Source: Author’s illustration.
Note: The figure shows the slope of the LRAS for A = 1.2 and p = 2% as a function of the steady-state
value of inflation, t*. The slope passes to infinity at t* = 2%.

Table 1. Slope of the LRAS as a Function of Steady-State Inflation m*

LRAS slope

* (%) p=2% p=4%
0.00 73.2 37.2
1.00 145.2 49.2
2.00 = 73.2
3.00 -142.8 1452
4.00 -70.8 oo

5.00 -46.8 -142.8
6.00 -34.8 -70.8

Source: Author’s illustration.
Note: The table shows the slope of the LRAS curve for A = 1.2 and p = 2% and p = 4% for selected
values of steady-state inflation, 7w*.
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by the authors, the LRAS is decidedly inelastic even at lower values of *,
as illustrated in table 1.

Perhaps it is fitting to address a misconception regarding New Keynesian
models. In general, these models do not automatically generate a zero-
inflation steady state: there is nothing in the model that ensures convergence
to a zero-inflation (or 2 percent inflation) steady state; on the contrary, if
the “wrong” policies are taken, inflation would end up above or below the
2 percent target in the long term.’

Though the paper deviates from the zero-inflation steady state, it follows
closely other assumptions made in the simple New Keynesian model. In
that setting, any price dispersion is inefficient, following the assumptions
of symmetric preferences, concave utility over varieties, and similar tech-
nology (and common shocks) across varieties. In a richer setting with multi-
ple sectors subject to different shocks and different degrees of price rigidities
across sectors, the concept of price dispersion and its implication of effi-
ciency is more nuanced. To be concrete, when an uneven shock (say, to gas
prices) hits sectors differently (e.g., restaurants are far more affected than
grocery stores), one might expect an increase in price dispersion, reflecting
the uneven impact of the gas price shock. The change in price dispersion
in this case can be efficient—it is the outcome of the price system doing its
job. (An optimizing social planner would not want to fully stop those price
signals, which facilitate the reallocation of resources in the face of shocks.)
The pandemic and the energy price shocks are examples in which changes
in relative prices (and dispersion) can be the efficient outcome (unlike in the
simpler New Keynesian models); when combined with downward nominal
rigidities, this can justify a temporary higher level of inflation.

Lack of commitment. A second assumption in the paper is lack of com-
mitment. The word commitment has different meanings among academics
and practitioners. In the jargon of the academic literature, commitment
means that the central bank decides at time zero a precise state-contingent
policy path for the infinite set of future periods and states of the world. In
the context of central banking, departing from the literature’s definition
of commitment is a realistic assumption, given that, in practice, central
banks can only commit to their mandates and optimize outcomes over
finite policy horizons. One could say that there is effectively discretion,

5. Another way to characterize this is that the model requires the specification of mon-
etary policy behavior (the monetary policy rule) to be consistent with the desired long-run
inflation rate. Put differently, it is the monetary policy rule that determines inflation in the
long run.

6. See Guerrieri and others (2021, 2023).



COMMENTS and DISCUSSION 255

or rather “limited commitment,” over a rolling period of, say, three to
five years. Why not longer? Because the current monetary policy board
members cannot commit the decisions or votes of future board members.’
A perhaps more fitting description is Bernanke’s (2003) notion of “con-
strained discretion,” which entails a middle ground between the academic
extremes of full discretion and commitment. This notion still requires a
commitment by central bankers, both through words and actions to price
stability (however defined in their mandates).

In discussing commitment with a broader audience, it is hence impor-
tant to emphasize the distinction between the meaning in the literature
(commitment to an infinite state-contingent policy path) and the common
understanding by market participants and other practitioners for which the
term commitment is typically reserved for the mandate: are central banks
committed to their mandates? This commitment to the mandate in practice
is still consistent with the optimal “discretion” outcome in the literature, as
long as central bankers have realistic expectations of the output potential of
the economy—more on this later. Importantly, as pointed out by Giannoni
(2020), the period-by-period optimization (or discretion) of a loss function
(characterizing the mandate) leads to a strict Taylor-type rule (which prac-
titioners outside academia might call “commitment”).

CENTRAL BANK OBJECTIVES The paper assumes that the central banker in
charge of policy seeks to optimize a social welfare function that consid-
ers all (possibly changing) distortions in the economy. In practice, central
banks have much narrower mandates. Hence, a natural question is: can or
do central banks aim off their narrow targets to improve social welfare?

Regarding feasibility, while it is true that objectives of full employment
or output potential are not as precisely defined as inflation targets, there are
two important lessons from central bank practice and theory, in particular
from contributions of Barro and Gordon (1983) and Rogoff (1985), that

7. One could regard some announcements by central banks as trying to commit future
members’ policy actions. The key question is whether such announcements are credible,
given that different decision makers may be in charge when the time comes to make good on
the promise. There is an intermediate equilibrium concept of “loose commitment” (in which
the policymaker operates under commitment but with a constant per period probability that
previous commitments are abandoned). That may approximate central bank behavior some-
what better in certain cases. In a more complex model with endogenous state variables, the
“discretionary” policymaker at date ¢ realizes that their decisions can affect the state of
the economy inherited by the date # + 1 policymaker and therefore takes this into account.
Since the same logic holds for the policymaker at date 7 + 1, the discretionary policy problem
becomes dynamic and intertemporal. However, the policymaker at ¢ cannot directly control
policy actions in future periods and can only influence those policies via the effects on the
endogenous state variables.
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can tackle the imprecision. The first is that central bank independence is
a necessary condition for a sound conduct of monetary policy; the second
is that central banks should target realistic estimates of the noninflationary
(or inflation target—consistent) output potential. A central bank aiming for
a higher level of activity than what would be consistent with inflation at
target is bound to fail in fulfilling its inflation remit. This is well understood
within the central bank community today.

In the simplest version of the New Keynesian model, it is typically
assumed that the fiscal authority can correct the monopoly distortion with
a labor subsidy, so that the flexible-price equilibrium level of output is effi-
cient.® But realistically, absent the fiscal correction, central banks can only
aim for the flexible-price equilibrium level of output, whether or not it is
efficient. If a central bank aims to stimulate the economy beyond the infla-
tion target—consistent level of output (trying to offset distortionary markups,
for example), that will lead to an inflationary bias and a persistent deviation
from target.’

The threat of an inflationary bias is the reason why there is a big effort in
central banks to estimate the target-consistent output potential.'” The infla-
tionary bias is probably also why most central bank mandates give primacy
to the inflation target over full employment, with some short-term flexibility
in the face of temporary (supply) shocks."

A different question is whether it pays for central bankers to deviate
from their narrow targets and attempt to offset distortions, improving wel-
fare. In advanced economies at least, deviations from targets today are
costly for central bankers. Their performance is constantly scrutinized by
media, parliamentary bodies, market participants, academics, and others.
And there is a body of expertise ready to detect attempts at deviations.'

8. See Gali (2015) for a discussion of the efficient versus the distorted steady state.

9. And it is not obvious that the estimation errors should be one-sided (always esti-
mating output potential above the true level); central banks can make mistakes, but over
time, as the estimation model’s performance is confronted with inflation outturns (and other
outcomes), estimation and judgment would lead to convergence to the true values.

10. In the jargon of the literature, the target-consistent level of output corresponds to the
flexible-price equilibrium level of output.

11. The logic to that short-term flexibility is that, given lags in transmission, monetary
policy cannot offset the shock immediately (and if short-lived, the shock might disappear
before policy has full effect).

12. Some would argue that it is much easier to detect and be penalized for missing the
inflation target (vis-a-vis other objectives) since inflation is easier to measure than abstract
concepts like the output gap or full employment. Given how much people dislike inflation,
this would be a deterrent even to the most populist leaders; markets might also penalize
such a move sooner or later, making it costly for politicians to attempt to change remits or
institutional frameworks.
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CHANGING ENVIRONMENT Of course, the main point of the paper is that
the status quo could change. Political pressures may outweigh the pres-
sure from public scrutiny and lead central bankers to aim for output above
potential (in the model, a higher labor share) or a change in remits; or,
perhaps, the changing environment might cause governments to remove or
diminish central bank independence. This is the key question and challenge
posed by the paper.

The paper is concerned specifically with changes in economic trends.
It argues that globalization and the fall in union power made lives easier
for central banks, effectively lessening the trade-offs between activity and
inflation. In addition, lower indebtedness in the recent past (compared to
now, and most notably among emerging economies) meant that there was
less of an incentive to inflate away the debt.

I would also note that in the 1990s and early 2000s, there were no big
negative supply shocks, a very different scenario from the 1970s and
1980s." And certainly different from the early 2020s, which in a space
of less than three years have witnessed a most remarkable concentration
of rare events (particularly in Europe and the United Kingdom where the
energy price increase alone, triggered by the Russian invasion of Ukraine,
represented a shock comparable to, if not bigger than, the oil shock of
the 1970s).

Despite this, central banks around the world have been focused on
returning inflation to target. In the United Kingdom, consumption at the
time of writing is 2 percent below what it was before the pandemic. In
the euro area, consumption is just above its pre-COVID-19 level. The US
economy is an exception, with consumption 11 percent above the pre-
pandemic level, though still below pre-pandemic trends.' There is no sign
that central banks in advanced economies, or indeed in many emerging
economies and developing countries, have tried to push consumption or
output higher.

It is important in the discussion to distinguish between changes in trends
(that eventually can be foreseen) and unexpected (trade-off inducing) shocks.

13. While the financial crisis entailed a sharp loss in productivity, demand adjusted sig-
nificantly, leading on net to a period of low inflation.

14. UK Office for National Statistics, “Household Final Consumption Expenditure:
National Concept CVM SA—£m,” https://www.ons.gov.uk/economy/nationalaccounts/
satelliteaccounts/timeseries/abjr/pn2; US Bureau of Economic Analysis, “Real Personal
Consumption Expenditures [PCECC96],” retrieved from FRED, Federal Reserve Bank of
St. Louis, https://fred.stlouisfed.org/series/PCECC96; Eurostat, “GDP and Main Compo-
nents (Output, Expenditure, and Income),” https://ec.europa.eu/eurostat/databrowser/view/
namq_10_gdp_ custom_8299778/default/line?lang=en.


https://www.ons.gov.uk/economy/nationalaccounts/satelliteaccounts/timeseries/abjr/pn2
https://www.ons.gov.uk/economy/nationalaccounts/satelliteaccounts/timeseries/abjr/pn2
https://fred.stlouisfed.org/series/PCECC96
https://ec.europa.eu/eurostat/databrowser/view/namq_10_gdp__custom_8299778/default/line?lang=en
https://ec.europa.eu/eurostat/databrowser/view/namq_10_gdp__custom_8299778/default/line?lang=en

258 Brookings Papers on Economic Activity, Spring 2024

In the first case, central banks would need to change estimates of potential
(as they eventually did post-financial crisis or post-Brexit); the question
in the paper is: will they? As for unexpected shocks, if it is an isolated
event, the orthodox response would be to accommodate in part, making
sure that inflation returns to target; but if shocks become so frequent that
they change the trend in potential output, we are back to the first case—and
the same question posed by the paper.

I turn now to the question of changing trends and the impact on inflation.

GLOBALIZATION AND MARKUPS While the partial equilibrium effect of
globalization might be intuitive, the general equilibrium effects are less
obvious. A standard conceptualization of globalization, highlighted by
Goodhart and Pradhan (2020), is that globalization lowered the prices of
imported goods, and to the extent that the process was gradual, it led to
lower imported goods price inflation. However, in general equilibrium, this
improvement in terms of trade also increased real incomes, raising private
demand and pushing up services inflation. The impact on inflation is not a
priori obvious." Deglobalization, conversely, should reduce real incomes
and eventually demand, lowering domestic inflationary pressures. Indeed,
globalization peaked in 2008, but we had not seen a reversal on inflation-
ary pressures during the 2008-2019 period. On the contrary, inflation kept
undershooting targets and central banks did not need to raise rates.

The paper conceptualizes deglobalization as an increase in the level of
markups, as the economy becomes less competitive. This leads to a con-
traction in supply, an intuitive partial equilibrium effect. Going beyond the
partial equilibrium effect, in practice, this redistribution away from workers
may lead to a reduction in aggregate demand if profits accrue to agents with
low marginal propensity to consume. It is not a priori obvious that the net
effect of these forces would be inflationary.'® But if, as in the model, the
central bank tries to keep the labor share constant (equivalent to trying to
stimulate the economy over the new, lower potential level of output), that
would be inflationary. The point to stress is that it is not about inflationary
pressures from the trends themselves, which could be muted in general
equilibrium by private demand responses; it is instead a matter of lower

15. See Ambrosino and others (2024) who show the impact of deglobalization depends
on how demand responds to lower real incomes caused by higher import prices.

16. Sbordone (2007) studies the link between globalization, markups, and inflation. She
shows how key theoretical channels cancel out, leading to a muted impact on inflation; her
theoretical result is matched by limited inflationary effects found in the numerous empirical
studies she discusses.
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output and real incomes, which might lead central banks (or governments)
to push for more stimulus. Though the distinction might sound academic,
the key challenge is the political pressure stemming from lower potential
growth.

POLITICAL PRESSURES AND THE ROLE OF RESEARCH The risk in a context
of low growth potential is that governments will put pressures on central
banks to stimulate output.'” (An alternative motivation, not developed in
the model, but mentioned in the paper, is that the pressure to inflate comes
because of higher levels of indebtedness.) The pressure could materialize in
different forms. Governments might undermine or take away central bank
independence; or they could persuade central banks to aim off their infla-
tion targets to stimulate the economy or inflate away the debt."® Another
manifestation of the pressure could be directly through a change in remit.

On the first possibility, there is probably near consensus among econ-
omists that undermining or taking away independence, or attempting to
manipulate central banks would be a disastrous outcome. On the second
option, there is a debate still unsettled on the optimal inflation target
(Blanchard 2022); more generally, in a flexible inflation targeting regime,
more debate is needed on how to stipulate the mandate in the face of unex-
pected supply shocks. This paper offers a useful model to frame that debate.
In that context, there is an important role for academic and policy institutions
(like the Brookings Institution) to play in this debate. After all, the academic
literature (Barro and Gordon 1983; Rogoff 1985; Alesina and Summers
1993) was hugely influential in leading to central bank independence.

CONCLUDING REMARK Let me conclude by emphasizing that this is an
important paper, underscoring a risk to central bank independence that we
all need to take seriously. I hope the paper, and the risk it highlights, will be
an important input in the exchange between academics and policymakers.

17. See Drechsel (2023) for an empirical study of political pressures on the Federal
Reserve Bank.

18. Itis far from obvious that with so much knowledge accumulated over the years, cen-
tral banks themselves would try to systematically aim off the level of output consistent with
inflation at the new chosen target. But if, hypothetically, a political appointee reveals with
words or actions that there is a new output objective inconsistent with the stated inflation
target, that would likely trigger sharp market reactions, which would be costly to the govern-
ment (especially a highly indebted one). So it becomes important to think about the sequenc-
ing that will make turning dovish a politically appealing option. This is particularly relevant
in the current context. After the recent inflation overshoot and people’s dissatisfaction with
high inflation, the political bias will turn to run in the opposite direction, that is, against infla-
tion. Similarly, in line with Rotemberg’s (2013) theory of central bank’s “penitence,” central
banks will be more likely to err on the side of being too hawkish.
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GENERAL DISCUSSION Robert Hall noted that a prominent feature
of the paper is the departure from central bank commitment and referenced
a paper by Stanley Fischer that documents how governments often suc-
cessfully commit to fiscal policy, even if that policy is not optimal.! Hall
wondered if a similar idea could apply to monetary policy. Following up on
Hall’s point, Maurice Obstfeld observed that the paper implicitly introduces
fiscal policy as a factor pressuring the central bank, but he would also like
to see the results where monetary-fiscal interaction is modeled explicitly.
Obstfeld added that, even in a model without commitment, the central
bank objective function implies that the monetary authority will respond to
fiscal pressures. In response, Pierre Yared pointed to his work with Jesse
Schreger and Emilio Zaratiegui about fiscal-monetary interaction.” Yared
summarized two channels: first, the central bank is pressured to devalue
existing government debt; and second, the central bank is pressured to reduce
the cost of issuing new debt.

Jon Steinsson argued that commitment was crucial in keeping infla-
tion expectations well anchored and the sacrifice ratio low during the
COVID-19 pandemic. Because commitment has proven so important, he
praised the authors for presenting a model where perfect commitment is

1. Stanley Fischer, “Dynamic Inconsistency, Cooperation and the Benevolent Dissem-
bling Government,” Journal of Economic Dynamics and Control 2 (1980): 93—107.

2. Jesse Schreger, Pierre Yared, and Emilio Zaratiegui, “Central Bank Credibility and
Fiscal Responsibility,” working paper 31246 (Cambridge, Mass.: National Bureau of Eco-
nomic Research, 2023). https://www.nber.org/papers/w31246.
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not taken for granted. Steinsson said assumptions of perfect commitment,
often implicit in policy rules, prevent most models from having anything
meaningful to say about inflation expectations or long-run inflation, which
this paper overcomes. He encouraged others to follow suit in building
models where the monetary authority cannot perfectly commit. Steinsson
and Kenneth Rogoff both warned against an “end-of-history” bias; central
bank independence—and therefore central banks’ ability to credibly com-
mit to policy—is a relatively new phenomenon, and it is not guaranteed
into the future.

Athanasios Orphanides agreed with other participants that central bankers
struggle in practice to perfectly commit to policy but contemplated whether
the model featured too much discretion. Orphanides emphasized that con-
straining discretion is a useful tool for preserving price stability and asked
the authors how to relate that lesson to the paper’s policy advice. In par-
ticular, Orphanides was curious what lessons the paper has for central bank
policy frameworks. Rogoff clarified that the model is about the world, not
just the United States or a single institutional framework. Hassan Afrouzi
also noted it is unclear whether the Federal Reserve’s maximum employ-
ment mandate assumes flexible prices or includes inflationary distortions
like those in the paper. To provide better policy guidance, Afrouzi advo-
cated for thinking through which distortions should be included or excluded
when assessing the monetary policy framework.

Steven Davis observed that a useful next step in the literature could be
using text-based approaches to parse exactly which forces central bankers
are responding to and tailoring future models to those forces. Davis also
encouraged building on the textual analysis in Charles Weise’s 2012 paper
following a similar remark from discussant Silvana Tenreyro.’

Obstfeld inquired whether assuming a constant frequency of price
changes is reasonable in a model where trend inflation can change over
time and asked how the model would behave if that parameter was endog-
enous. Afrouzi responded that, if they assumed higher inflation leads to
more price flexibility, it would increase the sacrifice ratio and reinforce the
idea that central banks should be wary of inflationary pressures.

Andrew Atkeson talked about how term structure models struggle to
reconcile movements in long-term interest rates and related that litera-
ture to the paper. Atkeson discussed the paper by Sharon Kozicki and

3. Charles L. Weise, “Political Pressures on Monetary Policy during the US Great Infla-
tion,” American Economic Journal: Macroeconomics 4, no. 2 (2012): 33—-64.
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P. A. Tinsley,* which tried to explain long rates through movements in the
Federal Reserve’s long-run inflation target, and the paper by Stein and
Hanson,® which explained long rates through changes in the term premia.
Atkeson wondered if a political economy model, like the one presented
by the authors, could explain movements in long rates or underlying infla-
tion compensation. Conversely, Atkeson pointed out that rising long-term
inflation compensation could provide a warning of falling central bank
credibility.

Jonathan Pingle asked the authors how to think about the magnitude
of possible effects in the context of advanced economy central banks. He
noted that the paper places a heavy emphasis on the inflationary effects of
deglobalization, although estimates of the disinflationary effects of glo-
balization have been on the order of 0.2 points per year for a decade, so a
similarly sized reversal may not change central bank behavior.

David Romer remarked that he found certain aspects of the model
unintuitive. First, Romer questioned the upward-sloping long-run aggre-
gate supply (LRAS) curve and how to interpret it in a model where mon-
etary policy is neutral in the long run. Romer agreed with discussant
Donald Kohn that most central bankers do not conceptualize the LRAS
curve as upward sloping. Romer also questioned how the long-run aggre-
gate demand (LRAD) curve works through price dispersion. He argued
that the LRAD curve seemed to work through supply effects because the
consumption bundle value of a given amount of labor is determined by the
level of inflation. Romer suggested that the simpler model presented in a
paper by Rogoff might suffice to capture much of the essence of the ideas
in the present paper.® Rogoff observed that one crucial difference between
this work and his 1985 paper is the transition dynamics: the new model
allows significant but temporary overshoots and undershoots when shifting
to a new steady state.

Afrouzi noted that the upward-sloping LRAS curve arises from how
firms think about incorporating inflationary pressures into current prices.
When inflation is higher, firms weigh how much they want to adjust current
prices. As long as they don’t fully adjust current prices, the LRAS curve will
slope upward. Afrouzi agreed with Romer’s consumption bundle intuition

4. Sharon Kozicki and P. A. Tinsley, “Shifting Endpoints in the Term Structure of Interest
Rates,” Journal of Monetary Economics 47, no. 3 (2001): 615-52.

5. Samuel G. Hanson and Jeremy C. Stein, “Monetary Policy and Long-Term Real
Rates,” Journal of Financial Economics 115, no. 3 (2015): 429-48.

6. Kenneth Rogoff, “The Optimal Degree of Commitment to an Intermediate Monetary
Target,” Quarterly Journal of Economics 100, no. 4 (1985): 1169-89.
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of LRAD, but he clarified how it comes into the model. Afrouzi said that
economic resources are fixed, so given the distribution of prices, households
determine how much they want to demand. Only later does the model aggre-
gate those choices with the supply side, determining output. How much
output comes from those fixed resources is interpreted as productivity.

Obstfeld discussed the channels through which globalization or deglobal-
ization could affect inflation. Obstfeld observed that, in the short run, most
research emphasizes the role of import prices. Longer term, he highlighted
the work of Charles Goodhart and Manoj Pradhan who emphasized the role
of China, India, and the former Soviet Bloc entering the world economy and
greatly increasing the effective labor force, putting downward pressure on
wages and inflation.” Goodhart and Pradhan contend that these forces will
reverse, which Obstfeld argued is a useful lens to view the inflationary pres-
sures in this paper. He also pointed to a paper by Argia Sbordone as a useful
reference for thinking about globalization in open models.®

7. Charles Goodhart and Manoj Pradhan, The Great Demographic Reversal: Ageing
Societies, Waning Inequality, and an Inflation Revival (London: Palgrave Macmillan, 2020).

8. Argia M. Sbordone, “Globalization and Inflation Dynamics: The Impact of Increased
Competition,” in International Dimensions of Monetary Policy, ed. Jordi Gali and Mark J.
Gertler (Chicago: University of Chicago Press, 2010): 547-79.
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when it did. And states’ increasingly similar experience in recessions may help
explain why interstate migration became a weaker adjustment mechanism in
recent decades.

M acroeconomists are increasingly leveraging panel data sets and
regional heterogeneity to identify economic relationships.' There
is also an increasing awareness that the unemployment rate is one of the
best indicators of economic slack, particularly for business cycle analysis
(Romer and Romer 2019). Unfortunately, official unemployment rate data
for US states are only available from the Bureau of Labor Statistics (BLS)
starting in 1976, greatly hampering historical state-level analyses. For
instance, the rich literature on state-level labor market recoveries, regional
business cycles, and state coincident economic indexes has largely been
limited to starting around 1976.

In this paper we present a newly developed monthly unemployment data
set for US states that greatly expands the time horizon for work with state-
level panel data. Our novel unemployment series are constructed from a
large data set of newly digitized monthly unemployment insurance (UI)
claims, pieced together from various historical reports published by the
Department of Labor (DOL) and Social Security Administration (SSA).
Together with available monthly data on nonfarm payroll employment, we
compute an alternative claims-based unemployment rate that can be con-
sistently constructed for US states from January 1947 to the present day. We
validate our new data set by showing that our claims-based unemploy-
ment rates are highly correlated with official measures of unemployment,
both state and national, in available overlapping samples.’ We also use our
claims-based unemployment rates to identify postwar peaks and troughs in
state and national business cycles and to document that our new measures

1. For instance, Nakamura and Steinsson (2014) and Chodorow-Reich (2019) exploit
regional heterogeneity to identify cross-sectional fiscal multipliers, and Hazell and others
(2022) exploit regional heterogeneity to study the slope of the Phillips curve. See Glandon
and others (2023) for an overview of the recent shift in empirical macro toward panel data
and micro data.

2. See, for example, Blanchard and Katz (1992), Crone and Clayton-Matthews (2005),
Owyang, Piger, and Wall (2005), Brown (2017), Dao, Furceri, and Loungani (2017), and
Tasci and Zevanove (2019).

3. We use “official measures of unemployment” to refer to data that are produced and
presently made available by federal statistical agencies. We discuss historical data availability
in online appendix A.1.
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capture consistent business cycle patterns as official measures of unem-
ployment, such as inflection points and amplitude dynamics.

We revisit the classic question of how labor markets respond to local
demand shocks, using our longer historical sample of claims-based unem-
ployment rates to study how these responses have evolved over the full
postwar sample. Building on Blanchard and Katz (1992) and Dao, Furceri,
and Loungani (2017), among others, we estimate relative employment,
population, and unemployment responses to a relative industry mix Bartik
(1991) instrument in a panel local projections-instrumental variable (LP-1V)
framework over the full postwar sample and subsamples. Our analysis
shows that the response of relative population, proxying for interstate
migration, has diminished since the start of the Great Moderation. Simi-
larly, we find that the responses of relative employment and unemployment
have diminished and become less persistent in recent decades, contrary
to the highly persistent responses of relative employment documented by
Blanchard and Katz (1992) and Dao, Furceri, and Loungani (2017). Lastly,
we document that larger Bartik shocks drive these responses, but these
larger relative shocks are less frequent and smaller in magnitude in more
recent decades, which helps explain the attenuation of these relative labor
market responses.

In addition to studying local labor market responses to demand shocks,
we also use our novel data set to study patterns between state and national
business cycles to better understand their coevolution. We use our claims-
based unemployment series to study the evolving pace and nature of labor
market recoveries following all postwar US recessions. Our analysis of
unemployment recoveries follows the recent work of Hall and Kudlyak
(2020) but does so at the state level, which was previously precluded by
data limitations. Hall and Kudlyak (2020) document that recoveries in the
US unemployment rate have been quite stable since the early 1960s, but the
pace of recovery has decelerated markedly since the recoveries from earlier
postwar recessions.* We corroborate this stylized fact with our new data set
and find that the faster, early postwar recoveries are associated with greater
heterogeneity in recovery rates across states, whereas states tend to experi-
ence more uniform recovery rates in more recent, slower national recov-
eries. We show that this deceleration and convergence in states’ recovery

4. Hall and Kudlyak (2020) find that, on average, the US unemployment rate falls by
0.1 log points—or one-tenth of the peak unemployment rate—per year after recovery begins,
until this relatively stable recovery rate is upended by the next recession, consistent with
“plucking models” of the business cycle (Dupraz, Nakamura, and Steinsson 2024).
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rates is robust to indexing to state-specific business cycle troughs around
national business cycle troughs. We also document a convergence across
states in the degree to which unemployment recovers after recessions since
the late 1970s.

The evidence from our historical claims-based unemployment rates
points toward the emergence of a national business cycle experienced more
uniformly across US states, particularly since the 1960s—1970s. We show
that the industrial composition of states’ economies became increasingly
similar to one another—with much of this convergence transpiring in the
1940s—1960s—which helps explain why a more uniform business cycle
emerged across states when it did. States’ increasingly common experi-
ence in recessions and recoveries, in turn, may help explain why inter-
state migration became a weaker adjustment mechanism in recent decades.

I. Data Set Construction

In this section, we first overview the digitization and data cleaning pro-
cess for historical state-level UI claims. We discuss the construction of
novel claims-based unemployment series from these newly digitized data.
To validate our data set, we analyze the relationship between our claims-
based unemployment series and official unemployment measures during
available overlapping samples. Lastly, we model and present an alternative
“fitted” claims-based unemployment series, which some practitioners might
find more appropriate for their purposes.

I.A. Digitizing Historical Unemployment Claims

Monthly state-level UI claims are presently available in digital form dating
back to January 1971 from the DOL’s website; see online appendix A.1.
Using scanned versions of printed reports previously published by the DOL
and SSA, we backdated the publicly available data by digitizing monthly
data on initial claims (IC) and continued claims (CC) back to December
1946 for all fifty states and the District of Columbia.’ The historical claims
data originate from one of a series of periodical reports: Employment
Security Activities, The Labor Market and Employment Security, Unem-
ployment Insurance Statistics, and the Unemployment Insurance Review.
We were able to access most of these primary sources via HathiTrust or
Google Books and supplemented missing publications with interlibrary

5. The sample start is chosen so a three-month centered moving average of claims is
available back to January 1947.
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loan requests or scans from the DOL’s internal library. We were almost
always able to track down high-quality scans that were easily legible, but
we used data on changes in claims to guide digitization when merited, and
we always used reported data on national aggregates as a cross-check with
the sum of state claims; see online appendix A.2 for details. In total, just
over 36,000 monthly observations were digitized.

Newly digitized UI claims data were merged with the DOL’s publicly
available state-level IC and CC data for regular state programs only, to
be consistent with the historical claims data. After merging the series, we
seasonally adjusted the full backdated IC and CC series using the Census
Bureau’s Win X-13 seasonal adjustment program. We also used Win X-13
to run a series of outlier tests, which identified roughly 200 potential outliers
from roughly 91,000 observations (newly digitized and existing data com-
bined). We manually checked each potential outlier to assess whether it rep-
resented a legitimate change in claims (e.g., a surge in Louisiana following
Hurricane Katrina) or a “fat thumb” data coding issue (e.g., an implausible
spike in Missouri exceeding the state’s population); see online appendix A.2
for details on data cleaning and seasonal adjustment. The monthly claims
data we digitized are aggregated by the DOL from weekly claims data col-
lected by state Ul offices, and we first convert these monthly claims to aver-
age weekly claims; this approach mimics the DOL’s conversion of weekly
data to average weekly data for calculating insured unemployment in a
given month.®

1.B. Claims-Based Unemployment Rates for US States

Using these Ul claims data, we construct monthly claims-based unem-
ployment rates for all fifty states and the District of Columbia. Our
claims-based unemployment rate draws conceptually on both the official
unemployment rate estimated by the BLS—the ratio of unemployed workers
to the labor force—as well as the insured unemployment rate (IUR) pro-
duced by the DOL Employment and Training Administration (ETA)—the
ratio of average weekly continued claims divided by covered employment,
that is, workers eligible for state or federal unemployment programs. We
use initial and continued claims as an alternate measure of unemployed
workers (the subset receiving regular state benefits) and measure this as a

6. In keeping with the DOL data for average weekly insured unemployment in a given
month, monthly data are weighted by the split number of five-day workweeks in the month.
We calculate the weights as the sum of workdays in each given month divided by five days
for the workweek, ignoring the distinction of holidays.
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ratio to employed workers plus these Ul claimants, a related proxy for the
labor force influenced by data limitations. Specifically, our claims-based
unemployment rate for state i in month 7 is computed as

IC;, + CC;,

(1) URE!aims —
NP+ IC;, + CC;,

where /C;, and CC,, are average weekly claims for the month and NP,, is
nonfarm payroll employment from the Current Employment Statistics
(CES)—the only state-level employment series presently available at a
monthly frequency back to 1947.7 The seasonally adjusted claims data can
be rather noisy, particularly for initial claims, so we smooth the /C;, and CC,,
series using a three-month centered moving average in constructing equa-
tion (1). We analogously construct a claims-based unemployment rate for
the United States, aggregating seasonally adjusted average weekly claims
and nonfarm payroll employment for all fifty states and Washington, DC.
Panel A of figure 1 plots our claims-based unemployment rate (solid
black line), the BLS unemployment rate (dotted gray line), and the DOL TUR
(dashed black line) for Ohio, meant as an illustrative, representative large
state; like all states, official data for Ohio start in January 1976 for the
unemployment rate and February 1986 for the IUR.® The three unemploy-
ment series capture similar features of Ohio’s business cycle in overlapping
samples, such as identifying similarly timed local peaks and troughs.
Figure 1, panel A, also underscores the practical benefit of our claims-based
unemployment rates: relative to the official BLS data, our historical series
offer nearly three additional decades of monthly state-level data, spanning
six postwar national recessions as identified by the National Bureau of
Economic Research (NBER) Business Cycle Dating Committee (gray bars).
Panel B of figure 1 plots our US claims-based unemployment rate (solid
black line), along with the US unemployment rate (dotted gray) and the

7. Historical state-level data on covered employment are not consistently available at a
monthly frequency from our primary sources. We seasonally adjust nonfarm payroll employ-
ment for each state using the Win X-13 program, as seasonally adjusted nonfarm payroll
employment data for states are only available from the BLS starting in 1990. Several states do
not have nonfarm employment data available since January 1947: data begin in January 1950
for Minnesota, in January 1956 for Michigan, in January 1958 for Hawaii, and in January
1960 for Alaska. Our claims-based unemployment rates are constrained to these later start
dates for these four states.

8. The monthly IUR series is aggregated from weekly data that is not seasonally adjusted.
We seasonally adjust the monthly [UR for Ohio using the Census Bureau’s Win X-13 program.
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Figure 1. Comparison of Official and Claims-Based Unemployment Rates for Ohio
and the United States

Panel A: Ohio
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Data sample from January 1947 to December 2023 (or when available). Gray bars denote NBER
recession dates.
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IUR (dashed gray), when available. The US unemployment rate starts in
January 1948, and we digitized and backdated monthly US TUR data to
January 1947, before official data begin in 1971; see online appendix A.3 for
details. Figure 1, panel B, shows that our US claims-based unemployment
rates are highly correlated with these official US measures over long over-
lapping samples and identify broadly consistent features of the aggregate
business cycle. We discuss these relationships in more depth below.

1.C. Comparisons with Official Unemployment Measures

It must be emphasized that our claims-based unemployment rates mea-
sure labor market slack differently than either the official unemployment
rate or the [UR.” Readers should not view our claims-based unemployment
rates as an attempt to displace or backdate any other official measure; the
motivation behind this new data set is simply to expand our ability to study
the US economy and labor markets across states and over a longer time
horizon. But as shown in this section, official measures and our claims-
based measures of unemployment contain similar informational content
about the degree and timing of labor market slack—the series are highly
correlated at both the state and national level and identify comparable
inflection points in economic activity.

The BLS calculates the US unemployment rate from the Current Popu-
lation Survey (CPS), a monthly survey of roughly 60,000 households
inquiring about their employment status; to be counted as unemployed,
a worker must have been available for work but not been employed during
the surveyed week and must have actively searched for work in the last
four weeks or been expecting to be recalled following a temporary layoff.
Official measures of state-level unemployment rates are intended to reflect
the same definition of unemployment but are instead a statistical con-
struct, derived in part from unemployment claims data.'” And the IUR is
calculated, for the United States as well as individual states, strictly from
reported Ul claims and coverage data.

It is immediately clear from figure 1 that our claims-based unemploy-
ment rates almost perfectly align with the IUR both in terms of levels and

9. See online appendix A.3 for further discussion of conceptual similarities, differences,
and robustness checks.

10. The BLS Local Area Unemployment Statistics program uses data from the CES, CPS,
and state Ul programs to estimate state unemployment rates, but the methodology is some-
thing of a black box to the public; see the BLS Local Area Unemployment Statistics program
web page.
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inflection points; the correlation between Ohio’s claims-based unemploy-
ment rate and the [UR is 0.98 in the overlapping sample. The key advantage
of our state-level claims-based unemployment rates relative to IUR data
is simply data availability: at a monthly frequency, digital state-level [UR
data are only presently available from ETA back to February 1986, and data
limitations appear to preclude digitizing and backdating consistent monthly
state-level IUR series to the 1940s or 1950s; see online appendix A.1.

On the other hand, there is a level difference between our series and the
official unemployment rates. More similar to the IUR, our claims-based
unemployment rates are restricted to individuals qualifying for and claim-
ing regular state Ul benefits as reported weekly by state unemployment
offices to the ETA or preceding agencies. This is a subset of the population
surveyed by the CPS: state UI programs have typically excluded certain
workers from benefit eligibility, notably agricultural and self-employed
workers, while federal employees and veterans have usually been covered
by separate federal Ul programs.'" Consequently, our claims-based unem-
ployment rates should be strictly lower than the BLS unemployment rates
because of the narrower pool of benefit-eligible workers and because anyone
unemployed beyond the maximum duration for regular state Ul benefits
will drop out of our measure.

Figure 1, panel A, shows such an expected level difference between the
official unemployment rate and our claims-based unemployment rate for
Ohio, one that is quite stable. A stable level difference poses no impediment
to business cycle analysis so long as the series are highly correlated (they
are, with a correlation coefficient of 0.81) and identify comparable inflec-
tion points (they do); moreover, it could be differenced out or removed by
detrending the series if desired.'

The level difference between the US series, however, shrinks moving
back into the 1950s and 1940s, which is partly driven by our use of non-
farm payroll employment in the denominator of equation (1); when a larger
share of workers are employed in agriculture and appear in the CPS survey
measure of employment but not the CES measure we use, it mechani-
cally pushes up our claims-based unemployment rate relative to the CPS

11. The larger pool of state and local government workers has been eligible for state UI
programs for most of our sample and thus appear in our IC and CC measures. Official [UR
series also typically focus on regular state Ul programs and exclude federal UI programs,
helping to explain the close match between the series seen in figure 1.

12. The correlation between the annual percentage point change in these two unemploy-
ment rates for Ohio is 0.82.
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unemployment rate.”* As would be expected, substituting the CPS measure
of employment into equation (1) would hardly have any effect in recent
decades but would gradually start pulling down our US claims-based
unemployment rate moving back in time into the early postwar era, as seen
in online appendix figure B.1. While using CPS employment would reduce
the convergence in levels between the two US unemployment series in the
1940s—1960s, state-level CPS employment data are not available from the
BLS until January 1976—precisely why we use the CES employment data.

Despite the time-varying level difference, our US claims-based unem-
ployment rate identifies similar peaks and troughs as the BLS unemploy-
ment rate, as seen in figure 1, panel B, and quantified in section III.A, and
the secular decline in the share of workers employed in agriculture would
be absorbed by most detrending exercises. To illustrate this point, online
appendix figure B.2 depicts the cyclical versus trend components of the
official US unemployment rate (blue) and our US claims-based unemploy-
ment rate (red), both extracted using a Hodrick-Prescott filter (Hodrick and
Prescott 1997). The detrended data underscore that the time-varying level
difference between the series does not impede business cycle analysis: the
inflection points between positive and negative cyclical unemployment line
up nearly perfectly between the two detrended series, particularly so in the
earlier decades when there was a greater divergence between total employ-
ment and nonfarm payroll employment. And the two filtered series are highly
correlated, with a correlation coefficient of 0.89 for the full sample and
0.94 for the pre-1976 sample.'*

One possible concern about our claims-based unemployment rate is that
the maximum duration of benefits have, to a degree, changed over time;
procyclical changes in benefit duration would be particularly problematic
and would not be absorbed by detrending exercises. Our construction of
claims-based unemployment rates from only regular state Ul programs is
partly intended to avoid such a confounding influence from standing or

13. The ratio of total farm employment to nonfarm payroll employment fell from
23.6 percent in 1947 to 6.4 percent in 1970 (Historical Statistics of the United States, Colonial
Times to 1970, https://www.census.gov/library/publications/1975/compendia/hist_stats_
colonial-1970.html); the CPS/CES employment ratio starts flattening out around 1970.

14. Hamilton (2018) raises compelling concerns about the Hodrick-Prescott filter and
proposes an alternative linear forecasting method for detrending data, but the implied trend
in unemployment is highly sensitive to any recent recession, quickly rising and thus generat-
ing rapid declines in cyclical unemployment. While we prefer the Hodrick-Prescott filter in
this context, the Hamilton (2018) method generates similar inflection points and correlations
in cyclical unemployment measures.


https://www.census.gov/library/publications/1975/compendia/hist_stats_colonial-1970.html
https://www.census.gov/library/publications/1975/compendia/hist_stats_colonial-1970.html
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ad hoc benefit extensions during recessions. We also examine how the
maximum benefit duration for regular state programs evolved using
the State Unemployment Insurance Laws data set compiled by Maxim
Massenkoff for 1970-2018, which we extend back to 1947 from scanned
DOL reports.'* Online appendix figure A.1 shows that the average maxi-
mum duration of benefits is quite stable throughout our sample of interest,
and online appendix figure A.2 shows that the average duration of unem-
ployment is almost always well below typical maximum benefit durations; as
such, legislative changes to the maximum duration of regular benefits
should have a minimal influence over time variation in our digitized Ul
claims.'®

Another possible concern is that expansion of Ul coverage in the early
postwar era might be driving cyclical variation in our claims-based unem-
ployment rate. Our use of nonfarm payroll employment in the denominator
of equation (1) is always broader than the covered employment measure
used in IUR calculations, but the share of workers covered by Ul programs
rose sharply in the early postwar era (McMurrer and Chasanov 1995),
partly because of Ul policy expansions and partly because of the shift from
(mostly uncovered) farm labor to (mostly covered) nonfarm labor.

We digitize annual data on US covered employment for regular state
programs back to 1945 to examine any concerning influence of expand-
ing Ul coverage for our claims-based unemployment rates. Online appen-
dix figure A.4 shows that the ratio of US covered employment to nonfarm
payroll employment was quite stable at roughly 72-75 percent from the
1940s through early 1970s, then—driven by two federal policy changes—
jumps to roughly 95-97 percent by the late 1970s. Congruently, figure 1,
panel B, shows that our US claims-based unemployment rate and our
backdated IUR series line up almost seamlessly since the late 1970s, but
diverge slightly in earlier years, before this coverage expansion. But the
two series are consistently capturing the magnitude and timing of business

15. See Maxim Massenkoff, “State Unemployment Insurance Laws,” http://maxim
massenkoff.com/data.html, accessed October 25, 2021.

16. McMurrer and Chasanov (1995) similarly document stability in max benefit dura-
tions for regular state programs over much of our historical sample of study. As an additional
robustness check we also compute an alternative variant of our claims-based unemployment
rate only using IC data, which will not be affected by changes in maximum duration poli-
cies. Online appendix figure B.3 plots the (IC + CC) claims-based unemployment rate along
with the IC-only variant; the two series track each other quite closely. This strong correla-
tion highlights the fact that even after the trough of a business cycle, new separations from
employment remain elevated for a significant period of time.


https://maximmassenkoff.com/data.html
https://maximmassenkoff.com/data.html
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cycles throughout the sample, which is reassuring. Moreover, the last (and
largest) Ul coverage expansion occurs in the late 1970s, when the BLS
state-level unemployment rates exist (these should be unaffected by cover-
age expansions); reassuringly, we do not observe a systematic change in
our claims-based unemployment series relative to the official data around
this period. But if desired, this federal expansion of UI coverage could
be absorbed by detrending exercises; the Hodrick-Prescott-filtered cyclical
components of the US claims-based unemployment rate and the IUR line
up nearly identically (correlation of 0.98) throughout the sample and only
the trend components diverge before the late 1970s; see online appendix
figure B.2, panel B."”

Previewing some things that follow, much of our analysis below studies
relative state-level variables that difference out national labor market aver-
ages, absorbing any common effect from federal policy changes. More-
over, the important changes we document regarding the convergence of
unemployment dynamics across states and the emergence of a more uni-
form business cycle occur in the early postwar era, before the Ul coverage
expansions of the 1970s, meaning that these results are not being driven or
biased by any spurious variation from those policy changes.

1.D. Fitted Claims-Based Unemployment Rates

Given the distinctions between the BLS state-level unemployment rates
and our (unfitted) claims-based unemployment rates, we also estimate an
alternative “fitted” measure of state unemployment rates using a statistical
model of the relationship between the two series since January 1976. As the
BLS uses Ul claims as an input into their (not publicly known) statistical
model, our fitting exercise explores how much informational content Ul
claims alone have for official state-level unemployment rates, since this is
effectively the data world that exists pre-1976, before CPS micro data are
available.”® If a good fit to official unemployment rates is achieved with
UI claims, that helps build confidence that the claims data capture con-
sistent features of state-level labor markets, or even more mechanically,
that claims are a key input to the BLS statistical model. The regression

17. As another related robustness check, we also compute an alternative annual version
of our claims-based unemployment rates using state-level covered employment instead of
nonfarm payroll employment; the Hodrick-Prescott-filtered series are nearly a perfect match
with that of our claims-based unemployment rates for every state, underscoring that a simi-
lar degree of labor market slack is being driven by claims, not employment data; see online
appendix figure B.4.

18. Similarly, more detailed CES data are not available until 1990.
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framework we choose captures the idea that a state’s unemployment rate is
likely higher than the national rate when that state is experiencing a higher
claims-based unemployment rate relative to the national claims-based rate;
it also reflects that the national unemployment rate has predictive power for
state unemployment rates, particularly as pertains to long-term unemploy-
ment, exhaustion of state benefits, and UI eligibility. We then use the fitted
model to backcast predicted state unemployment rates before 1976.

To construct our fitted state-level series, we first estimate the relation-
ship between the official and claims-based unemployment rates for each
state 7 in month ¢ with the following specification:

(2) URglﬁr[M — BOJ + B L < UREt/airrix — URZC/{S('Uth> + BZJ UR gé};[lc[al + €

where UR{“™ — URG¢™ measures the difference between the state and
national claims-based unemployment rates and UR %< is the national unem-
ployment rate. Equation (2) is estimated on data spanning January 1976 to
December 2023 for each state, and we use these fitted models to generate
predicted unemployment rates for January 1948 to December 1975, which
are merged with model estimates for January 1976 onward.

This simple statistical model fits the state-level data extremely well, and
the predicted unemployment rates capture state business cycle features that
are entirely consistent with the two unemployment measures used in esti-
mating equation (2)." Both correlates are highly significant predictors
of a state’s official unemployment rate and the average R’ is 0.84. The
average correlation coefficient of the official and predicted unemployment
rates is 0.91, with a maximum of 0.98 (Indiana) and a minimum of 0.80
(Nebraska and New Mexico). Revisiting our earlier illustrative example,
figure 2 plots our fitted claims-based unemployment rate for Ohio (solid
black line) along with the BLS unemployment rate (dotted gray) and our
unfitted claims-based unemployment rate (dashed gray) that were plotted
in figure 1, panel A.?° The fitted claims-based unemployment rate picks up
on inflection points in Ohio’s business cycle that are nearly identical to

19. Reassuringly, adding a covariate for the ratio of US covered unemployment to total
unemployment—which, if serious, would help address the concern about UI coverage expan-
sion discussed above—does not meaningfully improve the model fit or change the predicted
series. Similarly, adding state-level controls for changes in Ul policy parameters has a neg-
ligible effect on the fitted claims-based unemployment rates; see online appendix figure A.3.

20. Online appendix figure C.1 plots our fitted claims-based unemployment rates for
each state along with state recession dates (gray bars) derived from them (see section II1.B)
and BLS unemployment rates when available.
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Figure 2. Comparison of the Official and Fitted Claims-Based Unemployment Rates
for Ohio
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Data sample from January 1948 to December 2023. Shaded bars are NBER recession dates.

those of the official unemployment rate over 1976-2023 and to our unfitted
series over the full 1948-2023 sample.

The fitted and unfitted series both have their advantages and drawbacks.
One advantage of the fitted unemployment rates is that the official US
unemployment rate helps anchor them, removing the level differences,
but the inflection points remain virtually an identical match. The inclusion
of the US unemployment rate as a regressor in equation (2) also helps to
smooth the fitted claims-based unemployment data, as unemployment data
are less noisy than claims data. A minor related drawback of the fitted series
is that using the US unemployment rate in equation (2) modestly limits the
availability of our fitted claims-based unemployment rate to January 1948,
a year later than our unfitted series.

Another drawback of the fitted unemployment rates is the fact that out-
of-sample observations are constructed on the assumption of a stable empir-
ical relationship. To gauge this potential threat, we leverage state-level data
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available at a lower frequency to test the out-of-sample forecast of our fitted
claims-based unemployment rates when feasible: in online appendix A.4,
we use the CPS Annual Social and Economic Supplement (ASEC) to
construct annual snapshots of state-level “unemployment rates” back to
1962 for larger states with more observations. Encouragingly, the fitted
claims-based unemployment rates track the alternative ASEC-based unem-
ployment rates quite well, both out of sample (1962—-1975) and in sample
(1976-1989); see online appendix figure A.6.

Reassuringly, the unfitted and fitted claims-based unemployment rate
series also generate similar results when examining the timing of reces-
sions and pace of recoveries, as discussed in section III and various robust-
ness checks in online appendix B.2. We include both the unfitted and fitted
series in our data set and let researchers determine which is more appropriate
for their uses.

Il. Evolving Regional Adjustments Revisited

With our claims-based unemployment rates in hand, we first use our his-
torical data set to revisit the question of how labor markets adjust to local
demand shocks, contributing new causal evidence on how those adjust-
ments have evolved since World War I1. This application builds on the sem-
inal work of Blanchard and Katz (1992) and related work by Dao, Furceri,
and Loungani (2017), among others.?' Blanchard and Katz (1992) estimate
relative employment, unemployment, and participation responses to inno-
vations from vector autoregression (VAR) residuals over a 1978-1990
sample; they find employment responds strongly and remains persistently
depressed following adverse shocks, whereas unemployment and participa-
tion see more muted, transitory responses, and thus conclude that interstate
migration accounts for most of the adjustment to local demand shocks. Dao,
Furceri, and Loungani (2017) revisit this question over a longer 1978-2013
sample, identifying local demand shocks using a Bartik instrument in
a VAR framework; they find that labor mobility is less of an important
short-run macroeconomic adjustment mechanism and state unemployment
rates instead bear the brunt of the short-run adjustment. Like much of the
related literature, both studies are constrained by the availability of offi-
cial state unemployment, employment, and participation rates. To better

21. Several related papers study specific shocks, for example, Davis, Loungani, and
Mahidhara (1997) on oil shocks and military base closures; Autor, Dorn, and Hanson (2013)
on the China shock; and Yagan (2019) on the Great Recession.
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understand the postwar evolution of local labor market adjustments, we
estimate responses of relative employment, population, and claims-based
unemployment rates to local labor demand shocks in an LP-IV framework
over a much longer 1950-2019 sample and staggered subsamples.

II.A. Dispersion and Persistence of Local Adjustments

We first revisit two overarching empirical observations motivating this
literature, reexamined over a longer postwar horizon. Blanchard and Katz
(1992) document a wide dispersion in employment growth rates across US
states; moreover, they find a high degree of persistence in states’ average
employment growth rates between a 1950-1970 sample and a 1970-1990
sample. In a similar spirit, Dao, Furceri, and Loungani (2017) analyze the
dispersion of growth in annual employment across states over 1977-2015,
finding that the standard deviation has fallen since the early 1990s; they
also confirm that a high degree of persistence in employment growth and
unemployment rates still holds when comparing more recent subsamples
(1977-1994 and 1995-2013). The significant degree of heterogeneity and
persistence in state labor market conditions would motivate interstate
migration as a potentially important adjustment mechanism following local
labor demand shocks.

We, in turn, look at the dispersion of relative employment growth and
unemployment rates across US states over a longer 1948-2023 sample.
Relative employment growth (unemployment) measures each state’s year-
over-year growth in nonfarm payroll employment (unfitted claims-based
unemployment rate) less that of the national rate. Figure 3 plots states’ rela-
tive employment growth rates (panel A) and relative unemployment rates
(panel B) with a solid gray line for each state (left axes) and the standard
deviation across states (dashed black lines, right axes). The dispersion in
relative employment growth spikes during recessions for the entire postwar
sample, as Dao, Furceri, and Loungani (2017) observe since 1977, as does
the dispersion in relative unemployment. But up until the COVID-19 pan-
demic, the degree of dispersion across states has generally trended down-
ward throughout the postwar era, both for employment and unemployment.?

To quantify this trend more clearly, table 1 reports the maximum stan-
dard deviation of relative employment and unemployment from figure 3
during or within six months of each national recession, as identified by

22. Stock and Watson (2010) similarly document a trend decrease in the volatility of
growth in home building permits across US states over 1969-2007, particularly since the
mid-1980s.
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Figure 3. Dispersion of Employment Growth and Unemployment across US States

Panel A: Relative employment growth rates
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Data sample from January 1948 to December 2023. Relative employment growth shows each
state’s annual nonfarm payroll employment growth less US nonfarm payroll employment growth.
Relative unemployment rates show each state’s unfitted claims-based unemployment rate less the US
claims-based unemployment rate. Relative employment growth and unemployment rates for each state
(gray lines) are scaled on the left axis. The standard deviations of each series (dashed black line) are
scaled on the right axis. Shaded gray bars are NBER recession dates.
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NBER. Table 1 broadly underscores a long-run trend of states increasingly
experiencing more similar labor market dynamics in recessions, particu-
larly since the early 1980s. But the results in figure 3 and table 1 document
increasing similarities in state-level labor markets over the postwar era
during both recessions and expansions. State-level variation notably tends to
gradually decrease during relatively longer periods of economic tranquility,
with the dispersion in relative unemployment trending down throughout
the unusually long business cycle expansions of the 1960s and those since
the start of the Great Moderation.

We also examine the persistence of labor market outcomes across states.
Panel A of figure 4 compares average employment growth rates for each
state in one decade relative to their growth rate in the subsequent decade, all
the way from a comparison of the 1950s against the 1960s (top left) through
a comparison of the 2000s against the 2010s (bottom right). A strong posi-
tive correlation is found in the early postwar decades, but since the 1970s,
the relationship between average employment growth in one decade and the
next has weakened considerably, highlighting less persistent differences in
states” employment conditions in recent decades. Conversely, panel B of
figure 4 documents a much more persistently positive relationship between
states’ relative claims-based unemployment rates across decades.” Both the
employment and unemployment persistence figures also show less disper-
sion in labor market conditions in more recent decades, consistent with the
results in figure 3. Broadly speaking, our evidence of a diminishing persis-
tence in employment growth and less dispersed labor market outcomes sug-
gests less scope for migration as an adjustment to local labor market shocks
in more recent decades.

11.B. Adjustments to Bartik Industry Share Shocks

In this section, we more formally analyze the local labor market responses
to labor demand shocks and assess how these responses have changed over
the postwar era. For our local labor market demand shock, we take a simi-
lar Bartik instrument approach to identification as used by Dao, Furceri,
and Loungani (2017).> To capture each state’s exposure to national labor

23. Neumann and Topel (1991) document a similar persistence in annual relative state
IURs over intervals spanning 1950—1985, consistent with our longer analysis of monthly
claims-based unemployment rate data and contrary to the evidence presented by Blanchard
and Katz (1992).

24. Davis, Loungani, and Mahidhara (1997) take a similar approach to constructing state
industry mixes of employment interacted with national employment growth rates as one of
their studied local demand shocks.
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Figure 4. Changes in Log Employment and Unemployment by Decade across US States

Panel A: Employment growth rates
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demand shocks, we construct a relative industry mix variable for each
state’s annual personal income growth weighted by industrial composition,
measured relative to the national average for industry-weighted personal
income growth. For state 7, the industry mix variable in year ¢, imix, , is con-
structed as a weighted share of personal income growth across J industries:

(3) imixi; =20 J,,A1n<77,».,-,,)].

The weights 6, in equation (3) reflect state i’s share of personal income
growth in industry j in year ¢, taken as a five-year moving average, which
are used to scale Aln(7,,,), the annual growth of log personal income in
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Figure 4. Changes in Log Employment and Unemployment by Decade across US States

(Continued)

Panel B: Relative claims-based unemployment rates
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Data sample from 1950 to 2010. Panel A plots each state’s average annualized log employment
growth in one decade against that of the next decade. Panel B plots each state’s average relative unfitted
claims-based unemployment rate in one decade against that of the next decade.

industry j for all states excluding i. Our relative industry income mix vari-
able, rimix,,, subtracts the national average from each state’s industrial mix
of personal income growth.

Dao, Furceri, and Loungani (2017) construct a version of this state-level
industry mix Bartik instrument from equation (3) using nonfarm private sector
employment by industry from the Bureau of Economic Analysis (BEA)
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Regional Economic Accounts (REA), based on twenty industries at the
two-digit Standard Industrial Classification (SIC)/North American Industry
Classification System (NAICS) industry level. The REA data on employ-
ment by industry, however, are only available starting in 1969. We instead
use REA data on annual personal income by major component and earnings
by industry because they are available for most states back to 1929, allow-
ing us to construct a Bartik instrument for the full sample of our claims-
based unemployment rates.” Our relative industry income mix variable
is based on nine industry groups that can be consistently constructed
across the NAICS, SIC, and BEA’s historical industry classifications. While
less refined in terms of industry exposure, our use of earnings as opposed to
employment is advantageous for capturing labor demand shocks through
both the extensive and intensive margins; changes in hours worked might
be more relevant than changes in employment following certain national
shocks.

‘We construct our Bartik instrument from earnings by industry using BEA’s
historical industry classifications up through 1957, SIC for 1958-2001,
and NAICS starting in 2002. Because the transition from SIC to NAICS
industry codes resulted in a large reclassification of workers from manu-
facturing to services employment (Fort and Klimek 2018), in our base-
line analysis below we drop all observations of our Bartik instrument
over 2000-2003 to avoid any potential industry contamination around
the SIC/NAICS transition in 2002 from the five-year centered moving
average; this approach is equivalent to constructing separate instruments
predating the NAICS era (up to 1999) and for the NAICS era (2004
onward).*

Our choice of labor market outcome variables is also motivated by
historical data availability. Blanchard and Katz (1992) and Dao, Furceri,
and Loungani (2017) estimate VAR systems using changes in relative
(log) employment growth, the relative (log) employment rate, and the
relative (log) participation rate, and then back out the implied responses

25. Data for Alaska and Hawaii start in 1950, and data are available back to 1929 for all
other states.

26. We thank Christopher House, Andrea Foschi, Linda Tesar, and Christian Probsting
for kindly flagging this concern about potential measurement error stemming from the SIC/
NAICS transition in such Bartik instruments. The construction by Dao, Furceri, and Loungani
(2017) of a similar Bartik instrument mixes employment across the two industry classifica-
tions around this time, which may be biasing their related results; see discussion in online
appendix B.2.
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of unemployment and population growth.?” But like the official state unem-
ployment rates, monthly state-level participation and employment rates
are only available back to 1976. We analyze dynamics of our claims-based
unemployment rate, nonfarm payroll employment, and total civilian popu-
lation because they are all available at the state level back to the 1940s.
Dao, Furceri, and Loungani (2017) argue that, in response to local demand
shocks, changes in the civilian working-age population—which they use
as a proxy for migration—should primarily be driven by net migration, as
adult mortality, incarceration, and immigration from abroad are unlikely to
respond quickly to local demand shocks; in the same vein, we expect that
the response of total population should also largely reflect net migration, as
births and child mortality are also unlikely to respond strongly or quickly
to local labor demand shocks.

We estimate state labor market adjustments to local demand shocks in
the following reduced form LP-IV panel regression framework:

“) AYi =0, + Y.+ Bhrimixi,t + (I)h <L>Zi,r—1 + €ivn

where o and v, are state and year fixed effects, respectively, and rimix;, is
the relative industry income mix Bartik instrument for state i in year . For
dependent variable of interest AY;,,,, we rotate in the cumulative change
in relative unemployment (AY,,,, = ¥,,.,,— Y, ..,), the cumulative log point
change in relative employment [AY,,,, = In(Y,,,,) — In(Y,,_,)] and the cumu-
lative log point change in relative population. The respective relative vari-
ables are constructed by subtracting the claims-based unemployment rate
for the United States from the claims-based unemployment rate for state i,
subtracting log employment for the United States from log employment
for state 7, and subtracting log population for the United States from log
population for state i. Regardless of which variable is being rotated in for

AY, .., Z,., is a vector of lagged controls containing first differences of the

It—

27. While we do not study employment rates due to historical data limitations, several
other papers have found persistent local employment rate responses more in keeping with our
results below, contrary to the transitory response of relative employment rates or participa-
tion rates documented by Blanchard and Katz (1992) and Dao, Furceri, and Loungani (2017).
For instance, Autor, Dorn, and Hanson (2013) find persistent local labor market responses
in areas more exposed to increased Chinese import demand over 1990-2007. And studying
state-level labor market hysteresis following the Great Recession, Yagan (2019) finds a high
degree of persistence in both employment and employment rates for states more exposed to
the recession.
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relative claims-based unemployment rate and log first differences of rela-
tive employment and population for each state, to mop up any state-specific
labor market trends not absorbed by the state and time fixed effects. In
keeping with the two-lag annual VAR specifications of Blanchard and Katz
(1992) and Dao, Furceri, and Loungani (2017), ¢, (L) is a lag polynomial
of order two.

For our benchmark analysis, we first estimate the local projections in
equation (4) over an annual sample of 1950-2019, with separate regres-
sions for each forecast horizon 2 € {0, 1, ..., 11}.?® The estimated sequence

—_ 11
{ B }] _, traces out the dynamic impulse response function for the cumulative

changes in relative labor market outcomes over the twelve-year forecast
horizon in response to a —1 percentage point shock to state i’s personal
income growth, given its industrial composition, relative to the national
average growth rate. The cumulative log point responses of relative employ-
ment and population reflect growth in state 7 less average national growth
over the same horizon, so impulse responses for all dependent variables are
measured in percentage points.

Because local labor market adjustments can be quite sensitive to sample
selection, we also estimate the same regressions over two evenly split sub-
samples: 1950-1985, reflecting the early postwar era through the Great
Inflation, and 1986-2019, capturing the Great Moderation through recov-
ery from the Great Recession (deliberately excluding the pandemic). The
top row of figure 5 depicts the impulse responses of relative (log) employ-
ment (left), relative unemployment (middle), and relative (log) population
(right) in response to the Bartik demand shocks over the full sample, along
with shaded 95 percent confidence bands constructed from robust standard
errors, clustered at the state level. The middle and bottom rows of figure 5
depict the responses of the same relative variables estimated over the earlier
and more recent subsamples, respectively.

Over the full postwar sample, the estimated response of relative employ-
ment growth to an adverse local labor market demand shock shows a gradual
but persistent decline, peaking 0.94 percentage points below national
growth after five years; the decrease is significant at the 95 percent confi-
dence level throughout the forecast horizon. The response of relative unem-
ployment is much more immediate, with a peak increase of 0.13 percentage

28. Our unfitted claims-based unemployment rate data begin in 1947, but we lose two
burn-in years in our sample due to the first-differenced lagged controls and another to the
differenced dependent variables. The choice of a twelve-year impulse response horizon is in
keeping with Blanchard and Katz (1992) and Dao, Furceri, and Loungani (2017).
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points after one year; the jump in unemployment is less persistent than the
decline in employment, and the null hypothesis of no effect on unemploy-
ment cannot be rejected at conventional levels of significance for much
of the second half of the impulse response horizon. Lastly, the negative
response of relative population is even more gradual and persistent than
that of employment, declining as much as 0.77 percentage points by the
end of the twelve-year forecast horizon; save the first year, when there is
no response on impact, the decline in population is consistently significant
at the 95 percent confidence level.

Our LP-1V impulse responses for the full sample qualitatively resemble
the main Bartik IV estimates of Dao, Furceri, and Loungani (2017), despite
varying regression frameworks and samples.?’ Across both, unemployment
sees the greatest response on impact, with a peak effect after one year;
employment sees a more gradual but fairly persistent decline; and popula-
tion sees a more gradual and more persistent decline than employment.
Moreover, our benchmark impulse response estimates are far more similar
to the Dao, Furceri, and Loungani (2017) IV estimates than their OLS esti-
mates, intended as more in keeping with the earlier Blanchard and Katz
(1992) estimates.

Looking to the bottom two rows of figure 5, it is clear that state labor
market adjustments to local shocks have weakened in more recent decades.
The response of relative employment growth to an adverse local labor
demand shock is somewhat stronger in the earlier postwar sample, falling
0.99 percentage points after six years, whereas the drop in employment is
smaller and less gradual in the more recent sample, with peak decline of
0.83 percentage points after three years; and the decline in employment
remains highly persistent and significant at the 95 percent level throughout
the forecast horizon when estimated over 1950-1985, whereas the decline
is transitory when estimated over 19862019, with point estimates roughly
reverting to zero after a decade.

Similarly, an immediate jump in unemployment is even more pro-
nounced when estimated over 19501985, rising by 0.15 percentage points
after one year, than when estimated over the entire sample but again gener-
ally follows a qualitatively similar path as the estimates for 1950-2019.
Conversely, the rise in unemployment estimated over 19862019 is more
muted, with a peak increase of 0.09 percentage points after two years, and
less persistent.

29. Dao, Furceri, and Loungani (2017) do not plot confidence intervals in their figures,
hence our inability to speak to comparisons of the statistical significance of our two sets of
impulse responses.
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But the most notable difference between labor market adjustment mar-
gins between the two subsamples are those of population. Estimated over
1950-1985, relative population sees a gradual and highly persistent decline
quite similar to the impulse response estimated over the full sample, falling
0.73 percentage points by the end of the forecast horizon. Estimating equa-
tion (4) over the 1986-2019 sample, we instead see a peak relative population
response of 0.50 percentage point decline after ten years, moderating to
0.44 percentage points by the end of the forecast horizon. Dao, Furceri,
and Loungani (2017) find an even sharper attenuation of relative popula-
tion responses when comparing post-1990 subsamples with a 1978-1990
subsample, though their Bartik instrument may reflect mismeasurement
from the SIC/NAICS transition in more recent samples.*® Regardless, our
results place such a trend in much longer historical context, and both sets
of results may mirror a broader trend of decreasing internal migration rates
in recent decades, particularly since the early 1980s (Molloy, Smith, and
Wozniak 2011).

In the more recent subsample, the still sizable but less persistent response
of relative employment, weaker response of relative unemployment, and
more muted response of relative population all seem consistent with labor
force participation playing more of a role in adjustment and employment
recovering because of decreased out-migration—consistent with recent
evidence that nonparticipation is a key adjustment margin (Elsby, Hobijn,
and Sahin 2015; Yagan 2019).

Given the sensitivity of local labor market adjustments to choices
about sample, in online appendix B.2 we estimate the local projections in
equation (4) as rolling regressions over staggered twenty-five-year estima-
tion samples. Online appendix figure B.6 shows that the headline results in
figure 5 for our postwar subsample split are broadly robust to more refined,
staggered subsamples: across relative employment, unemployment, and
population we consistently see a substantial attenuation of impulse responses
estimated starting in the mid-1980s or later, with these peak effects shrink-
ing roughly 45-65 percent from those estimated over earlier decades.

In the online appendix, we also disaggregate our rimix;, Bartik instrument
into “very positive” and “very negative” shocks, defined as above-average
positive and below-average negative shocks, respectively, and document

30. Online appendix figure B.5 replicates figure 5 without dropping our Bartik instru-
ment for 2000-2003, which shows even greater attenuation of the relative population
response between the 1950-1985 and 19862019 subsamples, more similar to the relative
population responses reported by Dao, Furceri, and Loungani (2017).
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nonlinear effect of local shocks, not just sign but in magnitude; see online
appendix figure B.7. The key takeaway from our disaggregation is that there
are fewer “very positive” and “very negative” shocks in the 1986-2019
sample than the 1950-1985 sample, and the mean (absolute) values are
smaller in the later sample than the earlier sample.’' Fewer and relatively
smaller “large” relative labor market shocks in more recent decades
correspond with the declining dispersion in states’ relative employment
growth and unemployment rates seen in figure 3, all wholly consistent
with a smaller migration response in recent decades: the improvements
in labor market conditions that could be achieved by migration appear to
have diminished in more recent decades as states look increasingly similar
across the national business cycle.

I1l. Unemployment Recoveries from Recessions

Studies of state or regional business cycles often difference out the national
business cycle—as our analysis above did—for good reasons, for example,
stationarity of outcome variables, identifying variation from Bartik instru-
ments, and so on. But the US business cycle is surely influencing the evolution
of states’ labor market adjustments analyzed in section II. Moreover, evi-
dence from states can help shed light on the evolution of the aggregate US
business cycle. In this section, we use our historical measures of unemploy-
ment to examine various features of postwar US business cycles and the
evolution of unemployment dynamics at both the state and national level.
We first use our claims-based unemployment rates to identify business
cycle peaks and troughs for the United States and for all fifty states; we
show that these recession dates line up reasonably well with inflection
points estimated from the official US unemployment rate and existing esti-
mates of state recession probabilities in overlapping samples, respectively.
We then use these recession dates and our new data set to study the rate
and degree to which unemployment recovers following recessions. Most
related research on unemployment dynamics focuses on the national busi-
ness cycle, but our historical claims-based unemployment rates allow us to
study heterogeneity across states, exploiting a much larger postwar sample
of observations. In particular, we explore the evolving dispersion of states’

31. For rimix};}, there are 346 observations (mean of 1.3 percentage points) in the early
sample and 207 observations (mean of 1.0 percentage points) in the later sample. For rimix;,,
there are 314 observations (mean of —1.4 percentage points) in the early sample and 163
observations (mean of —1.1 percentage points) in the later sample.
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unemployment recovery rates as well as changes in unemployment relative
to state-specific business cycle troughs.

111.A. Recession Dating for the US Business Cycle

To analyze the speed and dispersion of unemployment recoveries, we
must first choose a chronology of business cycle inflection points.*> There
are various approaches to identifying peaks and troughs in the business
cycle; see Romer and Romer (2019) for an overview. We adopt the rela-
tively simple, unemployment-based recession dating algorithm proposed in
Dupraz, Nakamura, and Steinsson (2024), which generates a close match to
the NBER recession dates. The Dupraz, Nakamura, and Steinsson (2024)
recession dating algorithm identifies local minima and maxima of the unem-
ployment rate, ignoring low-frequency variation, similar in spirit to the Bry
and Boschan (1971) algorithm or the unemployment-based Sahm (2019)
rule; see online appendix A.5 for an overview of the Dupraz, Nakamura,
and Steinsson (2024) algorithm.* Table 2 reports national business cycle
peak and trough dates identified by the algorithm from our US claims-
based unemployment rate as well as those from the BLS unemployment
rate, along with NBER recession dates as a benchmark.

The two unemployment-based chronologies of recession dates gener-
ate a relatively consistent match with one another. The peaks and troughs
identified from the claims-based unemployment rate generally occur earlier
than those generated from the official unemployment rate, with an average
absolute discrepancy of 3.8 months for troughs versus 5.8 months for peaks.
The UI claims we use in constructing our claims-based unemployment
rates are faster to pick up changes in the labor market—in particular, IC
are a leading economic indicator—than the official unemployment rate,

32. The common alternative to using chronologies is estimating a Markov regime-
switching model, first popularized by Hamilton (1989), in which turning points are unob-
served latent variables; the model produces posterior probabilities that a given period is an
inflection point, and hence recession probabilities. A chronology of inflection points is far
more tractable for estimating recovery speeds and for comparisons with the recent literature
on national recoveries.

33. The Dupraz, Nakamura, and Steinsson (2024) algorithm also identifies peaks and
troughs in US business cycles that are nearly identical to the chronology in Hall and Kudlyak
(2020, 2022) based on observed peaks and troughs in the US unemployment rate.

34. As a robustness check, we also estimate state recession peaks and troughs using the
Bry and Boschan (1971) algorithm, which generates similar results. The Sahm (2019) rule
heuristic for identifying recessions is based on the three-month moving average of the US
unemployment rate rising at least 0.5 percentage points above its preceding twelve-month
low, which could also be adapted to state unemployment rates.
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Table 2. Business Cycle Peaks and Troughs

Dupraz, Nakamura, and Steinsson (2024)
dating algorithm

NBER CBUR Official UR
Peak Trough Peak Trough Peak Trough

1 Nov. 1948 Oct. 1949 [Dec. 1948]  Oct. 1949  [Jan. 1948]  Oct. 1949
2 [July 1953] May 1954  Apr. 1953 Sep. 1954  May 1953 Sep. 1954
3 Aug. 1957 Apr. 1958  Dec. 1955 May 1958  Mar. 1957 July 1958
4 Apr. 1960 Feb. 1961  June 1959 Mar. 1961  Feb. 1960 May 1961
5 Dec. 1969 Nov. 1970 June 1969 Nov. 1970 Sep. 1968 Dec. 1970
6 Nov. 1973 Mar. 1975 Apr. 1973 May 1975  Oct. 1973 May 1975
7a  Jan. 1980 July 1980  Nov. 1978 July 1980  May 1979

7b  July 1981 Nov. 1982 June 1981 Oct. 1982 Nov. 1982
8 July 1990 Mar. 1991  Nov. 1988 Mar. 1991  Mar. 1989 June 1992
9 Mar. 2001 Nov. 2001 Apr. 2000 Mar. 2002 Apr. 2000 June 2003

10 Dec.2007  June2009  Apr.2006  May 2009  Oct.2006  Oct. 2009
11 [Feb.2020] Apr.2020 June2019  May2020 Sep.2019  Apr. 2020

Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA, and BLS.

Note: Recession dates for the claims-based unemployment rate (CBUR) and official unemployment
rate (UR) are generated using the Dupraz, Nakamura, and Steinsson (2024) algorithm, setting param-
eter X' = 1.5 for the official UR and X' = 1.0 for the CBUR; see online appendix A.5 for details. For the
NBER recession dates, the peaks in July 1953 and February 2020 are bracketed to note that the identified
quarterly peak occurred earlier, in 1953:Q2 and 2019:Q4, respectively. For the algorithm, the peaks in
December 1948 and January 1948 are bracketed to note that the algorithm cannot identify those peaks
due to data limitations; both dates are hard-coded based on minima during available samples.

a lagging economic indicator. Online appendix figure B.8 plots cross-
correlograms for the official US unemployment rate versus our claims-
based unemployment rate as well as the IUR; these figures highlight that, in
addition to being highly correlated with the official unemployment rate,
both claims-based indicators tend to slightly lead the official unemploy-
ment rate—consistent with business cycle peaks and troughs being identi-
fied slightly earlier when using our claims-based unemployment rate instead
of the official unemployment rate, as seen in table 2.

Unsurprisingly, the unemployment-based recession dates align better for
troughs than peaks. A challenge with the Dupraz, Nakamura, and Steinsson
(2024) algorithm is a sensitivity to “flat peaks” in economic activity, that
is, trying to identify local minima around low and relatively stable unem-
ployment rates late into business cycle expansions, which is never an issue
for troughs. The worst peak match is the end of the recovery from the
1953-1954 recession, where the peak dates from the unemployment-based
chronologies are fifteen months apart—a dating discrepancy easily under-
stood by looking at figure 1, panel B, which shows an unusually flat peak
in US unemployment. The official unemployment rate (gray dashed line)
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reaches close to its local minimum in 1955 but jumps around before reach-
ing a minimum in March 1957, whereas the claims-based unemployment
rate (black line) hits its local minimum in December 1955 and is slightly
trending upward into 1957. If we discard this extreme case, the average
discrepancy between the peak dates is 4.8 months, roughly in line with the
average absolute discrepancy in troughs, implying comparable recession
recovery durations on average.

Overall, the unemployment-based recession dates also generate a rela-
tively consistent match with the NBER business cycle dates. One notable
difference between the two unemployment-based recession dates is that the
claims-based unemployment rate series identifies a double-dip recession in
the early 1980s, spot on with the July 1980—July 1981 recovery identified
by NBER, but only a single, longer recession is identified from the official
unemployment rate.* Looking back to figure 1, this divergence is again easily
understood: there is only a modest decline in the official unemployment
series in late 1980 and early 1981 but a much more pronounced dip in our
claims-based unemployment series. Our US claims-based unemployment
rate also generates a closer match to the NBER trough dates than does the
official unemployment rate: ignoring the initial 1980 recession, the average
absolute difference between the claims-based and NBER trough dates
is 1.4 months, versus 4.6 months between the official unemployment rate
and NBER trough dates. Both the claims-based and official unemployment
rate series do a worse job matching the NBER peaks than matching the
NBER troughs, again reflecting the flat-peak challenge with the Dupraz,
Nakamura, and Steinsson (2024) algorithm; the claims-based and official
unemployment rate recession dates have an average absolute discrepancy
of 11.9 months and 7.9 months, respectively, from the NBER peaks.

In our baseline analysis below, we employ the recession dates inferred
from the official US unemployment rate as a better crosswalk with the exist-
ing literature. Online appendix B.3 provides additional results using reces-
sion dates inferred from our claims-based unemployment rates; our headline
results are robust to choices about chronologies of national recession dates.

111.B. Recession Dating for US States

To understand the evolution of state-level business cycles, we next need
business cycle peaks and troughs at the state level, and we construct them

35. The chronology of recession dates identified by Hall and Kudlyak (2020, 2022) from
the US unemployment rate similarly does not identify a double-dip recession in the early
1980s.
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by applying the Dupraz, Nakamura, and Steinsson (2024) recession-dating
algorithm to our fitted claims-based unemployment rate for each state.*
Online appendix figure C.1 depicts our claims-based unemployment rates
(blue lines) and the state recession dates derived from them (gray bars)
for every state. As a validation exercise, we compare our claims-based
peak and trough dates for US states with the state recession probabilities
estimated by Owyang, Piger, and Wall (2005) using a Markov regime-
switching model; they produce estimates of state recession probabilities for
February 1979-June 2002, a sample limited by the availability of the state
coincident indexes, which in turn are limited by the unavailability of the
BLS state unemployment rates before 1976.3 Online appendix figure C.1 also
depicts the Owyang, Piger, and Wall (2005) state recession probabilities for
this subsample (red lines).

Broadly speaking, the crosswalk suggests that our claims-based unem-
ployment rates identify similar business cycle dynamics for most states,
particularly larger ones, during the overlapping 1979-2002 sample; the
similarities and differences between our state-level recession dates and the
recession probabilities in Owyang, Piger, and Wall (2005) are discussed
in more detail in online appendix C. Some differences are to be expected.
Markov-switching models and the Dupraz, Nakamura, and Steinsson (2024)
algorithm identify fundamentally different objects, and state-level coinci-
dent indexes are a related but broader measure of economic activity than
state unemployment rates, our exclusive focus in identifying recession
dates. Neither approach is right or wrong per se. But online appendix
figure C.1 underscores a drawback of using the Markov regime-switching
approach for studying recovery rates: our recession dates exhibit fewer

36. Itis less obvious how to appropriately set the parameter X for the Dupraz, Nakamura,
and Steinsson (2024) algorithm for states, which have more varied amplitudes of unemploy-
ment than the nation. For the national (unfitted) claims-based unemployment rate we set
X = 1.0, which generates a good match with NBER recession dates (reported in table 2). For
states, we compute the ratio of the state-level and national claims-based unemployment rates
and scale each state’s X parameter accordingly, and then rescale these down by 25 percent to
be conservative; see online appendix A.5 for details.

37. The Federal Reserve Bank of Philadelphia produces up-to-date monthly state coinci-
dent indexes using the model of Crone and Clayton-Matthews (2005), but data are simi-
larly only available starting in January 1979 or later. The coincident indexes are estimated
from four state-level variables: nonfarm payroll employment, average hours worked of
production workers in manufacturing, the official state unemployment rate, and real wage
and salary disbursements; see Federal Reserve Bank of Philadelphia, “State Coincident
Indexes,” https://www.philadelphiafed.org/surveys-and-data/regional-economic-analysis/
state-coincident-indexes.


https://www.philadelphiafed.org/surveys-and-data/regional-economic-analysis/state-coincident-indexes
https://www.philadelphiafed.org/surveys-and-data/regional-economic-analysis/state-coincident-indexes
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erratic, short-lived recessionary spikes or dubiously long recessionary
periods, and no judgment is required regarding a cutoff for recession
probabilities to identify recovery dates and durations. The principal advan-
tage to our approach, however, is the ability to identify inflection points
in state business cycles for more than thirty additional years when using
our claims-based unemployment rate series instead of existing off-the-shelf
state coincident indexes. It would be possible to construct backdated coin-
cident indexes using our new data set and estimate state recession probabilities
over a longer horizon, but we leave that for future research.

111.C. National and State Unemployment Recovery Rates

With these recession dates in hand, we use our new claims-based unem-
ployment rates to examine the evolving pace of economic recoveries at
both the state and national level as well as the dispersion of recovery rates
across states. Following the general approach in Hall and Kudlyak (2020),
we compute the pace of recovery in unemployment as the mean decline in
the log unemployment rate, UR,, over the recovery period, defined as:

5) Recovery Pace=—12 (log UR, — log URT>/T.

Equation (5) calculates the average annualized percentage decline in the
unemployment rate from its maxima at the end of a recession (recovery
starting at month zero) to its minima at the end of the ensuing expansion
(recovery ending at month 7).

Figure 6 depicts the national recovery rates for the official US unemploy-
ment rate (triangles) and our claims-based unemployment rate (crosses) for
eleven postwar expansions, calculated from the recession dates in table 2
derived from the US unemployment rate. As a benchmark, figure 6 also
replicates the national unemployment recovery rates from figure 3 of Hall
and Kudlyak (2020) for the first ten recoveries (circles), constructed from
their unemployment-based chronology of recession dates.** Figure 6 shows
that national unemployment recovery rates have decelerated markedly
since the 1950s and roughly stabilized starting in the 1960s, at least up until

38. In a subsequent version of their paper, Hall and Kudlyak (2022) revise their method-
ology for estimating recovery rates, such that equation (5) is a nested case when log unem-
ployment is a random walk—a reasonable approximation of reality, as the autocorrelation of
the log US unemployment rate and US claims-based unemployment rate both exceed 0.98.
We view equation (5) as the appropriate descriptive statistic for average recovery rates of
unemployment, and a far more tractable approach for calculating 500-plus recovery rates
than their bootstrapped estimation of ten recoveries.
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Figure 6. National Recovery Rates of Official and Claims-Based Unemployment Rates
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA, and
BLS and data reproduced from Hall and Kudlyak (2020), which were kindly provided by Kudlyak.

Note: Recovery dates are estimated from the official US unemployment rate using the Dupraz, Nakamura,
and Steinsson (2024) algorithm; see table 2 for dates. The recovery from the pandemic recession is dated
from the trough in April 2020 to a peak in December 2023 (the end of our sample). Recovery from the 1980

recession is excluded because that expansion is only identified from the claims-based unemployment rate
series and recovery is cut short by the more severe 1981-1982 double-dip recession.

the pandemic. Encouragingly, our claims-based unemployment rate gener-
ates very similar recovery rates as the official unemployment rate—using
either our recession dates or the Hall and Kudlyak (2020) chronology—for
the first ten postwar recessions; our series also identifies the same structural
break in recovery rates between the 1957—-1958 and 1960-1961 recessions.
It is important to emphasize that our US claims-based unemployment rate
is not fitted using the official unemployment rate as in equation (2)—it is
computed from unfitted claims data; see equation (1).

The choice of recession dates influences the calculation of recovery
speeds, both in terms of the log point change in the unemployment rate
and potentially in the duration of the recession, as underscored by several
slight differences in the US unemployment recovery rates when using the
recession dates based on Dupraz, Nakamura, and Steinsson (2024) versus
dates from Hall and Kudlyak (2020, 2022). As a robustness check, online
appendix figure B.9 replicates figure 6 using recession dates estimated
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from our US claims-based unemployment rate (also in table 2) instead of
those derived from the BLS unemployment rate. The broad trends of a
marked deceleration in unemployment recoveries since the 1950s and more
stable, uniform recovery rates over the last sixty years hold using either set
of recession dates.”

The only major divergence between the two recovery rates comes after
the pandemic, when the claims-based unemployment rate shows a much
faster recovery rate than the official unemployment rate, as would be
expected from figure 1. Both series see a comparable spike in March—May
2020, but during the ensuing recovery the claims-based unemployment rate
quickly falls below pre-pandemic levels to record lows, whereas the offi-
cial unemployment rate did not recover to its pre-pandemic rate until July
2022. The differential degrees of recovery are amplified into fast, more
divergent recovery rates by the historically short time to recovery.

We next explore the pace of economic recoveries across states for the
same eleven recessions, using our fitted claims-based unemployment rates.
Figure 7 plots the state-level recovery rates as circles along with crosses
depicting recovery rates for the US unemployment rate (previously plotted
in figure 6).*° One striking feature of these data is that faster recoveries
tend to be associated with much more dispersion in the pace of states’
recoveries: this was true during the faster recoveries from the early postwar
recessions of 1948-1949, 1953-1954, and 1957-1958, and this dynamic
reemerged in the rapid pandemic recovery, albeit likely for different rea-
sons discussed below.

To display this association more clearly, online appendix figure B.10
plots the national recovery pace against the standard deviation of state-level
recovery rates, which displays a clear increasing relationship. Again, faster
national recoveries tend to be ones where states experience very different
outcomes, and states experience rather similar unemployment recoveries
during slower national recoveries throughout the 1960s—2010s. The decel-
eration and convergence in states’ unemployment recovery rates depicted
in figure 7, most prominent since the 1982 recession, corresponds with
the evidence from figure 5 showing a shift from more immediate jumps in

39. If anything, the deceleration in recovery rates since the 1950s is even more pro-
nounced when using recovery dates estimated from our claims-based unemployment rates.

40. The official US unemployment rate is the better benchmark for recovery rates esti-
mated from our fitted claims-based unemployment rates than our US claims-based recovery
rate; see equation (2).
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Figure 7. State-Level Recovery Rates of Claims-Based Unemployment Rates
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Recovery dates are estimated from the official US unemployment rate using the Dupraz, Nakamura,
and Steinsson (2024) algorithm; see table 2. Recovery from the 1980 recession is excluded and recovery
from the pandemic is hard-coded to a peak in December 2023; see note for figure 6. Recovery rates are
negative for a few states, that is, their unemployment rate rose during the national recovery, but only
nonnegative recovery rates are plotted.

relative unemployment and faster ensuing recoveries early in the postwar
era to more gradual, persistent increases in relative unemployment since
the start of the Great Moderation.

Echoing the evidence in figure 3, these results also underscore that labor
market conditions are increasingly similar across states in more recent
recessions, possibly reducing the job prospects workers can achieve via
migration. The rapidness of the early postwar recoveries may be driven, at
least in part, by a migration response that subsequently weakened: larger
differences across local labor markets may induce greater labor mobility,
quickening the national adjustment to recessionary shocks. Saks and Wozniak
(2011) document that US migration rates are generally procyclical but
note that the recessions of 1957—1958 and 1960-1961 are the only post-
war exceptions in which interstate migration rates instead rose during a
recession; the 1948—1949 recession was also soon followed by the largest
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one-year jump in interstate migration rates in their postwar sample. Prior
to the pandemic, the 1949 and 1958 recessions also saw the fastest national
unemployment recovery rates and the greatest dispersion of recovery rates
across states, as seen in figure 7.

111.D. State versus National Recessions and Recoveries

One possible explanation behind the more disparate pace of recovery
across states in the 1940s and 1950s might simply be that some states never
entered a recession and, as a result, their unemployment rates remained
relatively flat during national recoveries or even began rising. With a flat
unemployment rate, equation (5) would estimate a very slow recovery rate
during the national recovery, while a rising unemployment rate would gen-
erate a negative recovery rate. A greater share of states being relatively out
of sync with the national business cycle in the 1940s and 1950s could thus
generate the earlier dispersion of recovery rates depicted in figure 7. To
explore this question, we first use our state recession dates to compute the
share of states determined to be in a recession in each month and study how
this share varies across the national business cycle.

Figure 8 plots the share of states identified as currently in a recession
every month along with national NBER recession dates (gray bars).*' The
peak share of states experiencing a recession is roughly the same across
the pre-1960s recessions and subsequent recessions, underscoring that the
early postwar dispersion of recovery rates seen in figure 7 is not simply
a product of many states not experiencing recessions during the national
recessions of the 1940s—1950s. Another notable feature of figure 8 is that
a number of national recovery periods show numerous states have yet to
see unemployment recover. In particular, a sizable share of states remain
coded as still experiencing a recession throughout the national business
cycle expansions of 19541957, 1958-1960, 1970-1973, and 2001-2007.
And a far greater share of states remain coded as in a recession in the two
years following the 1990-1991 and 2001 recessions than any of the other
NBER recessions, consistent with the particularly slow, uniformly paced
state-level recoveries following these more recent downturns, as seen in
figure 7. Broadly speaking, national recessions appear to be experienced

41. Though it is hard to see visually in the figure, 100 percent of states are being coded
as “in recession” during the COVID-19 pandemic recession. The secondary rise in the share
of states being coded as in recession after the initial onset of the pandemic occurs during the
severe third national COVID-19 wave from November 2020-February 2021.
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Figure 8. Share of US States in Recession, 1948-2022
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Data sample from February 1948 to May 2022. State-level recession dates are estimated from the
fitted claims-based unemployment rate for each state using the Dupraz, Nakamura, and Steinsson (2024)
algorithm. The algorithm parameter is adjusted for each state proportionate to its average level of
unemployment over the entire time period; see online appendix A.5 for details. Due to data limitations in
nonfarm payroll employment, not all states are included early in this sample but are added when feasible;
see footnote 7 for details.

more uniformly across states as recessions than do US business cycle
expansions—particularly so in the first half of the postwar sample.*?

A final concern we investigate is whether the early postwar dispersion
in recovery rates depicted in figure 7 is simply an artifact of using uniform
US recession dates to calculate state recovery rates, high and stable share of
states in recession during US recessions notwithstanding. We instead ana-
lyze recovery paces normalized to state-specific business cycle troughs that
occur near the end of national recessions. We match state business cycles to
national business cycles by limiting our focus to state trough dates identified

42. Using our fitted series for state-level recession dating might be misleading if the
inclusion of the US unemployment rate as a regressor in equation (2) causes state unemploy-
ment rates to track the national rate too closely in the pre-1976 out-of-sample predictions.
As a robustness check, we also construct a version of figure 8 that instead uses our unfitted
claims-based unemployment rates. These alternative state recession shares, which are plotted
in online appendix figure B.11, are broadly consistent with those shown in figure 8.
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by the Dupraz, Nakamura, and Steinsson (2024) algorithm within a plus or
minus twelve-month window around the national trough dates identified
from the official US unemployment rate, as reported in table 2.* In the case
of double-dip recessions identified within each twelve-month window, we
only measure the change in unemployment from the second trough.

Figure 9 depicts the cumulative log point change in each state’s fitted
claims-based unemployment rate (gray lines) relative to that state’s busi-
ness cycle trough date. Figure 9 shows that the headline results depicted in
figure 7 are robust to the choice of state or national recession dates: indexing
to state-specific trough dates, there is again far more dispersion in the pace
of states’ unemployment recoveries following the 1948-1949, 1953—-1954,
and 1957-1958 recessions than during the recoveries from subsequent
recessions—until the heterogeneity in recovery rates comes roaring back
during the pandemic. And as in figure 7, albeit more visible here, figure 9
shows a more moderate degree of dispersion in state recovery rates follow-
ing the 1960-1961, 1969-1970, 1973—1975, and 1981-1982 recessions,
followed by much more consistent, slower paces of recovery following the
1990-1991, 2001, and 2007-2009 recessions. Pandemic recession aside,
figure 9 again appears to reflect the emergence of a national business cycle
that is increasingly experienced uniformly across almost all US states in
the late twentieth century, mirroring the convergence of relative unemploy-
ment rates in figure 3 and states’ unemployment recovery rates in figure 7.

Figure 9 also visually highlights the asymmetric speed with which our
claims-based unemployment rates rise and fall, which is again consistent
with dynamics of official unemployment rates. The bold black lines show
the (unweighted) averages of the state-level changes in log unemployment,
which underscore that unemployment tends to rise much faster during
recessions than it falls during ensuing expansions, as seen for the US
unemployment rate and claims-based unemployment rate in figure 1.* This
is an important empirical regularity at both the state and national level that
should be reflected in models of the business cycle, as Dupraz, Nakamura,
and Steinsson (2024) emphasize at the national level; in particular, these

43. We marginally relax this window to thirteen months for the Great Recession, as an
unusually large share of states (thirteen out of fifty) are identified as experiencing troughs
exactly thirteen months from the national trough of October 2009; the latter is an unusual
case of a relatively flat trough, and we thought it imprudent to throw away a quarter of those
observations.

44. This tendency did, however, dissipate during the Great Moderation before reemerg-
ing in the Great Recession.
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Figure 9. Unemployment Recoveries from States’ Peak Unemployment Rate
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Unemployment recoveries are measured as the cumulative log point change in each state’s fitted
claims-based unemployment rate relative to that state’s peak unemployment rate (normalized to 7 = 0).
Peaks in the fitted claims-based unemployment rates are identified within plus or minus twelve months
of the peak US unemployment rate for each recession. In the case of double-dip recessions identified within
the twelve-month window, we measure the cumulative change from the second peak in unemployment.
Bold black lines are unweighted averages across states for each recession.
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asymmetries favor unemployment models where recessionary shocks have
a lasting impact on workers’ employment outcomes.*

Lastly, figure 9 shows that recessions with greater dispersion in recov-
ery rates are also clearly led by more varied rates of unemployment rising
across states; the early postwar heterogeneity in recovery rates seen in
figure 7 may thus partly be driven by greater variation in the magnitudes
of shocks to unemployment across states. Consistent with this observa-
tion, the (pre-pandemic) standard deviations of relative unemployment rates
reported in table 1 are highest around the US recessions of 1948—1949 and
1957-1958, which were followed by unusually fast, varied recovery rates.
The cross-state convergence in the amplitude of unemployment rising
during recessions and then falling during expansions, particularly since the
late 1950s but also since the late 1970s, seems potentially important to the
emergence of a more uniformly experienced postwar business cycle.

To cleanly study this evolving dynamic, we calculate state-specific cumu-
lative changes in unemployment across postwar recessions and expansions,
following Dupraz, Nakamura, and Steinsson (2024) but at the state level,
using our state business cycle dates for the analysis.* Dupraz, Nakamura,
and Steinsson (2024) document that the rise in the US unemployment rate
during recessions is highly correlated with the decrease during the sub-
sequent expansion, whereas the decrease in unemployment during expan-
sions is uncorrelated with the rise in unemployment during the following
recession; this asymmetry in the amplitude of unemployment supports the
“plucking model” of business cycles of Friedman (1993), in which cyclical
shocks pull output below potential, but the magnitude of shocks is unrelated
to the strength of preceding expansions.

Panel A of figure 10 plots the amplitude of states’ claims-based unem-
ployment rates rising in contractions (x-axis) against the fall in unemploy-
ment during the ensuing expansion (y-axis); panel B plots the amplitude of
states’ unemployment falling during expansions against the rise during the
ensuing contraction. Based on the evidence on the convergence in ampli-
tude dynamics from figure 9, we differentiate between data before and after
January 1980; data points up through 1979 are plotted as crosses and data
for 1980 onward are plotted in circles.

45. Gorry, Munro, and vom Lehn (2020) develop an alternative labor search model that
yields such shock propagation.

46. We document that our claims-based unemployment rates emit the same amplitude
dynamics at the national level; see online appendix B.4. Tasci and Zevanove (2019) also
study these dynamics at the state level for 19762018, a sample limited by unemployment
data availability; we find similar results over this more recent sample.
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Figure 10. Amplitude of State-Level Claims-Based Unemployment Rates
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Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA,
and BLS.

Note: Data samples from January 1948 to December 2019. The amplitudes of contractions and expansions
are measured as the percentage point change in our fitted claims-based unemployment rates between state
peak and trough dates. We identify state-level recession dates using the Dupraz, Nakamura, and Steinsson
(2024) algorithm on state-level claims-based unemployment rates. Pre-1980 data points are plotted in
crosses (along with a corresponding dashed OLS regression line) and post-1979 data are plotted in circles
(solid regression line). Finer dashed gray lines are 45-degree lines.
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Panel A of figure 10 shows that our state-level claims-based unemploy-
ment rates also exhibit a strong positive correlation between the ampli-
tude of unemployment rising during contractions and falling in subsequent
recoveries; the association is significant at the 1 percent level for both the
pre- and post-1980 samples. But this relationship has strengthened across
states since 1980, with the correlation coefficient approaching unity: states
are increasingly experiencing more uniform degrees of recovery in recent
decades. In other words, they completely recover during expansions regard-
less of how much unemployment rose in the previous recession.*’ The flatter
amplitude relationship in the pre-1980 data shows that unemployment not
only tended to rise faster than it recovered, as seen in figure 9, but that more
states had not fully recovered when their next recession hit; figure 8 simi-
larly showed a higher average share of states coded as being in recession
during US expansions before 1980 than after. The increasingly uniform
degree, not just speed, of states’ unemployment recoveries also points to
the emergence of a national business cycle experienced more uniformly
across states and may help explain the diminishing role of interstate migra-
tion as a margin of adjustment to adverse shocks since the early 1980s.

Panel B of figure 10 shows that our claims-based unemployment rates
exhibit an insignificant correlation between the amplitude of unemploy-
ment in expansions and subsequent contractions for the post-1980 sample,
but a positive correlation in the pre-1980 sample—one that is significant
at the 1 percent level. Put differently, our historical state-level data show
that the evidence in favor of the plucking model has actually strengthened
since the late 1970s. Through the lens of the microfounded plucking model
in Dupraz, Nakamura, and Steinsson (2024), which incorporates downward
nominal wage rigidities into a search model to generate comparable ampli-
tude dynamics, this implies that welfare gains from stabilization policy have,
if anything, risen since the 1970s.

IV. The Emergence of a Uniform National Business Cycle

We have documented, over the postwar era: (1) a trend decrease in the
standard deviation of relative employment growth and unemployment
across states, both during recessions and expansions; (2) an attenuation of

47. The slope of the regression fit increases from 0.69 in the pre-1980 sample to 0.94
in the post-1980 sample; these correlation coefficients reflect the degree to which states’
unemployment rates had, on average, recovered from the previous recession when the next
recession hit.
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relative employment, unemployment, and population responses to state-
specific demand shocks since the mid-1980s; and (3) convergence across
states in both the speed and degree to which unemployment recovers after
recessions. What can explain these related trends all pointing toward the
emergence of a national business cycle experienced more uniformly across
US states?

Our state unemployment recovery rates enable us to explore other state-
level features that might be influencing the emergence of a more uniform
business cycle, particularly the deceleration and convergence in unem-
ployment recoveries after the late 1950s. To understand the convergence in
unemployment recoveries first requires finding state-level features that are
correlated with recovery paces in the early postwar recessions. Second, to
account for the convergence over time, it must also be the case that those
features have become more similar across states. We start by examining
three key features that might be responsible for the convergence of busi-
ness cycles across states over the postwar era: the convergence in industrial
composition across states, the rise and convergence in female labor force
participation rates (LFPR) across states, and the convergence in income per
capita across states, as poorer regions caught up to richer ones.

We first document that states’ industrial compositions have indeed become
more similar over the postwar era, which could explain a convergence in
both the speed and degree to which unemployment recovers after recessions
if it means states experience shocks more similarly. Moreover, states sharing
a more common industrial composition in more recent decades could mean
fewer better economic opportunities in other industries elsewhere, inviting
less out-of-state migration and explaining the diminished response of rela-
tive population to local shocks in recent decades. Similar to the construc-
tion of our Bartik instrument above, we construct annual national industry
shares of earnings for the nine industries consistently available in the REA
and compute the same industry shares for every state in each year. We cal-
culate the sum of squared difference in these state-year industry shares rela-
tive to the nation-year industry shares and then average these differences
across states. Figure 11 plots these annual averages—Dboth unweighted and
weighted by total earnings in each state—showing the evolving dispersion
in industrial composition across states.

Figure 11 depicts a relatively rapid convergence in industrial composition
from the start of our sample in the late 1940s to 1960, followed by a more
gradual convergence from around 1960 to 2000; the degree of dispersion
has been relatively narrow and stable since 2000. Notably, there was much
greater dispersion in industrial composition across states during the faster,
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Figure 11. Differences in State-Level Industrial Composition
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Source: Authors’ calculations based on BEA REA data.
Note: Data sample from 1948 to 2022. Figure plots the sum of squared differences in state-level industry
shares relative to national industry shares, noting SIC or NAICS classifications.

disparate recoveries from the early postwar recessions in the 1940s—1950s.
Over our sample of study, a big part of this industrial convergence was
the transition of the US economy from manufacturing toward services and
a knowledge economy.*® As a simple proxy for exposure to the postwar
convergence in industrial composition, we study states’ manufacturing share
of output.

States with particularly low female LFPR at the start of the gender revo-
lution saw, on average, faster growth in female employment rates in subse-
quent decades (Fukui, Nakamura, and Steinsson 2023); this dynamic could
be contributing to faster and more varied recovery rates earlier in our sample
and more uniform, slower recovery rates after female LFPR stabilized
around higher, more similar rates across states. To gauge any relationship

48. Manufacturing accounts for roughly 8 percent of employment since the Great Reces-
sion, down from about 25 percent in 1948.
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between the convergences in female LFPR and unemployment recovery
rates, we compute state-level female LFPR in 1950 using data from Fogli
and Veldkamp (2011) as a proxy for differential exposure to this labor market
shock, similar to the identification strategy used by Fukui, Nakamura, and
Steinsson (2023). If there is an association between state-level recovery
rates and female LFPR in the early postwar recessions, and these differ-
ences have diminished over time, this could be a mechanism driving more
uniform unemployment dynamics across states in more recent decades.

Lastly, if poorer regions of the country had faster growth rates coming
out of World War II, as they caught up to richer regions, this dynamic
could also be contributing to faster and more varied unemployment recov-
ery rates earlier in our sample of study; the gradually diminished persis-
tence of employment growth seen in figure 4 could reflect such catch-up.
To gauge any relationship between convergence in regional income and
unemployment recovery rates, we construct measures of relative income
for each state—computed as a state’s per capita income divided by national
per capita income—using REA data. Relative incomes have indeed con-
verged across states: computing state-level Gini coefficients using per
capita earnings (weighted by state population) we see a downward trend,
with Gini coefficients falling from 0.12 in 1950 to 0.09 in 2000. If early
postwar recovery rates are correlated with states’ relative income and rela-
tive incomes have converged over time, this could again be contributing to
increasingly uniform unemployment dynamics.

To explore any relationship between these trends of convergence, we
run a simple multivariate regression, regressing states’ average recovery
pace in the first three “rapid” recoveries (1948—1958) on their manufactur-
ing share of output (averaged over 1948-1957), female LFPR (in 1950),
and relative income (averaged over 1950-1960). This empirical exercise is
a simple way of gauging which state-level factors seem relevant to chang-
ing unemployment recovery rates and thus the emergence of a more uni-
form business cycle across states. Regression results are reported in table 3.

Of these trends of convergence we examine, table 3 shows that states’
manufacturing share of output accounts for the largest share of the vari-
ance in unemployment recovery rates.* We find that female LFPR has
no significant correlation with recovery paces in these early recessions.*

49. The adjusted R’ of the regression in table 3 is 0.52 versus an adjusted R0of 0.49 in a
univariate regression with only average manufacturing shares on the right-hand side.

50. Alternatively using the change in female LFPR from 1950 to 2000 also results in an
insignificant correlation.
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Table 3. Recovery Rate Regressions

Recovery pace Coeff. Std. err. p-value
Manufacturing share 0.745%** 0.132 0.000
Female LFPR -0.004 0.005 0.374
Relative income 0.232%%* 0.088 0.012

Source: Authors’ calculations based on data from the DOL, SSA, BLS, BEA, and Fogli and Veldkamp
(2011).

Note: The dependent variable is the average state-level recovery rate over the national recoveries of
1949, 1954, and 1958. *, ** and *** denote statistical significance at the 10 percent, 5 percent, and 1 percent
levels, respectively.

Lastly, we find states’ relative income to be significantly correlated with
recovery paces, though contrary to the catch-up dynamic we had in mind,
relatively poorer states tended to recover more slowly after World War II.
The explanatory power of relative incomes is considerably smaller than
manufacturing shares, but the relationship is statistically significant at the
95 percent level. Thus, our results here suggest two partial explanations
for states starting to experience recessions and recoveries more similarly:
industrial composition is an important determinant of recovery rates and
states’ industrial compositions have become more uniform over time,
while states with higher relative incomes tended to recover faster, but such
income disparities across states have also diminished.

Because the convergence of industrial composition has by far the most
explanatory power for early postwar unemployment recovery rates, we
explore how this relationship in particular has evolved. Figure 12 plots
states’ average manufacturing share against their pace of economic recov-
ery for two time periods: the first three rapid recoveries (1948—-1958) and
the subsequent seven slower recoveries (1961-2020) in panels A and B,
respectively. Both samples show a positive, statistically significant correla-
tion: states with larger manufacturing industries tend to experience more
rapid recoveries in unemployment throughout the postwar era. The strength
of this relationship diminishes substantially in the latter period but remains
positive and significant.”!

There could be multiple mechanisms behind states with larger manufac-
turing industries experiencing faster recoveries. Manufacturing-intensive
states might be more adversely affected by recessions, generating a higher
UR, in equation (5) and thus faster recoveries. Nearly every state is in a

51. The economic significance is somewhat weaker in the latter sample, but the linear
relationships for both time periods are significant at the 1 percent level.
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Figure 12. State-Level Recovery Rates by Manufacturing Share of Output

Panel A: 1948-1958 recoveries Panel B: 1961-2020 recoveries
Mean pace of recession recovery Mean pace of recession recovery
06 |06t
05F y=0.0331+0.7465x - 05
04+ 04
03r 03F y=0.0901+0.3873x
L Lo . .Y o
ol 2 s
0 - 0
0.1} . 0.1
02 02
0.1 02 03 04 0.1 0.2 03 04
Manufacturing shares Manufacturing shares

Source: Authors’ calculations based on digitized and publicly available data from the DOL, SSA, BLS,
and BEA.

Note: Data sample from 1948 to 1958 (panel A) and 1961 to 2020 (panel B). Recovery dates are estimated
from the official US unemployment rate using the Dupraz, Nakamura, and Steinsson (2024) algorithm;
see table 2. Recovery from the pandemic recession and the 1980 recession are excluded in panel B; see note
for figure 6.

recession during most downturns, so for this explanation to hold, it must be
that recessions in manufacturing-intensive states are more severe. Owyang,
Piger, and Wall (2005) find that states with a higher manufacturing share
of employment, particularly those in the Great Lakes region, contract rela-
tively faster during recessions in their sample of study over 1979-2002,
but our very negative Bartik shocks constructed over the full postwar
sample show no such evidence of manufacturing-intensive states account-
ing for a disproportionate share of large negative shocks. Another possible
mechanism is that the pace of recovery is affected by unique features
of the manufacturing industry, for example, higher rates of unionization
or the more intensive use of temporary layoffs; a national shift away
from manufacturing could thus partly explain a slowdown in US recov-
eries.” Regarding the convergence in states’ recovery rates, panel B of
figure 12 also highlights that being a manufacturing-intensive state confers

52. See Lilien (1980) for evidence of high temporary layoff rates in the manufacturing
sector; see Nekoei and Weber (2015) for evidence that temporary layoffs experience shorter
unemployment spells; and see Gorry, Munro, and vom Lehn (2020) for a theoretical discus-
sion about the importance of permanent displacements for the propagation of unemployment
shocks.
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less benefit in terms of faster recoveries in the post-1960 era; this could
be a function of changes within manufacturing, such as deunionization,
decreased reliance on temporary layoffs, and more permanent displace-
ments during downturns. These questions are worthy of further examination
using our newly constructed data set, but such an analysis is beyond the
scope of this paper.

Many factors beyond the convergence in industrial composition and
income per capita could also be contributing to the postwar emergence of a
US business cycle experienced more uniformly across states. For one, signif-
icant changes in the degree of interstate economic integration since World
War II could partly explain the deceleration and convergence in unem-
ployment recoveries documented above. The abrupt decrease in both the
dispersion and average pace of unemployment recoveries after the 1950s
depicted in figure 7 occurs shortly after construction began on the Dwight D.
Eisenhower National System of Interstate and Defense Highways, fol-
lowing the Federal-Aid Highway Act of 1956. The United States has also
become far more integrated financially, particularly following widespread
interstate and intrastate banking deregulation in the late 1970s through the
early 1990s (Mian, Sufi, and Verner 2020); the timing of this shift toward
a more deregulated, centralized, and nationwide banking system also lines
up with the second convergence and deceleration in recovery rates between
the 1973-1975 and 19901991 recessions, as seen in figure 9. Fiscal fed-
eralism has also shifted toward greater economic integration across states,
particularly since the late 1960s.

Related to such increases in integration, our findings are consistent with
general features of economic network models: shocks spread through the
system more readily if the nodes of the network have higher connectedness
(Kali and Reyes 2010; Giroud and Mueller 2019), and shocks with a more
severe impact to more nodes in a network tend to be more severe for the
network as a whole (Jackson 2010). Historical data availability makes it
more challenging to quantify the potential relevance of these alternative
mechanisms, but examining how the evolving network structure of the US
economy relates to the convergence of state-level recovery rates is an excit-
ing direction for future research.

While tradable goods and services markets have become far more inte-
grated, it is well documented that interstate migration has fallen in recent
decades. But US migration dynamics cannot seem to explain the timing
of the sharp deceleration in recovery rates between the 1950s and 1960s;
interstate migration rose rapidly following the Great Depression and then
plateaued throughout the 1950s—1970s before starting to fall in the 1980s
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(Rosenbloom and Sundstrom 2004; Molloy, Smith, and Wozniak 2011). If
anything, the decreased persistence of employment following local shocks
and convergence of state recovery rates—most pronounced since the Great
Moderation—instead likely helps explain the decrease in interstate migra-
tion: if local job prospects gradually recover and economic prospects are
not much better elsewhere, why incur the costs of relocating to a new state
for economic reasons after a bad local shock?*

Lastly, while we have documented numerous trends pointing toward the
emergence of a national business cycle experienced more uniformly across
US states, greater dispersion in state recovery rates abruptly reemerged
following the pandemic. Does that undermine our narrative?

We think not. There was unquestionably far more variance in the magni-
tude of the pandemic shock across states than any other postwar recession, as
underscored by the record spike in the dispersion of relative unemployment
rates seen in figure 3 and the wide-ranging increases in log unemploy-
ment seen in figure 9. Some of that variation appears to again reflect states’
differential exposure from industrial composition, this time via the collapse
of in-person services. For instance, Nevada was poised for a particularly
bad shock, given its heavy reliance on tourism and leisure and hospitality
services; Las Vegas casinos were shut down between March and June 2020,
and Nevada saw the highest spike in either its claims-based unemployment
rate or official unemployment rate of any state, followed by one of the
fastest recovery rates. The variable timing of states experiencing waves
of COVID-19 cases and when (or if) states introduced lockdowns is also
surely contributing to some of the heterogeneity in unemployment dynamics.
Many postwar shocks should have an impact on most states at roughly
the same time, for example, the 1973 oil embargo or the 2008 financial
crisis, but the pandemic spread more slowly and variably throughout the
country, partly influenced by prevailing temperatures; for instance, figure 8
shows that roughly one-third of US states are identified as experiencing a
double-dip recession during the third wave of late 2020 and early 2021,
which had a differential and staggered degree of regional spread. An outlier
in so many respects, it is interesting but perhaps unsurprising that post-
pandemic data show much more of a divergence between state and national
business cycles than the otherwise clear pre-pandemic, post-1950s trend.

53. Saks and Wozniak (2011) find that procyclical intercounty migration patterns are
fairly stable in pre- and post-1980 samples, but they study national measures of labor market
slack. Other factors are also surely contributing to falling migration rates, for example, home
prices (Olney and Thompson 2024).
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V. Concluding Remarks

In this paper, we introduce a new state-level unemployment data set span-
ning 1947-2023, a data set constructed from historical Ul claims data that
we digitized from a series of primary sources and then merged with exist-
ing state-level data for 1971 onward. We construct an (unfitted) claims-based
unemployment rate series going back to January 1947 and an alternative fitted
unemployment series going back to January 1948, estimating state unemploy-
ment rates from a statistical model of the dynamics between our claims-based
unemployment rates and official measures of unemployment. We show that
both claims-based unemployment rate series capture similar state and national
business cycle dynamics as official data sources throughout overlapping
samples. As the official BLS state unemployment rates only begin in January
1976, our data set represents a sizable expansion of panel data availability for
measuring labor market slack, offering practitioners nearly three additional
decades of seasonally adjusted monthly state-level data.

Our claims-based unemployment series significantly expands the scope
for studying the evolution of local labor market adjustments to state-specific
demand shocks as well as the evolving relationship between state and national
business cycles. With our data set in hand, we document, over the postwar
era: (1) a downward trend in the dispersion of relative employment growth
and unemployment across states, during recessions and expansions; (2) an
attenuation of relative employment, unemployment, and population responses
to state-specific demand shocks since the mid-1980s; and (3) a convergence
in both the speed and degree to which state unemployment rates recover after
recessions. We argue that these are all related dynamics pointing toward the
evolution of a national business cycle experienced more uniformly across
states, especially since the late 1950s and also since the late 1970s.

We contribute some preliminary evidence on why a more uniform
national business cycle emerged when it did. In particular, we provide some
suggestive evidence that the convergence in industrial composition across
states—particularly as relates to manufacturing shares of output—and the
convergence in relative income per capita across states are related to the
deceleration and convergence in unemployment recovery rates that we doc-
ument above. By no means is our analysis exhaustive. Using our data set to
study the role of increased interconnectedness—be it transportation, finan-
cial, or fiscal—would be an exciting direction for future research. Similarly,
our data set would allow for a more comprehensive analysis of the evolv-
ing network structure of labor markets across US states, which is beyond
the scope of this paper. A related avenue for future research would be
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constructing backdated state coincident indexes using our historical claims-
based unemployment rates.* More broadly, we hope our historical data set
of claims-based unemployment rates, derivative state recession dates, and
the underlying digitized unemployment claims data prove useful for a wide
range of empirical macroeconomic work using state-level panel data.
Lastly, this evolution from more disparate state business cycles into a more
uniform national business cycle in the late twentieth century has important
implications for macroeconomic stabilization policy. The deceleration and
convergence in states’ unemployment recovery rates in more recent decades
make an even stronger case today than in the early postwar era for macro-
economic stabilization policy at the federal level to help accelerate recov-
eries across states experiencing more similar degrees of labor market slack.
That fewer states have been experiencing relatively large local labor market
demand shocks—and that these larger shocks have become relatively smaller,
on average, in more recent decades—also reinforces the view that federal-
level policies might appropriately spur faster recoveries across states expe-
riencing business cycles more uniformly aligned with the national cycle.
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54. Nonfarm payroll employment and wage and salary disbursements, two of the three
other inputs used in the latent factor model of Crone and Clayton-Matthews (2005), are also
available at the state level back to 1948:Q1.
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Comments and Discussion

COMMENT BY

STEVEN J. DAVIS Fieldhouse, Munro, Koch, and Howard make two
sets of useful contributions. First, they collect and digitize monthly state-
level unemployment statistics that extend back to January 1947. Second,
they develop new evidence about how the nature of US business cycle fluc-
tuations has evolved since 1947. In what follows, I first make some remarks
about prior research and the interpretation challenges that arise with the
authors’ claims-based unemployment rate. I then turn to the paper’s central
empirical finding—the emergence of greater uniformity across states in US
labor market fluctuations—and draw out some related implications.

STATE-LEVEL UNEMPLOYMENT STUDIES: WHAT CAME BEFORE The authors skim
lightly over previous studies that exploit state-level unemployment statis-
tics before 1976. For more than sixty years, the Bureau of Labor Statistics
and the Department of Labor (sometimes in conjunction with the Employ-
ment Training Administration or the Manpower Administration) have been
releasing state and local area unemployment statistics that extend back to
the 1950s or even earlier. There is an old literature on the quality of these
measures and how to improve them. Examples include Ullman (1963) and
Wetzel and Ziegler (1974).

Later studies exploited these state-level unemployment statistics.
Neumann and Topel (1991), for example, analyze how the industry mix
of employment in a state influences its average unemployment rate over
time and its response to common aggregate disturbances. Their analysis
covers the period from 1950 to 1985. Davis, Loungani, and Mahidhara
(1997) study the effects of oil shocks, defense contract awards, military
basing, and Bartik-like industry mix shocks on state-level unemployment
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and employment growth fluctuations from 1956 to 1992. Our analysis of
state-level fluctuations finds meaningful effects for each of these categories
of shocks, a larger near-term effect of negative shocks than positive ones,
the spillover of own-state labor demand shocks to nearby states, and a slow
equilibration of state-level unemployment rates. Many studies use state-
level unemployment data for the period from 1976 onward.

MEASUREMENT AND INTERPRETATION CHALLENGES As Corson and Nicholson
(1988, 62) discuss and analyze at length, “the characteristics of state [unem-
ployment insurance] Ul programs . . . varied considerably” with respect
to minimum qualifying wages, the eligibility of persons who quit their
jobs, the stringency of prior work tests, claims denial practices, maximum
weekly benefits, wage replacement rates, pension and Old-Age, Survivors,
and Disability Insurance (OASDI) offset provisions in benefit determina-
tion, and employer-initiated challenges to claims for unemployment ben-
efits. As they also explain, many characteristics of state-level UI programs
changed in the 1970s and 1980s—differently so across states—in ways
that affected the share of unemployed persons who claimed and collected
unemployment benefits. Major changes to federal policy in the 1970s and
1980s also brought changes to state-level Ul programs. While these federal
policy developments induced roughly coincident changes at the state level
in claims for unemployment benefits and in the ratio of insured to total
unemployment, the extent of these state-level responses to federal policy
changes differed across states because of states’ differences in industry
mix, demographic structure, and prior UI program characteristics.

Over time, federal and state policy changes led to more uniformity in
Ul program characteristics across states. Policy changes also contributed
to an enormous expansion in the share of employment in industry sectors
covered by the Ul system. According to McMurrer and Chasanov (1995),
civilian workers in sectors covered by the UI system rose from 56 percent
in 1947 to 90 percent or more by the mid-1970s." Expanding UI coverage
also played out differently across states because of state-level differences in
industry mix and coverage criteria before the 1980s. In short, UI program
characteristics and coverage became more similar across states over time,
a process that continued through at least the early 1980s.

These observations lead to the following conclusions. First, state-level
fluctuations from 1947 to the early or mid-1980s in the claims-based unem-
ployment rate, the insured unemployment rate, and the ratio of insured or

1. See McMurrer and Chasanov (1995), chart I.
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claims-based unemployment to total unemployment are partly an artifact
of: (a) state-specific changes to UI program characteristics; and (b) differ-
ential state-level effects of changes in federal policy. Second, the claims-
based unemployment statistics overstate the drift to more similarity in
state-level fluctuations from 1947 to the mid-1980s. The force of this point
is greater for the claims-based unemployment rate than for the insured
unemployment rate because the former is especially sensitive to changes
in UI program coverage. Third, using state and time fixed effects to control
for Ul coverage and program characteristics does not fully address this
overstatement in the trend toward greater cross-state uniformity in unem-
ployment fluctuations from 1947 to the mid-1980s, because the state-level
changes happened at different times in different states and because the fed-
eral changes had uneven effects across states.

GREATER SIMILARITY ACROSS STATES IN LABOR MARKET FLUCTUATIONS Despite
concerns about the claims-based unemployment measure, I am persuaded
that there was a drift to less dispersion in unemployment rates across US
states from 1947 through 2019, and that the severity and timing of reces-
sions and recoveries became more similar across states. [ am persuaded
because the authors support these claims using other types of data, includ-
ing state-level data on employment growth rates. They also show that, over
time, the industry mix of economic activity became more similar across
states, which helps explain “the emergence of a uniform business cycle.”

These are important findings, in part because they reflect slow-working
changes in the structure of the economy that are likely to influence the
nature of future US business cycle fluctuations.? I say “likely” rather than
“inevitable” because future shocks of an extraordinary nature could drive
a sharp departure from prior trends, as with the COVID-19 recession and
recovery.

WILL FUTURE LABOR MARKET TRANSFORMATIONS BRING LESS HARDSHIP AND DIS-
LOCATION THAN DID DEINDUSTRIALIZATION? Conditional on the pace of trans-
formation, there are good reasons to think so. The first reason follows directly
from the now greater similarity across states in the industry mix of employ-
ment. Hence, looking forward, future US recessions are likely to be more
evenly felt across locations than past recessions. As a result, future recessions

2. In a distinct finding, the authors provide evidence that the pace of unemployment
rate declines after recessions has slowed over time. For the sake of brevity, I do not discuss
that finding here. The interested reader may consult my slides on the topic, which accompa-
nied my remarks at the Spring 2024 BPEA Conference. https://www.brookings.edu/events/
bpea-spring-2024-conference/.
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Figure 1. Manufacturing’s Share of Nonfarm Employees, 1947-2023
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Source: Bureau of Labor Statistics, series PAYEMS and MANEMP, retrieved from FRED; and author’s
calculations.

(and labor market transformations more broadly) are likely to require less
geographic mobility of factor inputs. Geographic mobility is costly, and
sometimes risky, not least for displaced workers and their families when
compelled to move by job loss and locally depressed economies.

A second set of reasons follows from some distinctive characteristics
of the manufacturing sector. Historically, manufacturing industries often
played outsize roles in their local economies to an extent that was and
is uncommon for other major sectors. In addition, most manufacturing
industries are cyclically sensitive—again, more so than other major sectors
except for construction.

Indeed, most US recessions since 1945 have involved large, spatially
concentrated, contractions in the manufacturing sector. As a result, many
manufacturing workers lost jobs in the same places at the same time. That
made it harder for each job loser to find an attractive new job. Other things
equal, losing a job in a recession has a much greater negative impact on
future earnings than losing a job in an expansion (Davis and von Wachter
2011). Because job losses in the manufacturing sector were concentrated,
spatially and temporally, they led to worse outcomes, on average, for indi-
vidual job losers.

Manufacturing’s share of employment has plummeted over the past
seventy-five years (figure 1). As of 2023, manufacturing jobs account for
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only 8.3 percent of nonfarm payroll employees in the US economy. Thus,
there is simply less scope for spatially and cyclically concentrated down-
turns in the manufacturing sector to drive high-volume job losses in the
future than in the past.

Third, the biggest—or, at least, most hyped—prospective source of trans-
formation on the horizon is the possible rollout of artificial intelligence (AI)
technologies that automate jobs and displace workers. It’s hard to predict
whether and when Al technologies will displace large numbers of workers.
However, the available evidence says that Al-exposed jobs are distributed
across a broad range of industries (Acemoglu and others 2022). Most of
these industries are less cyclically sensitive than manufacturing. Hence,
future job losses in these industries—whether due to Al or other forces—
won’t be as concentrated in recessions as manufacturing job losses. And
they won’t be as spatially concentrated. Hence, for a given pace of job loss,
future recessions and labor market transformations are likely to involve
less economic hardship and dislocation than past manufacturing job losses.

Moreover, to the extent that Al-exposed workers and jobs are concen-
trated in particular states and areas, they tend to be concentrated in the
more densely populated parts of the country (CEA 2024).? Thus, Al-driven
job losses are also likely to be more concentrated in densely populated
areas than the job losses associated with the deindustrialization of US
employment. Other things equal, the larger and thicker labor markets found
in dense urban centers lead to shorter nonemployment spells and smaller
earnings losses for job losers (Moretti and Yi 2024).

A final set of reasons flows from the pandemic-instigated shift to work
from home (Barrero, Bloom, and Davis 2021). By relaxing locational con-
straints, this development enlarges the geographic reach of labor markets
for fully remote and hybrid jobs and for the workers who fill them. Effec-
tively, the labor markets for these jobs are now larger and thicker, which
is another reason to anticipate shorter nonemployment spells and smaller
earnings losses for job losers in remote-suitable occupations.

The shift to remote work also moderates the economic hardship asso-
ciated with job loss for a related reason: employer-level workforces are
becoming more geographically dispersed. Akan and others (2024) pro-
vide some evidence on this score by exploiting data from Gusto, a firm
that provides payroll processing and other services to mostly smaller and
midsize employers. They analyze employee-level data linked to a balanced

3. See CEA (2024), figures 7-10.
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panel of 5,800 firms that operated continuously from 2018 to 2023. As of
2019, less than 1 percent of the employees at these firms resided more than
fifty miles from their employer’s worksite. By 2023, about 2 percent of
the employees hired before March 2020 at these firms lived more than
fifty miles away. Among employees at these firms who were hired since
March 2020, more than 7 percent live more than fifty miles away from the
employer’s worksite as of 2023. This result says that a partial untethering
of worker residential locations from employer worksite locations is under-
way. That process will continue to unfold for many years as company
workforces gradually turn over. That’s yet another reason to anticipate that
firm-wide (and industry-wide) contractions in the future will be less spatially
concentrated.
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COMMENT BY

MARIANNA KUDLYAK Fieldhouse, Munro, Koch, and Howard con-
struct historical monthly unemployment series for US states dating back
to January 1947 using newly digitized unemployment insurance claims
data. Their analysis reveals an attenuation of relative employment, unem-
ployment, and population responses to state-specific demand shocks in
recent decades. They document the emergence of a national business
cycle, characterized by state unemployment rates recovering at speeds
similar to the aggregate unemployment rate, averaging 10 percent per
year. Additionally, they observe a convergence in the industrial composi-
tion across states.

The authors introduce new data series and present a rich set of results
on regional evolutions and unemployment recoveries. These series signifi-
cantly enhance economists’ ability to conduct both regional and aggregate-
level labor market and business cycle analysis, providing a valuable service
to the profession. My comments focus on three areas: the conceptual differ-
ences between claims-based and official unemployment measures, the inter-
pretation of results on regional evolutions, and the unemployment recovery
from the pandemic recession.

CLAIMS-BASED VERSUS OFFICIAL UNEMPLOYMENT AS MEASURES OF LABOR
MARKET SLACK I would like to start by focusing on the differences and simi-
larities between the new claims-based unemployment rate versus the offi-
cial unemployment rate as measures of labor market slack. I argue that the
two measures have conceptual dissimilarities. The question then remains
whether the two measures provide the same information about the timing
and the degree of labor market slack, as well as how the measures relate to
other variables over the business cycle.

The claims-based unemployment rate is a conceptually different mea-
sure of labor market slack as compared to the official unemployment rate.
Specifically, the official unemployment rate counts all the nonemployed
who self-report actively searching for work or those nonemployed who
are not searching but are on temporary layoff. The claims-based measure
covers those nonemployed who are eligible for and who claim their unem-
ployment insurance (UI) benefits. State unemployment programs typically
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exclude certain workers from benefit eligibility, notably agricultural workers,
domestic workers, and independent contractors; federal employees and
veterans instead qualify for federally administered Ul programs. More
generally, eligibility depends primarily on three factors, all of which are
determined at the state level. The three factors are pre-separation minimum
duration of employment and pay (monetary criteria), the duration of unem-
ployment, and voluntary versus nonvoluntary nature of the separation.

A significant portion of the unemployed under the official unemployment
rate definition are not eligible for UI. These groups include: (1) individuals
who hold short-term jobs; (2) labor force new entrants or reentrants; (3) quits;
and (4) the long-term unemployed who exhausted their UI benefits.

The individuals who hold short-term jobs and circle between work and
nonwork represent a large fraction of unemployment but are less likely to be
eligible for UI. Eligibility requirements vary by state, but generally, there is
a minimum requirement of work hours and employment duration for eligi-
bility. As such, a claims-based measure might undercount those individuals.
This might have implications for measuring labor market slack if the share
of such individuals among all the unemployed varies over the business
cycle. For example, Hall and Kudlyak (2019) find that most of unemploy-
ment comes from a small fraction of the population that tends to circle
between employment, being out of the labor force, and short-term jobs.
Gregory, Menzio, and Wiczer (2024) and Ahn, Hobijn and Sahin (2023) find
that such individuals constitute a larger share of the unemployed during
recessions than during recoveries.

The new entrants and reentrants in unemployment are typically ineligible
for UI and therefore are not included in the UI claims data. Figure 1 shows
that these series represent a procyclical share of total unemployment.

Another issue is the long-term unemployed and exhaustion of benefits.
One aspect of eligibility for Ul is that the individuals who exhausted their UI
benefits—the long-term unemployed (LTU)—are not eligible for UIL. These
individuals are not counted in the claims-based measure. The share of LTU
in unemployment is countercyclical (see figure 2). The issue is espe-
cially acute in the deep recession of 2007-2009. The authors calculate their
claim-based measure from the regular state programs and exclude the exten-
sions such as Federal-State Extended Benefits and Emergency Unemploy-
ment Compensation 2008. The authors motivate their choice by the idea of
creating a consistent measure of labor market slack. However, the extended
programs are designed to alleviate the labor market slack; therefore, not
counting the individuals on such programs might undermeasure the labor
market slack.
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Figure 1. The New Entrants and Reentrants as Percentage of Total Unemployment
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of Economic Research (NBER), retrieved from Haver.

Additionally, the claim-based measure does not count quits. Figure 3
shows that quits represent a procyclical share of total unemployment.

Separate from Ul eligibility is an issue of Ul take-up rate. The Ul take-up
rate varies over time and by state. Auray, Fuller, and Lkhagvasuren (2019)
find that from 1989 to 2012, on average, 23 percent of those eligible for
UI benefits in the United States did not collect them. They show that the
general pattern of the take-up rate over time shows an upward trend from
1989 to 2002, with a downward trend thereafter.! Furthermore, there is sub-
stantial variability of take-up rate by state—from 38 percent to 95 percent
(figure 4).

The discussion above demonstrates that there are conceptual differences
between the claims-based unemployment rate and the official unemployment
rate. Figure 5 shows the two series (panel A) and the difference between

1. See Auray, Fuller, and Lkhagvasuren (2019), figure 1.
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Figure 2. Long-Term Unemployment (Six Months or More) as Share of Total
Unemployment
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the official rate and the claims-based rate (panel B). Fieldhouse, Munro,
Koch, and Howard document that their new state-level measures capture
business cycle inflection points and amplitude dynamics in line with those
captured by the official unemployment rate. Figure 5, however, shows that
the two measures signal different degree of slack and that the difference
between the measures varies over the business cycle in a systematic manner.
Specifically, the difference appears countercyclical, and it is especially large
when the conceptual differences described above are especially acute—
for example, during the 2007—2009 recession.

One area of potential future research is an investigation of which of the
two measures of the unemployment rate better correlates with other mea-
sures over the business cycle.

REGIONAL EVOLUTIONS REVISITED The authors use the newly constructed
state unemployment rates to revisit one of the long-standing questions in
economics—the adjustment of labor markets to local employment shocks.
In a seminal work, Blanchard and Katz (1992) ask: when a typical US state
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Figure 3. Quits as Share of Total Unemployment
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has been affected by an adverse shock to employment, how has it adjusted?
Specifically, did wages decline relative to the rest of the nation? Were other
jobs created to replace those jobs destroyed by the shock? Or did workers
move out of the state? Blanchard and Katz (1992) develop a model of
regional evolutions, which points to two adjustment mechanisms: first,
lower wages and higher unemployment in response to a negative local
employment shock induce net out-migration of labor; second, lower wages
induce net in-migration of firms and the creation of jobs. The long-run
effect on employment depends on the relative strength and speed of the
two mechanisms.

Applying a vector autoregression (VAR) framework to the state data
over 1978-1990, Blanchard and Katz (1992) find that relative employ-
ment responds strongly and remains persistently depressed while relative
unemployment and labor force participation exhibit muted, transitory
responses. Wages exhibit a transitory decline of about 0.50 percent, while
house prices decline by 2 percent, implying a consumption wage decline
of only 0.20 percent. Blanchard and Katz (1992) interpret the findings that
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Figure 4. Unemployment Insurance Take-Up Rates across US States, Given Eligibility
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in the longer run, quantities, not prices, make the adjustment. There is rela-
tively little shock absorption by wages. They find that the dominant adjust-
ment mechanism is labor mobility rather than job creation. Labor mobility
is a response to unemployment rather than consumption wages. That is,
migration accounts for most of the adjustment to local labor demand shocks.

Fieldhouse, Munro, Koch, and Howard, using a local projections method
with the Bartik shock and applying it to the newly constructed data over
1949-2019, find an attenuation of relative employment, unemployment,
and population responses to state-specific demand shocks in recent decades.
They conclude that the role of interstate migration has diminished and sug-
gest that the states’ increasingly similar industrial composition might help
explain why interstate migration is becoming less of a margin for adjust-
ment to local demand shocks.

The key question in interpreting the authors’ estimates is whether the
diminished estimates represent changes in responses to local shocks or
changes in the outside options. Borusyak, Dix-Carneiro, and Kovak (2023)
demonstrate that workers’ reallocation decision depends both on the shock
to their current location as well as the shocks to the potential alternative
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Figure 5. The Difference between the Official Unemployment Rate and the
Claims-Based Unemployment Rate
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locations. Therefore, by omitting the shocks to the relevant alternative loca-
tions, the conventional migration regression (estimated by Fieldhouse,
Munro, Koch, and Howard) is misspecified. Borusyak, Dix-Carneiro, and
Kovak (2023) show that attenuation of the shock effect in such conven-
tional regressions is particularly severe if the shocks are correlated across
locations. Furthermore, they show that when labor demand shocks have
an industry component, industry switching costs reduce migration beyond
regional frictions, further attenuating estimates.

Fieldhouse, Munro, Koch, and Howard allude to a possibility that even if
workers are very responsive to local shocks, there might be little incentive
to relocate when potential alternative locations face similar shocks. Further
investigation into understanding migration responses to local shocks might
be a promising area for future research.

THE UNEMPLOYMENT RECOVERY FROM THE PANDEMIC RECESSION The newly
constructed state unemployment series enable Fieldhouse, Munro, Koch, and
Howard to study the evolution of states’ unemployment recoveries from 1947
to the present. They find a convergence across states in both the speed and
degree to which unemployment recovers after recessions and document the
emergence of a national business cycle, which is experienced more uni-
formly across the United States.

The recovery from the pandemic recession, however, appears as an
outlier from this pattern—the dispersion of the recovery speed across states
is increased. In this comment, I take a closer look at the pandemic recovery
and argue that a proper comparison of the pandemic recession to the pre-
vious recessions requires distinguishing between temporary layoff unem-
ployment and unemployment due to other reasons. Once the distinction
is taken into account, the recovery from the pandemic recession is not as
dissimilar from the previous recoveries.

In Hall and Kudlyak (2022a), we analyze the historical behavior of
unemployment and find that it comprises occasional sharp upward move-
ments in economic crises and, at other times, an inexorable downward
glide at a low but approximately constant proportional rate of about 0.1 log
points per year. The rate of decline is approximately similar across the ten
recoveries prior to the pandemic. In Hall and Kudlyak (2022¢), we ask
what can be behind these inexorable recoveries of unemployment. Despite
high variations in monetary and fiscal policy, productivity, and labor force
growth, there was little variation in the rate of decline of unemployment.
Our thesis is that a natural force causes jobless job seekers to match with
available jobs and to lower unemployment. The process is slow because a
typical crisis breaks worker-firm employment relationships—separations
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Figure 6. Temporary Layoff Unemployment Rate and Jobless Unemployment Rate
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are permanent—and creating new, stable relationships is time-consuming
and costly (Hall and Kudlyak 2019). That is, our thesis is that a self-recovery
of the labor market after a large fraction of matches is destroyed by a reces-
sionary shock is behind the inexorable recoveries of unemployment.

One distinct feature of the pandemic recession was a huge run-up in
temporary layoff unemployment. In fact, the entire increase in unemploy-
ment during the March—April 2020 recession came from temporary layoff
unemployment (Hall and Kudlyak 2022b). The unemployed on temporary
layoff typically do not go through the search-and-matching process, so no
firm-worker match capital is destroyed.

In Hall and Kudlyak (2022b), we show that to understand the labor market
during the pandemic and its aftermath, one should examine separately tem-
porary layoff unemployment and unemployment due to other reasons—
jobless unemployment. Figure 6 shows temporary layoff unemployment
as share of the labor force and jobless unemployment as share of the
labor force. The two series sum up to the official unemployment rate.



COMMENTS and DISCUSSION 335

Figure 7. Recoveries of Jobless Unemployment
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Historically, a large fraction of unemployment was jobless (Wolcott and
others 2020). For example, in the 2007-2009 recession, jobless unemploy-
ment reached 9 percent. The jobless unemployment rate increased slowly
and peaked at 4.9 percent in November 2020.

Figure 7 shows recoveries of jobless unemployment. Specifically, it
shows the logarithm of the jobless unemployment rate during the recov-
eries, defined from the month when the series reaches its peak to the month
right before it starts increasing in a subsequent recession. The last data point
in the figure is from February 2024. So far, the recovery of jobless unemploy-
ment from the pandemic recession is nonlinear, and it appears faster (e.g., the
line is steeper) than the previous recoveries. Coincidentally, the average speed
of the current recovery as of March 2024 is very similar to the 10 percent
per year speed found for previous recoveries (figure 8).

One cannot read much into the average speed of the recovery, given the
nonlinear nature of the recovery. However, to get some ballpark figures,
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Figure 8. Recoveries of Jobless Unemployment, National and by State
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Note: Data through February 2024. The chronology of the recoveries is from Hall and Kudlyak (2022a).
The jobless recovery of 2020 starts in November 2020.

I calculate the dispersion of the average recovery speed of jobless unemploy-
ment across the US states (this is similar to figure 7 in the paper, which is
constructed for total unemployment). These results are shown in figure 8. As
can be seen, the dispersion of the average jobless unemployment recovery
speed across states during the pandemic recovery is much smaller than the
dispersion of the total unemployment recovery speed across states as shown
in figure 7 in the paper.

CONCLUSIONS Fieldhouse, Munro, Koch, and Howard provide a signifi-
cant contribution to the profession by creating state unemployment rate
series for the postwar period. They show a consistent pace of state unem-
ployment recoveries and a more uniform business cycle across states post-
1960s. The recovery pace of jobless unemployment in the post-pandemic
period aligns with historical patterns. Future research should focus on dis-
tinguishing between different types of unemployment to better understand
recovery dynamics.
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GENERAL DISCUSSION Katharine Abraham pondered the issue that
some of the movements in the claims-based data series the authors have
constructed may reflect changes in state unemployment insurance program
rules or administration rather than real changes in the labor market. While the
authors have made an effort to evaluate the likely effects of some of these
program changes, including changes in program coverage, the maximum
duration of benefits, and the length of the waiting periods for receiving
benefits, Abraham suggested that changes in other features of states’ pro-
grams whose impact is harder to assess also may have affected the data.
For example, the number of claims filed will reflect state rules about the
earnings history required to establish eligibility for benefits. Eligibility also
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may depend on whether one is searching for full-time or part-time work or
on other factors. Perhaps more important, the generosity of benefits and
the overall administrative burden associated with obtaining benefits may
affect whether people who in principle are eligible choose to apply. While
it would be difficult to quantify the effects of changes in individual factors,
Abraham noted that, since the Great Recession, the average ratio of insured
unemployment to official unemployment has declined, with some states
having been more affected than others.

On data issues, David Munro tried to evaluate these administrative
issues and agreed with their importance. The authors have compared their
data with the historical annual insured unemployment rate (IUR) data and
have found that they do indeed correlate, which suggests that these admin-
istrative changes are not influencing the authors’ findings across the busi-
ness cycle.

Gerald Cohen questioned the authors’ claim that there has been a decline
in structural dispersion, specifically on a metropolitan level. Cohen has
measured economic activity for the 150 largest metro areas in the United
States and found an increased dispersion in outcomes over twenty years.'
For the fifty largest metro areas, the dispersion of gross domestic product
(GDP) has widened from 2002 to 2019, and it has continued to widen in
the post-COVID-19 period. Cohen compares Nashville and Memphis: they
have similar potential migration to the state but different outcomes. There
is increased dispersion not just on a metro level but within cities on an
industry level, such as in San Francisco in the past twenty years or so.

James Stock argued that increasing correlations over business cycles across
states is not inconsistent with increasing trend dispersion—both can be true at
the same time. Stock pointed out that the paper presents readers with a good
opportunity to think about drivers and correlations of interstate migration.

Considering Cohen’s comments, Robert Gordon contemplated the loca-
tion of future unemployment caused by artificial intelligence (AI). Gordon
posited that about a third of the labor force are those who create content
looking at the computer screen, which mostly overlaps with the work-from-
home group, while the remainder can be separated into two groups: those
who produce goods (manufacturing, agriculture, mining, utilities) and con-
tact services (retail and wholesale, transportation, most of the education
sector, and most of the health care sector). Gordon hypothesized that Al

1. Kenan Institute of Private Enterprise, “The American Growth Project,” https://
kenaninstitute.unc.edu/american-growth-project/.
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will not destroy most jobs in the latter two groups. He further commented
that the content creating jobs are disproportionately located in the superstar
cities, and he predicted Al will have a disproportionate impact on people
with relatively high incomes. Gordon noted this would be a reversal from
the China shock.

Munro explained that they are not speaking to the city level, although
within-state and between-state differences are important. There are claims
data available for metro areas, if researchers would like to pursue this within-
state research question. On the point of industrial convergence, Andrew
Fieldhouse referenced their paper, which found that most of the industrial
convergence transpired between the 1940s through the 1960s. He noted that,
in fact, there was a small reversal in the early 2000s, which is not neces-
sarily inconsistent with the metropolitan statistical area (MSA) analysis. The
authors focused on the transition away from manufacturing, particularly
in the early postwar era.

Abraham suggested that the changing age distribution of the popula-
tion may be at least partially responsible for the declining responsiveness
of state-level migration to economic shocks. A worker who is early in their
career is more likely to move in response to an economic shock; older
workers and especially people who are over age 65 are less likely to respond
by moving. The aging of the population associated with the Baby Boom
thus could have affected the migration response.

Thinking about other data sets that go far back, and that could comple-
ment the data of the authors, Stock noted that he and Mark Watson looked
at housing starts across states and found decreasing dispersion through
increasing correlation in growth rates across states. Stock remarked that the
decline in the manufacturing sector might be a structural reason for these
patterns, noting there could be additional explanations in other markets.

Janice Eberly provided additional support, explaining that the share of
home buyers more than fifty miles from their current home is at a record
high. Eberly suggested this is consistent with prior comments on the increase
in the average age of the population, meaning more retirees, and supply-
side issues in the housing market.

Maurice Obstfeld asked whether the decline in labor mobility might be
partially explained by the increase in political polarization in the United
States. Obstfeld then walked through two possible narratives for the decline
in labor mobility. One suggests economic structures are converging and
states have increasingly similar business cycles, which may be indicative of
political convergence down the road. The other possibility is that people are
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constrained in one way or the other and cannot move. Similar to previous
comments, Obstfeld pondered whether we are becoming less mobile because
people are older on average, or perhaps housing markets are affecting mobility.
Thinking about who it may be that moves, Obstfeld suggested that to the
extent that only those of the elite class are able to move, such dynamics could
accentuate polarization. Obstfeld was puzzled on one note: researchers know
employers have decreased temporary layoffs, so people should be more
mobile because they are not tied to their original employer.

On migration generally, the authors agreed there are several factors in
play. Munro pointed to recent research that shows housing markets and
home prices matter in terms of migration patterns.> The authors did not
know about the availability of housing start data at the state level, but they
found it quite interesting that there is similar convergence across states
over a similar timeframe.

More broadly, Gordon shared that he had been puzzled about the finding
in the paper by Hall that unemployment declines uniformly across all the
business cycles.? Specifically, the recovery in the wake of the financial crisis
was very slow, whereas the opposite was true for the recovery in 1983 and
1984. Gordon explained that the answer to this puzzle is in realizing that, in
the latter case, the initial recovery was very rapid but slowed subsequently.
Averaging across multiple years, then, will yield a result showing a rela-
tively slower recovery, akin to that following the financial crisis.

Robert Hall, in response to Gordon, pointed to the fact that the irregularity
of recoveries as measured by GDP is much greater than for unemployment.
There is a remarkable smoothness to unemployment as compared to other
factors. Hall commented that even as driving forces differ, the labor market
seems to produce this same result in unemployment during recoveries
across business cycles, as explored in more detail in the paper by Marianna
Kudlyak and him.*

Steven Davis agreed with Abraham’s concern about the conceptual dif-
ference in the authors’ measure of unemployment and that produced using
the Current Population Survey (CPS). Davis explained that there used to

2. William W. Olney and Owen Thompson, “Determinants of Declining Internal Migra-
tion,” working paper 32123 (Cambridge, Mass: National Bureau of Economic Research, 2024).

3. Robert E. Hall and Marianna Kudlyak, “The Inexorable Recoveries of Unemploy-
ment,” Journal of Monetary Economics 131 (2022): 15-25.

4. Ibid.
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be a data set on annual state-level unemployment rates dating back to the
1940s, but that these data have now been lost. Davis added that there was
an active literature in the 1960s and 1970s discussing how best to estimate
state-level unemployment rates using the CPS definition through synthe-
sizing micro data from the CPS, state insured unemployment rates, and
other sources. A different paper could rediscover or recreate these data and
evaluate their quality.
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runs—expanding deposit insurance and strengthening liquidity regulation—and
argue that the industry trends we document favor the latter option. Using the
model, we offer some design considerations for modifying the liquidity cover-
age ratio so as to require banks to pre-position sufficient collateral—largely in
the form of short-term government securities—at the Federal Reserve’s discount
window to ensure they have enough liquidity to withstand a run on their unin-
sured deposits. We also comment briefly on some other regulatory implications
of our findings, including for interest rate risk regulation and merger policy.

The late winter and early spring of 2023 saw three of the four largest
bank failures in US history, those of Silicon Valley Bank (SVB),
Signature Bank, and First Republic Bank, on March 10, March 12, and
May 1, respectively. This dramatic episode, and the failures in bank reg-
ulation that it revealed, naturally led to calls for a variety of regulatory
changes. While we believe that this instinct toward reform is well moti-
vated, in this paper we begin by taking several steps back. We try to sketch
some of the broader forces that have been shaping the evolution of the
banking industry, and of financial intermediation more generally, over the
last quarter century. Our premise in doing so is that only by understanding
how the economics of the banking industry have evolved can one begin to
think sensibly about how regulation might be best adapted.

We organize our analysis around the two fundamental pillars of banks’
business model: making information-intensive loans to borrowers who are
risky and opaque and providing deposit-taking and transactions services.
We then ask how developments in these two areas have affected banks in
different size categories: (1) the largest global banks, the so-called global
systemically important banks (G-SIBs), which currently have assets over
$700 billion; (2) regional banks, which, for the sake of concreteness, we
classify as having assets between $100 billion and $700 billion today; and
(3) smaller banks, which have assets less than $100 billion today.!

1. Eight US bank holding companies currently qualify as G-SIBs: JPMorgan Chase, Bank
of America, Citigroup, Wells Fargo, Goldman Sachs, Morgan Stanley, Bank of New York
Mellon, and State Street. The first six of these institutions all have assets above $1 trillion.
The two custodian banks—Bank of New York Mellon and State Street—have assets below
$700 billion but are systemically important because of the central role they play in settling
securities transactions. We recognize that there are no sharp dividing lines based on assets
that can fully distinguish banks with different business models. So, for example, a number
of banks with assets less than $100 billion might have business models similar to those of
some banks with assets over $100 billion. See Financial Stability Board, <2023 List of Global
Systemically Important Banks (G-SIBs),” press release, November 27, 2023, https://www.
fsb.org/2023/11/2023-list-of-global-systemically-important-banks-g-sibs/.
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The idea that banks—and financial intermediaries more generally—
create value on the asset side of their balance sheets by screening and mon-
itoring borrowers is perhaps the most venerable and widely accepted view
in the academic literature. Diamond (1984) is the classic reference for this
asset-side view of what makes banks special. However, the view that banks
play a unique role in information-intensive lending has come under increas-
ing pressure in recent decades, as nonbank institutions have steadily gained
market share in lending to businesses. These nonbank players include secu-
ritization vehicles, mutual funds, and insurance companies that finance por-
tions of syndicated loans—and, in more recent years, private credit funds
and business development companies (BDCs) that lend to medium-sized
firms. Moreover, it appears that the competition from private credit funds
and BDCs has been felt most acutely by regional banks. By contrast, com-
munity banks, which tend to specialize in lending to much smaller firms,
have been less affected by the growth of nonbank intermediaries.’

Another branch of the literature, beginning with Gorton and Pennacchi
(1990), emphasizes the value that banks create on the liability side of their
balance sheets, via their deposit-taking franchises. There are two logically
distinct mechanisms at work here. The first is that some agents in the econ-
omy prefer holding absolutely safe assets as a store of value and that bank
deposits are an especially good vehicle for providing this safety. Moreover,
these same agents tend to be inattentive and will often accept below-market
rates on their deposits, perhaps partially in exchange for the amenities pro-
vided by their bank—for example, friendly and accessible branch offices.’

A second source of value from deposits stems from their unique role in
the payments system. In addition to being a safe store of value, bank deposits
allow firms and households to transfer resources quickly and efficiently.
A firm that uses its bank to handle transactions with its employees, suppliers,
and customers is an example of this transactional function.

One of the most striking developments that we document over the last
quarter century is a dramatic growth in the economy-wide ratio of bank
deposits to GDP, with much of this growth coming from large uninsured
deposits. Thus, very crudely put, the business of banking seems to be
slowly moving away from a Diamond (1984) world and toward a Gorton
and Pennacchi (1990) world. We reflect on some of the underlying causes

2. See Erel and Inozemtsev (2024) for an overview of the causes and consequences of
the rise in nonbank lending.

3. To the extent that the value of a bank’s deposit franchise comes from paying inatten-
tive depositors less than the market rate (and adjusting for the cost of taking deposits), this is
a private source of value but not a social benefit.
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of this deposit growth in what follows, though to be clear, we do not have
a single, encompassing explanation to offer. However, if one posits that the
demand for payments services should scale roughly with GDP, the rapid
growth in the ratio of deposits to GDP suggests that some of the action is
coming from the safe-store-of-value motive, which might scale more natu-
rally with wealth, rather than GDP.

Putting together these two trends—the migration of information-intensive
business lending outside of the banking sector and the rapid growth of bank
deposits—the inevitable consequence is a shifting of banks’ asset port-
folios toward categories where there is less of a presumption that they have
a unique comparative advantage. Specifically, and this is especially true
for the larger banks that have experienced the greatest competition from
nonbank lenders, the share of securities in their portfolios has increased
significantly in recent decades. These securities consist primarily of US
Treasuries and agency mortgage-backed securities (MBS) whose payments
are insured by the government-sponsored enterprises. These securities are
free of credit risk, so the only risk that banks face in holding them is inter-
est rate risk. In this sense, the larger banks are beginning to look more
like long-term bond mutual funds than they did at the beginning of the
century, albeit bond funds that have uninsured liabilities that can be with-
drawn on demand at par rather than being equity financed. In what follows,
we argue that this observation is of particular relevance when considering
questions about whether and how regulators should modify deposit insur-
ance coverage and bank liquidity regulation.

Of course, it can be artificial to frame things by simply contrasting
theories wherein banks create value either on the asset side of their bal-
ance sheet or the liability side. There can be important synergies between
the two sides of the balance sheet. For instance, in Diamond and Dybvig
(1983) and Hanson and others (2015), banks can finance portfolios of
illiquid loans more efficiently than other types of intermediaries so long as
they can issue demand deposits that are not prone to destabilizing runs. With
some liberties, this theory might be interpreted as warning that a failure to
offer sufficiently broad deposit insurance coverage could interfere with the
process of credit creation in the economy. This possibility highlights why
it is critical to think about exactly what kinds of assets the marginal bank
deposit is financing.

Alternatively, a synergy between the two sides of banks’ balance sheets can
arise if deposit taking, and the resulting need to hold a buffer stock of high-
quality liquid assets as well as the associated access to the central bank’s
lender of last resort (LOLR) function, give banks a balance sheet—based
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edge over nonbank intermediaries in offering on-demand lines of credit
(Kashyap, Rajan, and Stein 2002). Consistent with this view, we show that
the one area of corporate lending where banks have not lost ground to non-
bank intermediaries is in providing loan commitments to firms.

In what follows, we explore both time series and cross-sectional aspects
of the abovementioned trends in banks’ deposit-taking and lending behavior.
We then turn to some of the policy implications of these trends. Here we
begin by developing—with the aid of a simple model—a normative per-
spective on the design of bank liquidity regulation.

The bank failures of early 2023 highlighted a dramatic vulnerability
with respect to liquidity risk, created by the combination of rapid growth of
uninsured deposits and technological and social media innovations, which
appear to have made bank runs more rapid and violent than ever before. As
one extreme example, 94 percent of SVB’s total deposits were uninsured
on the eve of its failure, and 25 percent of its deposits were withdrawn in
a single day, forcing its closure by regulators. Moreover, had it opened for
business the next day, SVB told regulators it expected to see withdrawals of
more than twice that amount in the following twenty-four hours (OIG 2023).

This episode lends urgency to the question of how such heightened run
risk can best be mitigated. Two broad categories of options are: (1) increas-
ing the scope of deposit insurance so most deposits are insured and hence
unlikely to run; or (2) subjecting uninsured deposits to tougher liquidity
requirements so the risk of runs poses a smaller threat to financial stability.
Although both options are likely to deliver benefits in terms of mitigating
run risk, they entail different costs. On the one hand, expanding deposit
insurance would likely create additional moral hazard distortions and
expose taxpayers to greater losses. On the other hand, tougher liquidity
requirements—that is, requiring banks to hold a larger buffer stock of high-
quality liquid assets to cover deposit withdrawals—might crowd out valu-
able information-intensive lending. The observation that, in both the time
series and the cross section, the rapid growth in uninsured deposits has
largely been used to fund growth in securities—and not in information-
intensive lending—suggests that the costs of tougher liquidity requirements
are lower, inclining us to this latter option.

Specifically, we propose a regulatory change that would require larger
banks to back their uninsured deposits by pre-positioning collateral—
largely in the form of short-term government securities—at the Federal
Reserve’s discount window. As we explain, the federal banking agencies
could implement our proposed regulatory change by modifying current
liquidity coverage ratio (LCR) requirements.



348 Brookings Papers on Economic Activity, Spring 2024

Of course, to the extent we have correctly identified some of the key
underlying trends that are changing the business of banking, there may
be reason to adjust other regulatory policies beyond just the pressing case
of liquidity requirements. We focus briefly on two of these. One has to
do with the treatment of interest rate risk in the regulatory capital regime.
Currently, risk-based capital requirements do not account for the ex ante
interest rate risk on long-duration securities like Treasury bonds and MBS.
Moreover, even ex post, mark-to-market losses on these securities do not
flow through to banks’ regulatory capital, except for the largest G-SIBs.
We argue that in a world where uninsured deposits make up a much larger
share of banks’ capital structure than in earlier decades, these policies need
to be rethought.

Finally, we turn to merger policy. Our analysis suggests that the busi-
ness model of regional banks may be particularly vulnerable to the broad
forces that are likely to shape the banking industry in the coming years.
Unlike the community banks, which focus on relationship lending to the
smaller firms in the economy, regionals have lost a good chunk of their
core business lending franchise to the nonbank sector. This leaves them
disproportionately reliant on their deposit franchises for ongoing viability,
at a time when the longer-run durability of these franchises also seems
open to question. Moreover, regional banks may not have sufficient econo-
mies of scale and scope to compete with the handful of the very largest
banks as technological innovation and artificial intelligence become more
and more vital to profitability. Mergers within the midsize regional sector
might be one helpful mechanism in moving the process of consolidation
along, while minimizing harmful medium-term effects on competition and
financial stability.

I. The Growth of Bank Deposits

Looking at quarterly data from 1995:Q4 to 2023:Q2, panel A of figure 1
plots the ratio of total deposits in US depository institutions to GDP along-
side the ratio of uninsured domestic deposits to total domestic deposits
at Federal Deposit Insurance Corporation (FDIC)-insured institutions.*

4. To facilitate consistency in this section, our total deposit series in figure 1 comes from
the Financial Accounts of the United States and includes US-chartered depository institu-
tions, US foreign banking offices, banks in US-affiliated areas, and credit unions. If we focus
on US-chartered depository institutions—a universe that more closely matched the set of
FDIC-insured institutions—the ratio of deposits to GDP rises from 41 percent in 1995:Q4 to
63 percent in 2023:Q2.
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Figure 1. The Growth of Bank of Deposits

Panel A: Total deposits and uninsured deposits
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Source: Total deposits are from the Financial Accounts of the United States and equal the sum of total
checkable deposits and currency (FL793120005) and total time and savings deposits (FL703130005)
minus the currency liabilities of the Monetary Authority (FL713120005). GDP is from FRED. The
uninsured deposit share is from the FDIC’s Quarterly Banking Profile.

Note: The solid line (left axis) shows total deposits at US depository institutions as a share of US GDP.
This includes the deposit liabilities of US-chartered depository institutions, US foreign banking offices,
banks in US-affiliated areas, and credit unions. The dashed line (right axis) shows the estimated fraction
of domestic deposits that are uninsured at FDIC-covered institutions. For the uninsured share of deposits,
we linearly interpolate the 2009:Q3 to 2012:Q4 values to remove the effect of the Transaction Account
Guarantee (TAG) program, which lowered the uninsured share by temporarily expanding deposit insurance
coverage.

Panel B: Households’ holdings of money-like assets
as percentage of their total financial assets
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of the households’ total financial assets. The right axis shows the fractions of these money-like assets that
households hold in the form of checkable deposits and currency, time and savings deposits, and money
market fund shares, respectively.



350 Brookings Papers on Economic Activity, Spring 2024

We linearly interpolate the uninsured share of deposits from 2009:Q4 to
2012:Q4 to visually smooth over the effect of the Transaction Account
Guarantee (TAG) program, which temporarily lowered the uninsured share
by providing unlimited insurance coverage on transaction deposits in the
wake of the 2008 global financial crisis.’ As panel A shows, deposits have
grown rapidly relative to GDP over the past thirty years, with much of the
growth coming from uninsured deposits. In 1995:Q4, deposits were 49 per-
cent of GDP and the uninsured share was 20 percent. As 0f 2023:Q2, deposits
are 75 percent of GDP and 39 percent of them are uninsured. Simply put,
banks are much more deposit rich today than in past decades, but they are
also far more exposed to the potential flightiness of uninsured deposits.*

This reliance on uninsured deposits is most pronounced for larger banks.
As 0f 2023:Q2, 30 percent of domestic deposits in smaller banks—those
with assets under $100 billion—are uninsured. For banks with assets over
$100 billion but that are not G-SIBs, the corresponding figure is 39 percent.
And for the G-SIBs, it is 51 percent. Indeed, across the latter two catego-
ries, 27 percent of banks have an uninsured deposit share than exceeds
50 percent.’

To shed some light on the forces driving these trends, figure Al in
the online appendix shows the evolution of a broader measure of money-
like assets. Specifically, we decompose deposits into the sum of check-
able deposits and savings and time deposits. To arrive at our broader
measure of money-like assets, we then add the sum of currency in circula-
tion and money market mutual fund shares. While there are cyclical fluctu-
ations in this broader measure (e.g., money-like assets tend to rise relative
to GDP during recessions and market downturns), money-like assets have
trended steadily upward in recent decades, rising from 63 percent of GDP

5. The TAG program provided unlimited insurance on deposits held in noninterest-
bearing transaction accounts for banks that chose to participate. The FDIC created this program
in October 2008 using an emergency “systemic risk determination,” and it was in effect until
the end 0£2010. In mid-2010, Congress enacted a similar program for all banks that remained
in effect until the end of 2012. See FDIC, “Temporary Liquidity Guarantee Program,” https://
www.fdic.gov/banker-resource-center/temporary-liquidity-guarantee-program.

6. The uninsured share was also high from the advent of the FDIC in 1934 through the
1970s. However, this was arguably because, adjusted for inflation, insurance limits were much
lower in those earlier decades. Thus, what is anomalous is today’s combination of a high
uninsured share and a generous insurance limit in inflation-adjusted terms.

7. These figures are based on Call Reports data retrieved from Federal Financial Institu-
tions Examination Council (FFIEC), “Central Data Repository’s Public Data Distribution,”
https://cdr.ffiec.gov/public/PWS/DownloadBulkData.aspx. Using these data, we estimate that
41 percent of banks’ deposits were uninsured in 2023:Q2. The FDIC estimates that the unin-
sured share of domestic deposits was 39 percent in 2023:Q2 (figure 1, panel A).


https://www.fdic.gov/banker-resource-center/temporary-liquidity-guarantee-program
https://www.fdic.gov/banker-resource-center/temporary-liquidity-guarantee-program
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in 1995 to 107 percent of GDP in 2023:Q2. Similarly, even though there are
some noticeable cyclical shifts tied to the level of short-term interest rates,
the shares of different money-like assets have been fairly stable.?

Next, using data from the Financial Accounts of the United States,
figure A2 in the online appendix breaks down the holders of money-like
assets.” Consistent with the well-documented rise in corporate cash hold-
ings (Bates, Kahle, and Stulz 2009; Graham and Leary 2018), the cash
holdings of nonfinancial firms and nonbank financial institutions have grown
noticeably relative to households’ cash holdings. Nonetheless, households
still hold the lion’s share of money-like assets, accounting for 61 percent as
0f 2023:Q2 as compared to 27 percent for nonfinancial and financial firms.

Notably, the quantity of deposits and other money-like assets, as well
as the uninsured share of deposits, rose sharply following the onset of
COVID-19 in 2020. Moreover, checking deposits have grown at record
rates since 2020, while the growth in savings and time deposits has lan-
guished by comparison. Arguably, some of these recent shifts reflect the
heightened precautionary motives associated with the pandemic and the
fact that interest rates were at the zero lower bound. In addition, there is
also clear evidence from account-level data at JPMorgan Chase that these
abnormally large deposit balances are partially due to the outsize fiscal
transfers to households during the pandemic (Wheat and Deadman 2023).
Finally, Acharya and Rajan (2023) and Acharya and others (2024) have
argued that the Federal Reserve’s quantitative easing (QE) policies have led
to an expansion of uninsured deposit financing, as banks have had to turn
to uninsured deposits to fund their much-increased holdings of reserves.
Collectively, these factors arguably explain these notable pandemic-era
shifts, all of which have begun to reverse in recent quarters. But figure 1,
panel A, makes clear that the upward trend in the deposits-to-GDP ratio as
well as the uninsured share has been ongoing for decades, predating both
the arrival at the zero lower bound and the initiation of QE policies in 2008
as well as the onset of the pandemic in 2020.

8. When the Fed raises its short-term policy rate, the rates that banks pay on checking
and savings deposits lag well behind other money market rates (which generally move in
lockstep with the Fed’s policy rate). Thus, when the Fed raises rates, savers tend to gradu-
ally substitute away from lower-yielding checking and savings accounts and toward higher-
yielding time deposits and money market fund shares. Conversely, when the policy rate
is low, lower-yielding checking and savings deposits tend to grow more rapidly than time
deposits. See Drechsler, Savov, and Schnabl (2017).

9. Federal Reserve Board, “Financial Accounts of the United States—Z.1,” https://www.
federalreserve.gov/releases/z1/.
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With respect to the factors that underlie these longer-term trends, we
do not have any clear-cut evidence to offer. As noted above, the growth
in the ratio of deposits to GDP could reflect a safe-store-of-value motive,
which might scale more naturally with wealth, rather than with GDP. Con-
sistent with this view, while total deposits have been growing as a fraction
of GDP, panel B of figure 1 shows that households’ holdings of deposits
and other money-like assets have been quite stable relative to their total
financial wealth, suggesting that households’ portfolio allocation to money-
like assets has been stable over time. Thus, the secular rise in the ratio of
deposits to GDP is clearly linked to the secular growth in financial wealth
relative to GDP.! That said, investors’ willingness to hold their safe assets
in the form of bank deposits paying less than a market rate—rather than in
money market fund accounts, for example—might have been greater, all
else being equal, due to the low level of interest rates the United States has
experienced in recent decades.

Turning to the upward trend in the uninsured share of deposits, it stands
to reason that the secular rise in household wealth inequality and the growth
in corporate cash holdings both play some role in driving this trend. How-
ever, in the absence of account-level data, it is difficult to say whether or
not these are important contributing factors.

Il. The Rise of Nonbank Corporate Lending

Figure 2 presents perspectives on the evolution of bank lending to nonfi-
nancial businesses. Using data from table L.103 of the Financial Accounts
of the United States, panel A focuses on nonfinancial corporate businesses.
The solid line in the figure shows the ratio of bank loans to nonfinancial
corporate businesses divided by total loans to these firms.!"! Importantly,
the nonbank component of loans in the Financial Accounts data includes
syndicated loans that are held by nonbank investors such as collateralized
loan obligations (CLOs), mutual funds, insurance companies, and pension
funds, but it does not include lending originated by private credit funds

10. Both Lopez-Salido and Vissing-Jorgensen (2023) and Buchak and others (2024)
have previously noted that bank deposits have accounted for a stable fraction of household
wealth in recent decades.

11. We exclude commercial mortgages from both the numerator and denominator since
the Financial Accounts data do not break down commercial mortgages to nonfinancial cor-
porations into those held by banks versus nonbanks.
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Figure 2. Bank Lending to Nonfinancial Businesses

Panel A: Bank loans as shares of nonfinancial corporate liabilities
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Source: These figures are compiled using data from the Federal Reserve Board’s Financial Accounts of the
United States. Panel A uses series FL103168005.Q (bank loans), FL.104123005.Q (loans), FL.103165005.Q
(mortgages), and FL.104122005.Q (debt securities). Panel B uses series FL113168005.Q (bank loans) and
FL113169005.Q (other loans and advances).

Note: In panel A, using data from table L..103 (Nonfinancial Corporate Business) from the Financial
Accounts of the United States, the solid line shows bank loans (excluding mortgages) as a fraction of
total loans (excluding mortgages) to nonfinancial corporate businesses. The dashed line adds corporate
bonds to the denominator, plotting bank loans as a fraction of total loans plus corporate bonds. Panel B,
using data from table L.104 (Nonfinancial Noncorporate Business) from the Financial Accounts of the
United States, the solid line shows bank loans as a fraction of total nonmortgage loans to nonfinancial
noncorporate businesses.



354 Brookings Papers on Economic Activity, Spring 2024

and business development companies (BDCs).!* The dashed line in the
figure adds corporate bonds and other debt securities to the denominator,
showing bank loans to nonfinancial corporations as a share of all forms of
credit (again, excluding loans from private credit funds and BDCs as well
as mortgages).

Even before accounting for private credit funds and BDCs, panel A of
figure 2 shows that banks currently provide a much smaller share of credit
to nonfinancial corporations than they did at the turn of the century. As
0f 2023:Q3, bank loans account for only 35 percent of total nonmortgage
loans and just 13 percent of total nonmortgage credit to nonfinancial cor-
porations, down from 57 percent and 23 percent, respectively, in 2000:Q4.
Naturally, banks also account for a similarly small fraction of the total
growth in corporate credit over the past decade. From 2013:Q4 to 2023:Q3,
bank loans to nonfinancial corporations grew by roughly $700 billion. By
contrast, nonbank loans to nonfinancial corporations grew by $1.6 trillion
and debt securities grew by almost $3.1 trillion. Thus, bank loans account
for 30 percent of the growth in total corporate loans and 13 percent of the
growth in all corporate credit over the last decade.

Importantly, the trends seen for nonfinancial corporations do not show
up when we look at lending to the noncorporate nonfinancial sector. As
shown in panel B of figure 2, this sector, which can be thought of as cap-
turing the smaller, unincorporated businesses in the economy, continues
to be highly bank-dependent. The solid line in panel B displays the same
construct as the solid line in panel A—bank loans to total nonmortgage
loans—but for the unincorporated firms the bank share actually rises in the
early part of the sample and has fluctuated between roughly 80 percent and
85 percent over the last twenty years. This divergence suggests that non-
banks are thus far not making meaningful inroads in lending to the smallest
firms. This in turn implies that they pose less of a competitive threat to the
small banks, whose lending business is largely dependent on relationships
with these small firms. Rather, it is the lending model of the larger regional
banks that appears to be most exposed to competition from nonbanks.

12. “Private credit” refers to nontraded commercial credit instruments that are originated
and funded by nonbank institutions. Historically, private credit was used to finance midsize
firms with revenues between $10 million and $1 billion. However, in recent years, private
credit has been competing more directly with the syndicated loan market, which caters to
larger firms. The biggest recent providers of private debt have been private credit funds and
BDCs. Private credit funds are finite-horizon, closed-end funds that primarily invest in pri-
vate credit instruments. BDCs also invest in private credit but are perpetual, closed-end funds
that are financed using public equity and bond issues.
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Returning to the corporate nonfinancial firms, the erosion in the bank
share of credit to these firms—apparent in the solid line in panel A of
figure 2—comes between 2000 and the onset of the global financial crisis
in 2008. This is in part due to the rapid growth of nonbank leveraged lend-
ing during this period. Figure A3 in the online appendix documents the
growth of the leveraged lending market by lender type over the 1996 to
2023 period. The leveraged lending market has always been dominated
by nonbank financial institutions, including CLOs, mutual funds, insurance
companies, and pension funds. Thus, rapidly growing leveraged lending
represents an aggregate substitution away from bank-provided finance.
Specifically, participation in the leveraged loan market by nonbank institu-
tions grew from almost nothing in 2000, to about $400 billion on the eve of
the global financial crisis and stands at around $1.2 trillion today.

As noted above, panel A of figure 2 presents an incomplete picture of
nonbank competition in lending to the corporate sector, because the data
underlying the figure do not include private credit funds and BDCs, which
grew very rapidly in the post—global financial crisis period. This can be
seen in figure 3. Panel A of figure 3 plots loans held by BDCs. Total lending
by BDCs has grown from about $40 billion in 2013 to $230 billion today.
To benchmark these magnitudes, over the same period, total bank loans to
nonfinancial corporations have grown by $700 billion. So, the incremental
market share captured by BDCs alone is economically quite significant.

Panel B of figure 3 plots an estimate of the deployed capital of US
private credit funds. Since 2013, deployed capital by private funds—
a concept broadly analogous to loans on their books—has grown by about
$300 billion. Thus, the combined lending to nonfinancial corporations from
BDCs and private credit funds has grown by almost $500 billion since
2013. This figure is roughly in the same ballpark as the $700 billion increase
in bank loans to nonfinancial corporations over the past decade. So, even
excluding all other more established forms of nonbank finance to firms,
such as the leveraged loan market and the corporate bond market, these
two relatively new sources of nonbank credit alone are now very significant
competitors in an important segment of the corporate lending market.

One place where banks have not lost any appreciable ground is when
it comes to providing commitment-based revolving loans to corporations.
According to Shared National Credit Program data as of 2022:Q2, banks
hold over 97 percent of the $1.4 trillion of outstanding syndicated revolv-
ing loans (OCC, Federal Reserve Board, and FDIC 2023a). By contrast,
banks hold only 26 percent of the $1.5 trillion of outstanding term loans.
This implies that almost all the gains in market share that nonbank lenders
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Figure 3. The Growth of Nonbank Lending
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rolling five-year average of the US share of global fundraising.
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have made in corporate lending have come in the market for installment
credit. These findings are consistent with the view in Kashyap, Rajan, and
Stein (2002) that deposit taking, and the resulting need to hold a buffer
stock of high-quality liquid assets as well as the associated access to the
central bank’s lender of last resort function, gives banks a particular com-
parative advantage over nonbanks in supplying on-demand lines of credit."

What explains these trends? At a high level there are two main forces
that might explain banks’ declining share of credit intermediation. First, the
migration away from banks might be driven by advances in informational,
contracting, and organizational technologies—for example, the development
of securitization or new underwriting techniques by nonbanks. Second, the
migration away from banks might be due to changes in financial regulation.
Using a structural approach, Buchak and others (2024) find that changes
in technology and the deepening of securities markets account for the con-
siderable migration of credit intermediation away from banks that was
witnessed from the 1970s to the 1990s. While this migration has continued
since 2000—in part due to the heightened regulation of banks since the
2008 global financial crisis—they show that the rate of migration has decel-
erated. Reviewing the recent literature, Erel and Inozemtsev (2024) survey
the evidence that heightened bank regulation has contributed to migration
since 2008. At the same time, there is also strong evidence that nonbank
lenders have been far more innovative and that these technological shifts
have also contributed to migration since 2008 (Lerner and others 2024;
Schneider, Strahan, and Yang 2023).

I11. Implications for Bank Portfolio Shares

The combination of these two broad trends—rapid deposit growth and
strong competition from nonbank providers of corporate credit—has, not
surprisingly, left a mark on the composition of bank balance sheets. This is
shown in table 1, which documents changes in banks’ asset mix from 2000
to 2023. There are three panels in the table. Panel A examines the aggregate

13. The idea is that banks have a balance sheet-driven—as opposed to informational—
advantage in extending revolving lines of credit. Since revolving loans can be drawn down
on demand by borrowers, they have a similar contingent liquidity profile to demand depos-
its. Thus, to the extent that loan commitment drawdowns are imperfectly correlated with
deposit withdrawals, a financial institution that combines deposit taking with commitment-
based lending can economize on its costly buffer stocks of high-quality liquid assets. Empiri-
cally, loan commitment drawdowns tend to be strongly negatively correlated with deposit
withdrawals in the time series, implying that banks have a significant advantage in making
commitment-based loans (Gatev and Strahan 2006; Li, Strahan, and Zhang 2020).
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balance sheet of the entire banking sector over time and displays the share
of bank assets represented by the following categories: (1) total loans;
(2) commercial and industrial (C&l) loans; (3) total cash and securities;
(4) cash and securities with a maturity of less than three years; (5) cash and
securities with a maturity of greater than three years; and (6) central bank
reserves. Panel B repeats the exercise but focuses only on those smaller
banks with assets of less than $100 billion in 2023 dollars in each period.
Panel C covers the complementary set, those larger banks with assets of
greater than $100 billion.

Focusing on the panel C, we see that for larger banks total loans have
fallen from 61 percent of assets in 2000 to 49 percent of assets in 2023.
Moreover, almost all of this 12 percentage point decline is accounted for by
the C&I category, where loans have fallen by 8 percentage points of assets,
from 20 percent to 12 percent. Interestingly, however, this share has been
roughly flat in the post—global financial crisis era, despite the very strong
growth of private credit funds and BDCs, which one might have expected
would have driven the bank portfolio share in C&I lending even lower.
We suspect that the resolution to this apparent paradox is that overall loan
demand, and hence aggregate lending volume, was very strong during this
period of generally low interest rates and easy credit conditions. Mechani-
cally, even if banks are losing a considerable share of the market for cor-
porate loans, but at the same time the total size of the market is growing
briskly, banks’ volume of corporate lending may be holding up better than
it otherwise would. Of course, a corollary of this reasoning is that if the
growth of aggregate loan demand slows in the current higher interest rate
environment and the nonbank providers of credit retain their higher market
shares, banks’ portfolio shares in C&l lending may decline even further.

The flip side of a reduced share of loans on bank balance sheets is an
increased share of cash and securities. For the larger banks in panel C
of table 1, we see that cash and securities have gone from 24 percent of
assets in 2000 to 39 percent of assets in 2023, representing a quite dramatic
reconfiguration of their balance sheets.'* Furthermore—and this observa-
tion will be crucial when we turn to policy implications—even as total
securities holdings have gone up, and even as these securities holdings
are now increasingly funded with uninsured rather than insured deposits,
the share of assets accounted for by securities with maturities over three
years has actually increased somewhat, from 12 percent in 2005 to 16 per-
cent today. This is important because, as the Silicon Valley Bank (SVB)

14. This trend is also emphasized by Stulz, Taboada, and van Dijk (2024).
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Figure 4. Bank Share of One-to-Four-Family Residential Mortgages,
Excluding Fed’s Holdings
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Source: Figure compiled using data from Flow of Funds (Federal Reserve Board): table L.109 (Monetary
Authority), series LM713061705.Q; table L.110 (Private Depository Institutions) series LM703061705.Q;
and table L.218 (One-to-Four-Family Residential Mortgages) series FL763065105.Q, FL893065105.Q,
FL753065103.Q, FL.743065103.Q, and FL473065100.Q. GSE = government-sponsored enterprise.

episode has taught us, an especially combustible mix is the combination of:
(1) interest-rate risk coming from long-maturity securities holdings; and
(2) a large proportion of runnable uninsured deposits (Drechsler and others
2023). Even if one believes that sticky and effectively long-duration insured
deposits are a sensible way to fund long-duration securities, the same cannot
be said for more run-prone uninsured deposits.

What are the long-duration securities that have become increasingly
important on larger banks’ balance sheets? Mortgage-backed securities
(MBS) play a leading role. And indeed, the growth of their MBS holdings
has helped turn banks into the leading private players in the mortgage
market. This is illustrated in figure 4, which plots banks’ share of the one-
to-four-family residential mortgage market, where the total size of the
market is defined excluding the Federal Reserve’s holdings via its QE
programs. There are two lines in the figure. The lower solid line captures
banks’ share of the whole loan mortgage market. As can be seen, banks are
less prominent in terms of holding whole loans, with a market share that
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has fluctuated between roughly 30 percent and 35 percent over the last few
decades but that shows no discernible trend.

The story looks very different when we examine the upper dashed line,
which presents banks’ share of the combined whole loan and agency MBS
mortgage markets. Here the bank share soars from about 40 percent in 2008
to over 70 percent in 2021, before retracting somewhat to around 60 per-
cent in 2023. In other words, their growth in MBS holdings is entirely
responsible for banks’ much increased presence in the overall mortgage
market in recent years.

A first reaction to figure 4 might be that the rise in banks’ share of the
MBS market since 2008 is a mechanical reflection of the Fed’s large pur-
chases of MBS. This is not quite right. It is true that the Fed has taken a lot
of MBS out of private hands, so that the bank share of the private market
would mechanically grow even if bank holdings were not increasing in
absolute dollar terms. But this fact still leaves the question why it is other
nonbank private holders of MBS, such as bond mutual funds, that have been
most willing to cede their MBS to the Fed. Said differently, bank demand
for MBS has increased very strongly relative to MBS demand from other
private investors over the last fifteen or so years. And these other investors
are quite capable of intermediating agency MBS. Apparently, the combina-
tion of banks’ eroding position in the corporate credit market and their large
deposit inflows has given them a powerful appetite for MBS.'

Going back to table 1, it is instructive to compare the trends in balance
sheet composition for the larger banks in panel C to those for the smaller
(less than $100 billion in assets) banks in panel B. In sharp contrast to the
larger banks, the smaller banks have not seen any noticeable decline in the
share of either total loans or C&I loans on their balance sheets. For example,

15. Banks are overweight with MBS relative to a passive US government bond fund that
owns Treasuries and agency-backed MBS in proportion to their outstanding market values.
Specifically, Treasury and agency securities currently make up roughly 78 percent of banks’
securities portfolio. Within this government securities bucket, banks currently hold 70 per-
cent of their assets in agency MBS and the rest in Treasuries. By contrast, a value-weighted
government bond fund would hold roughly 32 percent of its assets in agency MBS. (The
numbers on bank portfolios are calculated from the Call Reports, and the bond fund figure
is the ratio of outstanding agency MBS to outstanding marketable Treasury debt.) Although
we cannot offer definitive proof, we suspect that banks’ preference for MBS reflects the
facts that MBS receive nearly as favorable regulatory treatment but offer higher yields than
Treasuries. The analogy is not exact, but agency MBS are similar to callable Treasury bonds
and thus offer a meaningful yield spread over Treasuries because MBS holders are short a
valuable call option. However, since banks are typically concerned with the reported interest
income on their securities—that is, banks care about yield and not simply total returns—they
may perceive MBS as being more attractive than Treasuries; see Hanson and Stein (2015).
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total loans are 62 percent of small bank assets in 2000 and 65 percent of
small bank assets in 2023. Correspondingly, cash and securities are also
roughly stable for small banks over the same period, going from 32 percent
of assets to 28 percent of assets. This fits closely with the conclusion that
we drew from the comparison of lending to nonfinancial corporate firms
versus nonfinancial noncorporate firms in panels A and B of figure 2. Given
that nonbank lenders have not gained significant market share in lending
to the smallest firms in the economy, their growth has not made a discern-
ible impact on the balance sheets of small banks. Instead, it is the larger
regional banks whose business has been most disrupted by the increasing
importance of nonbank credit providers.

IV. Cross-Sectional Evidence

A simple way to summarize our interpretation of the aggregate time series
trends above is to say that, for the banking sector as a whole, deposit growth
has outstripped growth in traditional lending opportunities in recent years.
This contrasts with a situation where lending opportunities are growing
rapidly, and banks must bid aggressively to raise additional deposits to
finance an expansion of their lending portfolios. To further bolster our pre-
ferred interpretation, it is helpful to look in more detail at the cross section
of banks. In table 2, we run the following cross-sectional regression over
the 20102023 period:

Y Y
EIRCIR
A ,2023 A ,2010

where A is total bank assets, and Y refers to a variety of specific asset
categories (e.g., total loans, commercial and industrial [C&I] loans, cash,
securities, etc.). Thus, we are asking how deposit growth over the 2010 to
2023 period has been correlated with changes in asset composition in the
cross section of banks. Panel A of table 2 displays the results for the set of
banks with assets over $1 billion in current dollars, and panel B focuses
on the smaller set of large banks (twenty-three observations) that currently
have over $100 billion in assets.

Looking first at panel B, we see that among the larger banks, more rapid
deposit growth is correlated with a decline in the share of total loans to
assets, the share of C&l loans to assets, and the share of C&I plus owner-
occupied commercial real estate (CRE) loans to assets. Correspondingly,
more rapid deposit growth is associated with a sizable increase in the share

De OSitSi_2023
P - + €&,
Depositsi oo
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Table 2. Regression of Change in Bank Asset Shares on Deposit Growth
from 2010 to 2023

(1) 2) (3) 4)
Total loans C&I loans C&I & CRE loans  Cash & securities

Panel A: All banks

Change in log 3.572 0.827 —-0.808 —-1.757
deposits (1.243)%** (0.575) (1.002) (1.079)

Observations 814 814 814 814

R 0.030 0.006 0.002 0.007

Panel B: Large banks

Change in log —8.386 —4.479 -0.576 6.709
deposits (1.374)*** (0.887)*** (1.180) (2.267)***

Observations 23 23 23 23

R? 0.259 0.229 0.003 0.194

Source: Call Reports from FFIEC.

Note: “C&I & CRE loans” includes all C&I loans plus loans secured by owner-occupied nonfarm
nonresidential properties. Estimated at the regulatory high-holder or standalone bank level. Excludes
Goldman Sachs, Capital One, Morgan Stanley, State Street, American Express Bank, and Discover Bank.
Standard errors are robust to heteroskedasticity.

of cash and securities to assets. In terms of economic magnitudes, the point
estimates imply that a one standard deviation increase in deposit growth
is associated with a 4.1 percentage point decline in the ratio of loans to
assets, offset by a 3.3 percentage point rise in the ratio of cash and securi-
ties to assets. Given the purely descriptive nature of these regressions, we
are hesitant to read too much into the coefficient estimates. Nevertheless,
they fit qualitatively with the inference we have drawn from the time series,
namely that, especially among the larger regional banks, deposit growth has
led to a reduced share of loans on the balance sheet and an increased share
of cash and securities.

Panel A covers all banks and, importantly, weighs them all equally, so
that the results are driven primarily by the smaller banks. Here, the patterns
are directionally reversed, and the statistical significance is spotty. Now a
one standard deviation increase in deposit growth between 2010 and 2023
is associated with a rise in the ratio of loans to assets of 2.3 percentage
points and a decline in the ratio of cash and securities to assets of 1.1 per-
centage points.

We next turn to the role of uninsured deposits more specifically. It could
be the case that uninsured deposits are particularly important for funding
lending on the margin—perhaps because banks turn to the uninsured whole-
sale deposit market when their lending opportunities are too expansive
to be funded by their retail deposit bases. This turns out not to be the case.
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Table 3. Cross-Sectional Regressions of 2023:Q2 Asset Shares versus Uninsured
Deposit Intensity

3) 4)
(2) Cash & Cash &
(1) Cash & securities securities (5)
Loans securities < 3yrs > 3yrs Reserves
Uninsured —0.133%%%* 0.131%*** 0.072* 0.059* 0.052%*
deposits/ (0.051) (0.050) (0.043) (0.031) (0.021)
assets
Deposits/ 0.415%** —-0.090 —0.309%** 0.220%%** —0.267%***
assets (0.113) (0.112) (0.096) (0.036) (0.076)
Observations 814 814 814 814 814
R? 0.073 0.018 0.071 0.053 0.141

Source: Call Reports from FFIEC.

Note: The sample includes all banks with assets greater than $1 billion in 2023 dollars. A one-unit
increase in the independent variable or dependent variable represents a 1 percentage point increase
in the variable as a share of assets. Includes banks with at least $1 billion in assets (in 2023 dollars).
Excludes Goldman Sachs, Capital One, Morgan Stanley, State Street, American Express Bank, and
Discover Bank. Estimated at the regulatory high-holder or standalone bank level. Standard errors are
robust to heteroskedasticity.

To see why, table 3 examines the cross-sectional relationship between
balance sheet shares and the composition of deposits. Specifically, for a
single cross section in 2023:Q2, and for the sample of the 814 banks with
assets over $1 billion, we regress bank asset shares on uninsured deposits as
a share of assets, controlling for total deposits as a share of assets. In other
words, we are asking how asset composition changes as insured deposits are
swapped for uninsured deposits, holding fixed total deposits.

The first column of table 3 shows that while the loans-to-assets ratio is
positively correlated with the ratio of total deposits to assets, it is negatively
correlated with the ratio of uninsured deposits to assets. A one standard
deviation increase in the uninsured deposits-to-assets ratio is associated
with a 1.8 percentage point decline in the loans-to-assets ratio. The remain-
ing columns of the table show that this decline in loans is mirrored by a rise
in cash and securities, with this increase roughly equally divided between
reserves, cash and securities with maturities of three years or less exclud-
ing reserves, and securities with maturities greater than three years.

These results are again broadly consistent with the aggregate time trends
documented above. In the aggregate, uninsured deposits have grown rapidly
even as loans have declined as a fraction of assets. Similarly, in the cross
section, high uninsured deposits are associated with less lending, not more.
To some extent, this could reflect privately optimal liquidity management
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Table 4. Regression of Bank Market-to-Book on Deposit and Loan Characteristics

(D 2)
All banks Small banks
Average deposit rate (pp) —(.343%** —0.320%**
(0.076) (0.069)
Average loan rate (pp) 0.043 0.051*
(0.027) (0.027)
Log deposits 0.58 1*** 0.655%**
(0.120) (0.121)
Log loans -0.121 —-0.173
(0.114) (0.114)
Log branches —-0.096* —0.115%*
(0.048) (0.046)
Log noninterest expense —0.394%** —0.404%*%*
(0.116) (0.114)
Log employees 0.017 0.060
(0.098) (0.092)
Bank-year observations 3,304 3,137
Within R? 0.077 0.090

Source: Call Reports (retrieved from FFIEC) and S&P Capital 1Q.

Note: This table reports annual panel regressions of a bank’s market-to-book ratio on its deposit
and loan characteristics. The regressions include year fixed effects and are estimated over the 2010 to
2023 period. All regressions exclude banks with less than $1 billion in assets in 2023 dollars as well as
Goldman Sachs, Capital One, Morgan Stanley, BNY Mellon, State Street, American Express Bank, and
Discover Bank. All banks owned by the same bank holding company in a particular year are collapsed
into a single observation. “Small banks” include banks with $1 to $100 billion of assets in 2023 dollars.
Standard errors are clustered by quarter and bank holding company (i.e., regulatory high holder).

in a world with deposit-led growth and modest lending opportunities.
Banks flush with more uninsured deposits might be mindful that these
deposits are potentially flighty and therefore hold larger liquidity buffers.
However, it is worth noting that these liquidity buffers are held largely in
the form of longer-maturity securities, and indeed, as uninsured deposits
go up the cross section, so too does the share of longer-maturity secu-
rities on the balance sheet. As argued by Drechsler and others (2023), if
uninsured deposits are vulnerable to run risk, this run risk may actually
be exacerbated to the extent that these deposits are funding long-duration
securities.

Finally, in table 4 we examine the importance of banks’ deposit and
lending franchises for bank equity valuations using a simplified version
of the empirical strategy from Egan, Lewellen, and Sunderam (2022). The
goal is to assess the degree to which each activity contributes to the private
value of banks as seen by their shareholders. This private value may not
be perfectly aligned with the social value banks create, but it is directly
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measurable from equity valuations. Table 4 considers a sample from 2010
to 2023 and estimates panel regressions of the form:

G

where (M/B), is the market-to-book ratio of bank 7 in year z, »7#>" is the
average net-of-fee rate that bank 7 pays its depositors, and 75" is the aver-
age rate that it earns on its loans. The regression asks how much a decrease
in deposit rates or an increase in loan rates raises bank equity valuations,
holding fixed the scale of deposit taking and lending. We include year fixed
effects so that the coefficients are identified from cross-sectional variation
across banks in a given year rather than variation over time.

Column 1 of table 4 examines all publicly listed banks with assets over
$1 billion in current dollars. The coefficient on deposit rates, f3,, is negative
and significant, indicating that, as expected, banks that pay their deposi-
tors lower interest rates have higher equity valuations. The coefficient on
loan rates, [3,, is positive: banks that earn higher rates on their loans also
have higher valuations. However, the coefficient is close to zero in magni-
tude and is insignificant, suggesting that for all banks, the deposit franchise
contributes far more to stock market value than the lending franchise.'®
Column 2 shows that we obtain similar results if we restrict attention to the
subset of banks with assets of less than $100 billion.

The difference between the value created by deposits and the value
created by the lending business can be better understood by decomposing
the market-to-book ratio into the price-to-earnings ratio and the earnings-
to-book ratio (return on equity). In untabulated results, we find that lower
deposit rates and higher loan rates both increase the earnings-to-book
ratio—that is, both increase bank profits. However, lower deposit rates do
not affect the price-to-earnings ratio, while higher loan rates are correlated
with lower price-to-earnings ratio. In other words, stock market investors
treat banks with higher loan rates as riskier and hence penalize their valu-
ations accordingly. But they do not treat banks with lower deposit rates in
the same way.

=a,+ BD o pDeposit 4 BL o phoan 4oy o 1n(Deposits,-,>

it

+Y.. ln(Loanh) +8'x; + €4,

16. Using a more sophisticated empirical approach, Egan, Lewellen, and Sunderam
(2022) reach a similar conclusion.
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To summarize our empirical findings: over the last twenty-plus years,
banks have seen rapid growth in their deposits, with much of this growth
coming from uninsured deposits. At the same time, larger banks—those
broadly categorized as regional banks—have faced increasing competi-
tion on the lending side from a variety of nonbank players, including most
recently the fast-growing private credit and business development com-
panies (BDC) sectors. As a result of these two forces, the asset portfolios
of the regional banks have shifted significantly away from lending and
toward holdings of long-term securities, specifically long-term Treasury
bonds and MBS. These time series patterns also have analogs in the cross
section, where we find that those banks with the fastest growth of deposits
in recent years have seen the biggest declines in lending as a share of assets
and the biggest increases in cash and securities as a share of assets.

In what follows, we ask how these observations about the evolution of
the banking system should shape one’s views toward bank regulation in
general, and particularly toward liquidity regulation—that is, regulatory
efforts to mitigate the run risks posed by much increased levels of uninsured
deposits in the system.

V. Policy Implications

We now turn to policy implications. We discuss three topics: (1) the design
of deposit insurance and liquidity regulation—specifically, how best to deal
with the run risk created by large amounts of uninsured deposits in the
banking system; (2) how capital regulation might be adjusted to deal with
interest rate risk on banks’ securities holdings; and (3) merger and com-
petition policy. The first of these, deposit insurance and liquidity regula-
tion, involves some subtle trade-offs, and we sketch a simple model to help
clarify the issues.

V.A. Deposit Insurance and Liquidity Regulation

As noted above, 39 percent of all domestic deposits currently held in
US banks are uninsured, an increase of 19 percentage points from 1995.
And for banks with more than $100 billion in assets, 27 percent of banks
have uninsured deposits greater than 50 percent of their total domestic
deposits. The bank failures of early 2023 highlighted the run risks associ-
ated with large amounts of uninsured deposits, and it now seems clear that
technology and social media have, in certain circumstances, made these
uninsured deposits more vulnerable to extraordinarily rapid and intense
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runs (Benmelech, Yang, and Zator 2023; Cookson and others 2023; Koont,
Santos, and Zingales 2023).

The question we take up in this section is how best to address the run
risk associated with this large volume of uninsured deposits. Our basic
premise is that increased equity capital requirements alone, while helpful,
are not sufficient for this task. There also needs to be a distinct and robust
liquidity-oriented regime to complement capital regulation.

One obvious way to reduce the run risk associated with this high current
level of uninsured deposits would be simply to expand the scope of deposit
insurance coverage. As recently detailed by the Federal Deposit Insurance
Corporation (FDIC), there are various options under this umbrella, from
raising the deposit insurance limit somewhat from its current value of
$250,000, to fully insuring business payment accounts, all the way to fully
insuring all domestic deposits (FDIC 2023). Proponents of more aggres-
sive versions of this approach sometimes argue that because uninsured
depositors rarely are subject to losses in bank failures, these deposits are
already de facto insured. So, the argument goes, one might as well make
this insurance explicit and thereby eliminate run risk. Further, extending
insurance to all deposits would entail banks paying higher deposit insur-
ance premia, thereby forcing at least partial internalization by banks of the
associated costs.

As a practical matter, it seems unlikely that Congress will expand deposit
insurance coverage, at least in the foreseeable future. Thus, a response
to run risk will almost surely need to be fashioned under the existing
authority of the federal banking agencies. Political constraints aside,
though, there are potentially important costs associated with a significant
expansion of deposit insurance. Because deposit insurance can never be
perfectly risk sensitive, expanding coverage will arguably create some
additional moral hazard costs.!” These costs could arise because deposit
insurance distorts banks’ ex ante risk-taking decisions in normal times—
for example, by encouraging banks to invest in excessively risky assets—
or banks’ decisions after they have suffered large losses—for example, by
allowing zombie banks to either lumber on or, even worse, to gamble for

17. Of course, the FDIC should strive to minimize the extent of moral hazard by making
the insurance regime appropriately risk sensitive. However, since asset risk is not observ-
able and since banks will arguably always know more about the risk of their assets than the
FDIC, deposit insurance entails moral hazard costs. Thus, policymakers need to solve the
second-best problem that involves trading off the run-stopping benefits of deposit insur-
ance against its moral hazard costs in terms of distorting banks’ decisions relative to the
first best.
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resurrection.'® In its May 2023 review of options for deposit insurance
reform, the FDIC also evinced concern about the impact of such a change
in policy on the adequacy of the deposit insurance fund and the dynamics
of wholesale funding markets (FDIC 2023).

An alternative approach to reducing run risk is to strengthen liquidity
regulation by, for example, modifying the liquidity coverage ratio (LCR) to
require uninsured deposits to be largely backed with Treasury bills (T-bills)
and other short-term Treasuries. The LCR, which currently only applies to
very large banks, requires that banks maintain sufficient high-quality liquid
assets (HQLA) to cover their anticipated net cash outflows over a thirty-day
period of stress."

How one feels about this approach will naturally be colored by how one
interprets the evidence we have presented above. At one extreme, if one
believes that, at the margin, the banking system is raising uninsured deposits
and largely investing them in long-term securities such as mortgage-backed
securities (MBS), such an approach would seem relatively attractive. Having
banks make investments in long-term securities is arguably a zero net pres-
ent value (NPV) activity from a social perspective, since the intermedia-
tion of long-term securities can be efficiently carried out by bond mutual
funds, without creating the severe run risks associated with uninsured
deposit funding.”® At the other extreme, if one has more of a Diamond and
Dybvig (1983) view and believes that, even at the margin, wholesale bank

18. Even banks that are deeply insolvent often manage to stay above their regulatory
capital minimums—and hence avoid intervention from forbearance-inclined regulators—
given the backward-looking nature of accounting-based measure of equity capital. Although
it would be a stretch to argue that uninsured depositors exert discipline on banks in the normal
course of business, in many cases the event that forces an economically unviable bank to
be shut down is a run by uninsured depositors. The savings and loan (S&L) crisis of the
1980s and early 1990s is a useful lesson in this regard, as many highly deposit-insured S&L
institutions kept operating for many years in a zombie state, gambling for resurrection while
increasing their losses and the ultimate costs to taxpayers.

19. The LCR specifies the eligible HQLA and, as discussed below, projects the antici-
pated net cash outflows during the thirty-day stress period based on an assumed run-off rate
for each type of liability on the bank’s balance sheet. At present, only banks with assets
greater than $700 billion (or short-term funding greater than $75 billion) are subject to the
full LCR, which requires them to hold enough HQLA to cover 100 percent of thirty-day
stressed outflows. Depending on their levels of weighted short-term wholesale funding,
banks with assets between $100 and $700 billion are subject to either a reduced LCR require-
ment or no LCR requirement at all.

20. Some have argued that, as in money market funds, investors in bond funds may enjoy
a first-mover advantage in redeeming their shares during periods of stress. However, even
those who agree with this view have not suggested the run risk is anything like that affecting
a bank, which promises redemption at par on a first-come first-served basis.
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deposits remain a uniquely efficient way to fund information-intensive
credit provision, one is naturally going to be more sympathetic to expand-
ing insurance coverage rather than leaning against the growth of wholesale
deposits.

To clarify these issues and formulate a more specific proposal, we develop
a simple model of a representative bank that initially funds itself in signifi-
cant part with uninsured deposits and can invest in three assets: information-
intensive loans (i.e., assets that are risky and illiquid), longer-term securities
(i.e., assets that are risky but liquid), and short-term T-bills (i.e., assets
that are both safe and liquid). The first goal of the model is to weigh the
merits of expanded deposit insurance versus a modified LCR in dealing
with deposits that are currently uninsured. An obvious proposition is that
we should tilt in the direction of a modified LCR if expanding deposit insur-
ance creates significant additional moral hazard or fiscal costs.

A somewhat more subtle proposition—one in the spirit of our empirics—
is that an LCR rule is more costly when banks have a lot of positive-NPV
lending opportunities, since forcing them to hold liquid assets to comply
with the LCR will crowd out more valuable lending. If, as the data suggest,
banks now have more uninsured deposits relative to their lending oppor-
tunities, an LCR rule looks more attractive compared to expanded deposit
insurance.

Another goal of the model is to inform the design of the modified
LCR. The model speaks to some of the key questions in adapting the LCR,
including whether all uninsured deposits should be fully backed, what assets
should qualify as backing for those deposits, and how liquidity regulation
should interact with discount window lending.

To the extent that bank lending creates social value that is not equally
available outside the banking system, the model suggests that the liquidity
coverage requirement on uninsured deposits should be calibrated care-
fully so as to not overly constrict bank lending. At the same time, the model
is quite clear in saying that it is problematic to back uninsured deposits
with long-duration securities rather than T-bills and other short-term Trea-
suries. This is because we assume that long-duration securities can equally
well be intermediated outside the banking system with less run risk by, for
example, bond mutual funds. We use these implications, along with some
considerations not addressed in the model, to put forward a framework for
developing a more robust LCR.

MODEL ASSUMPTIONS The version of the model that we sketch here is
deliberately kept very simple, with several shortcut assumptions made to
minimize the required algebra and keep the focus on the policy implications.
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We consider a representative bank—one of many identical banks—that
operates at fixed scale and with a fixed capital structure: it has equity of £,
small, insured retail deposits from households of D;, and large wholesale
deposits from firms of D,,. By fixing the capital structure in this way, we
are implicitly assuming a frictional social cost of using additional equity
financing. Otherwise, the problems that we address here could be solved
at zero social cost simply by making the bank finance itself with a large
quantity of equity. In that case, it could always lend at the first-best level
while still holding enough liquid assets to buffer any amount of deposit
outflows. So, while it is implicit, the constraint on equity is playing an
important role.”!

On the asset side, the bank can: (1) make loans of L; (2) hold longer-
term risky securities in amount S; and (3) hold short-term, very low-risk
securities—which we refer to as “T-bills” for simplicity—in amount B. So,
the bank’s initial balance sheet constraint is that L + S+ B=D,+ D, + E.
There are three dates: At time zero, the bank chooses its asset mix. At
time 1, there is an interim signal about the payoffs on the loans and
the securities. With probability p, there is a bad signal. For loans, the bad
signal implies that the expected time 2 payoff on the loans has declined to
F,L < L, and there is now a nonzero probability of an extremely bad crisis
state in which the loans will only pay off some very small amount 0 <z, <
F,L. We will begin by considering the limiting case where z, = 0, but we
will later ask how things change when z, > 0. Similarly, for securities,

21. Why is bank equity costly? There are many reasons why it is privately costly for
banks to rely on equity financing. However, many of these private costs do not qualify as
social costs: while they affect the division of the economic pie between bank equity holders
and other agents, they do not have an impact on the total size of the pie (Admati and others
2013). For example, the tax disadvantages of equity are a private but not a social cost.
Of course, since deposit taking is socially valuable, equity capital requirements that limit
banks’ ability to accommodate the demand for deposits may be socially costly. However, this
does not explain why it would be socially costly for banks to issue large amounts of equity
to expand their holdings of high-quality liquid assets. In that case, banks could both lend and
take deposits at the first-best level while holding enough liquid assets to meet deposit out-
flows. In this regard, one possible social cost of equity might arise from the agency problem
between bank managers and outside investors, with the idea being that debt—particularly
short-term debt—helps discipline managers, thereby increasing the size of the pie (Diamond
and Rajan 2001). However, even if one believes that the direct social costs of bank equity
are small, a substantial increase in bank equity capital requirements might still be costly for
society. This is because, in attempting to economize on the private costs of equity, lending
activity could flow out of banks and into other more lightly regulated areas, thereby posing
threats to financial stability (Hanson, Kashyap, and Stein 2011).
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the bad signal implies that the expected payoff has declined to F S < S,
perhaps because interest rates have risen in the bad state. The key distinc-
tion between loans and securities is that while both can lose value at time 1,
the securities are nonetheless perfectly liquid in that they can be sold for
their full expected value at time 1. By contrast, as we explain in more detail
shortly, the loans are illiquid at time 1, and selling them involves accepting
a fire-sale discount relative to fundamental value. At time 2, all payoffs are
realized.

We assume that there is a first-best level of loans L. Any amount of
lending L up to this level creates social surplus of wL, where © > 0 is a
constant; beyond this point, lending creates no incremental social value.
We further assume that L™ < D, + D, + E, so that even if the bank is doing
the first-best level of lending, it will hold some T-bills or securities. Thus,
we are focusing on deposit-rich banks—that is, banks whose ability to lend
is not constrained by the availability of deposits. This is consistent with the
findings from our empirical work. At the same time, we assume that L >
D, + E. This creates a meaningful tension, since if we require that whole-
sale deposits be fully backed with liquid T-bills or securities, this will push
lending below the first-best level.

THREE SIMPLE POLICY OPTIONS By assumption, the retail deposits of D,
are always insured. We then begin our analysis by contrasting three simple
policy options for dealing with the wholesale deposits. To be clear, these
three options are effectively polar extremes and are intended to highlight
the trade-offs at play in the starkest way.

Option 1: Full expansion of deposit insurance. In this case, the large
wholesale deposits of D,, are fully insured. As a result, there are no runs at
time 1 and no liquidity-based reason for the bank to forgo lending in order
to hold an excess buffer stock of liquid assets. So lending is at the first-best
level of L, and the only social cost is that the increased deposit insur-
ance leads to some additional moral hazard or fiscal cost, which imposes
a social cost of X'> 0. One interpretation of this cost, which is in the spirit
of Diamond and Rajan (2001), is that because there is no run in the bad
state at time 1, insolvent banks do not get shut down by regulators and
become over-leveraged zombies who make bad lending decisions. So, the
cost is only realized at time 1 in the bad state of the world and represents
a form of excessive forbearance. Alternatively, a bank that is fully insured
may make bad ex ante decisions, that is, take on negative-NPV risky bets
at time zero.

Option 2: No expansion of deposit insurance, no liquidity regulation.
In this case, the wholesale deposits remain uninsured, and the bank freely
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chooses its asset mix without any regulatory constraints. Suppose it picks
quantities L*, $*, and B* for loans, securities, and bills, respectively. Here
one potential cost is that, because of the risk of insolvency, uninsured
depositors necessarily run at time 1 upon observing the bad signal; this
is their only way of assuring that they will be paid in full. And these
depositors may have to be accommodated by fire-selling some illiquid
loans, to the extent that the market value of the liquid securities and bills is
not enough to cover all the uninsured deposit outflows. Although the loans
of L* have an expected value of F,L*, if they are fire-sold at time 1, they
fetch only &k, F,L* < F,L*, where k, < 1 is the fire-sale discount. To pay
off all the wholesale depositors at time 1, the bank has to sell a fraction
A, of'its loans such that Ak, F,L* + F(S* + B* = D,,. The private cost to the
bank is the expected value of fire-sale losses on its loans: pA,(1 — k,)F,L* =
p(l/k, — 1)D,, — B* — F,S*). Because the bank internalizes these fire-sale
losses, it will seek to mitigate them by holding liquid assets and doing less
lending. Thus, even without an LCR, the bank will choose to set L* < L2,
That is, the bank will self-impose some form of liquidity buffer policy.

To see what this self-imposed liquidity buffer looks like, suppose for the
moment that the bank sets $* = 0—that is, that the buffer is held entirely
in T-bills as opposed to longer-term securities, so the bank’s balance sheet
constraint implies (L — D, — E) = (D,,— B). At an interior optimum, where
the bank is indifferent between loans and bills, the marginal value of an
additional loan must equal the fire sale—preventing benefit of an additional
bill, which implies that & = p(1/k, — 1). We assume that 1/k, is determined
in equilibrium by the fire sales of all banks and is increasing in the quan-
tity of fire sales D, — B. Letting h[D, — B] denote the private costs of
fire sales, where #’[D,, — B] = p(1/k, — 1) > 0 and h”[D, — B] > 0, the
outcome in the unregulated case where the bank chooses the buffer satis-
fies m = p(l/k* — 1) =h'[D,, — B*] = k'[L* — D; — E], where k* < 1 is the
equilibrium fire-sale discount and L* < L™,

The need for a stricter regulatory LCR rule arises to the extent that
fire sales of loans create social costs that are not internalized by indi-
vidual banks. To capture these in a simple way, assume that when the bank
liquidates (D, — B) loans to cover uninsured deposit withdrawals, the
expected private costs are h[D,, — B], but the expected social costs are
(1 + ¢)h[D,, — B], where ¢ > 0. In other words, we assume that these
fire sales impose some financial stability costs that the bank does not
fully internalize (e.g., a negative effect on the balance sheets of other firms
holding the affected assets or a negative effect on real investment). This
creates a motive for a regulator to require the bank to hold more T-bills and
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engage in less lending than the bank would choose if left to its own devices.
Specifically, the planner wants the bank to make loans L**, where 1 =
(1 + ®Op(V/kF* = 1) = (1 + O)A'[L** — D, — E], implying that D, + E <
L** < L*,

Thus, the total social cost of the unregulated market outcome is given by
(L™ — L*) + (1 + ¢)h[L* — D, — E] and consists of both the cost in terms
of forgone lending and the social fire-sale cost. By definition, this is greater
than the social cost that the planner could achieve using optimal LCR regu-
lation, which is (L™ — L**) 4+ (1 + O)h[L*¥* — D, — E].

Option 3: No expansion of deposit insurance, strict liquidity regulation.
A simple limit case—though not the global regulatory optimum—is a strict
LCR policy that requires that the bank back all its uninsured wholesale
deposits with T-bills, so that B5* = D,, and therefore L5 = D, + E < L**
< L™, Now there is no moral hazard from expanding deposit insurance,
and there are no fire-sale costs (i.e., #[0] = 0). The only cost is that with
less lending and more bills as assets, the bank forgoes more loans at cost
(LB — LSy,

The basic proposition that follows from this is that if this forgone lend-
ing cost is smaller than both the moral hazard cost X and the social costs
of the unregulated outcome, then a policy of no deposit insurance for
wholesale deposits and a strict T-bill-backed LCR is preferred relative to
either the unregulated market outcome or an expansion in deposit insur-
ance. Arguably, our empirical evidence suggests that the costs of forgone
lending may be relatively small for most larger banks, specifically that
(LB — L5ty is small.

Of course, the optimally calibrated LCR, which involves lending of
L** > [ and holding a liquidity buffer of B** < D, = B5 T-bills, is
always superior to both the unregulated market outcome and the strict LCR.
This optimally calibrated LCR will also be superior to a full expansion of
deposit insurance if (L™ — L**) + (1 + ¢)h[L** — D, — E] < X.

More generally, one can imagine using various combinations of: (1) more
stringent LCR regulation; (2) heightened equity capital requirements; and
(3) a partial expansion of deposit insurance to deal with the heightened
financial stability risks posed by runs by uninsured wholesale deposits.
Indeed, in a richer model, it would arguably make sense to adjust regu-
latory policy somewhat along all three dimensions—that is, heightened
equity capital requirements and a partial expansion of deposit insurance
would complement more stringent LCR regulation. Thus, ignoring the
political constraints mentioned above, we could envision pairing a more
stringent LCR requirement with a modest increase in risk-based equity
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capital requirements and a targeted expansion of deposit insurance—for
example, raising the insurance limit for business payment accounts, one
option recently outlined by the FDIC.

LCR DESIGN CONSIDERATIONS Taken at face value, our simple model sug-
gests that a strict LCR requiring full backing of uninsured deposits with
T-bills and other short-term Treasuries is preferable to no LCR at all. This
would be a dramatic change in the LCR—tantamount to both increasing the
runoff rate for uninsured deposits from the current maximum of 40 percent
to 100 percent and disallowing all assets that are currently eligible High
Quality Liquid Assets (HQLA) except short-term Treasuries and central
bank reserves. But even within the scope of the model itself, the optimal
policy is something less strict. Moreover, in its simplicity, the model does
not speak to all elements of an appropriate regulatory framework. In this
section, we propose some considerations relevant to calibrating the strict-
ness of a modified LCR and to specifying the assets that count as HQLA.
We then make some qualifications to the simple liquidity assumptions in
the model and discuss the relationship of the LCR to the discount window.

At the outset, we note the importance of applying the full LCR to a
broader range of banks. As the events in the spring of 2023 demonstrated,
there may be contagion from runs even at a midsize regional bank that can
endanger a significant part of the banking system. Thus, we strongly favor
requiring full LCR compliance by all banks with more than $100 billion
in assets, the current statutory threshold for enhanced prudential regulation
by the banking agencies. That said, we believe that there is a strong policy
case for further lowering the LCR threshold to $50 billion.

Calibrating a modified LCR. It now seems clear that the current max-
imum runoff rate of 40 percent for uninsured deposits is woefully inad-
equate. It also seems quite unlikely that it would be socially optimal to
require all uninsured deposits to be 100 percent backed by short-term
Treasuries. How should the bank regulatory agencies decide where to set
the stringency of the LCR between these two boundaries? Starting from
the model’s implied 100 percent runoff rate, relaxing the strict LCR reg-
ulation envisioned in option 3 above may be warranted because not all
uninsured deposits are as highly runnable as is assumed in our simple
model (even in light of the experience of March 2023), or the costs of
restricting socially valuable lending would exceed the financial stability
benefits of fully backing uninsured deposits with T-bills, or some combi-
nation of the two.

The first justification for relaxation is not reflected in our simple model,
which assumes all uninsured deposits to have identical characteristics.



376 Brookings Papers on Economic Activity, Spring 2024

Were regulators to be convinced that some forms of uninsured deposits—
such as those used by businesses to meet payrolls and make routine pay-
ments to suppliers—were genuinely less prone to run, then the amounts of
uninsured deposits to be backed could be reduced.

As discussed earlier, a second justification for relaxing the strict LCR
rule—that is, using the optimally calibrated LCR which involves holding
T-bills equal to B** < B = D,—arises due to the marginal social costs
7t > 0 of reducing lending below the first-best level of L. It is admittedly
not clear how to translate this concept from the model into a simple metric
that can guide the implementation of regulation. However, one factor that
should probably be considered is the elasticity of substitution for the loans
in question. For example, if a bank cuts back on making on-balance sheet
conforming mortgage loans, the marginal social costs w are unlikely to be
very high, as these loans can easily find their way into an MBS pool. By
contrast, if the marginal loans are opaque to small businesses, finding an
alternative provider of credit may involve more friction and hence greater
marginal social cost 7.

Finally, a third possible rationale for relaxing the strict LCR rule is the
concern that an overly strict LCR could have unintended consequences to
the extent that it leads to increased money creation activity in the so-called
shadow banking system. Concretely, if a strict LCR makes banks more
reluctant to take uninsured deposits, investors seeking safe, short-term
alternatives may park their cash in money market funds. Flush with cash
from savers and facing a shortage of short-term Treasuries (more of which
would be owned by LCR-constrained banks), money market funds might
conceivably increase their lending against long-term Treasuries and MBS
on a short-term collateralized basis through the repo market. The expanded
supply of repo financing might in turn raise the incentive of hedge funds
and other levered nonbank institutions to finance their long-term securities
by borrowing short term.*

While all three of these concerns are legitimate, they essentially suggest
that a more stringent LCR must be appropriately calibrated to maximize the
net benefits, not that the policy direction itself is ill-advised.

Two other points relevant to calibration are worth noting. First, even as
one assesses reasons for relaxing the strict LCR rule implied in option 3,

22. This concern may be somewhat mitigated if, as in our example, the increased repo
financing is done only against government-backed collateral such as Treasuries and agency
MBS. In this case, the potential damage associated with disorderly fire-sale liquidations
would seemingly be relatively modest.
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there may be other considerations favoring a relatively more stringent
requirement. For example, the more severe the fire-sale externalities ¢, the
more stringent should be the LCR. In other words, an increase in ¢ pushes the
T-bill holdings B** in the optimally calibrated LCR up toward B = D,,.
Second, as regulators balance the considerations identified here, they might
formulate a more nuanced rule—for example, one alternative would be
to progressively increase the assumed outflow rate on a bank’s uninsured
deposits as its uninsured deposits rise as a share of its total deposits.

Eligible HOLA. A second important consideration in designing a revised
LCR is the definition of HQLA—both the specification of assets that qualify
and any limitations or conditions in counting them against runnable liabili-
ties. The same calibrated run rate for uninsured deposits will have quite dif-
ferent impacts upon banks depending on the range of assets that qualify as
HQLA. Thus, another way to effectively relax the strict LCR contemplated
in option 3 is by allowing the bank to meet some or all of its requirement
to back uninsured deposits with all assets that qualify as HQLA under the
current LCR, rather than just short-term Treasuries. The most important
consideration here is whether there should be any change in the eligibility
of long-term securities such as ten-year Treasuries and agency-backed
MBS. As we have seen, within their holdings of liquid assets, banks have a
very strong preference for longer-duration securities.”

At present, longer-duration Treasuries count as unlimited HQLA, based
on current market value, while agency-backed MBS may count for up to
40 percent of total HQLA, with a 15 percent haircut off current market
value. However, from a social perspective, longer-duration securities are an
inefficient way to back uninsured deposits. This is because longer-duration
securities, even if they remain completely liquid, may have a lower market
value in the bad state. Thus, a bank would have to hold 1/F units of long-
term securities, rather than just one unit of T-bills, to prevent the same

23. Under the current LCR, HQLA are divided into level 1, level 2A, and level 2B
assets. Level 1 assets consist of all US Treasuries, reserves, other liquid obligations fully
backed by the US government, and liquid obligations of very low-risk foreign sovereigns
and international institutions. Level 2A assets consist of agency-backed MBS, other agency-
backed debt, and liquid obligations of low-risk foreign sovereigns. Level 2B assets consist
of investment-grade nonfinancial corporate bonds, investment grade municipal bonds, and
large-cap US public equities. Irrespective of their maturities, level 1 assets are subject to
a 0 percent haircut, while level 2A and 2B assets are subject to haircuts of 15 percent and
50 percent, respectively. Furthermore, level 2B assets cannot account for more than 15 per-
cent of a bank’s total HQLA; and the sum of level 2A and 2B assets cannot account for more
than 40 percent of HQLA.
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amount of socially inefficient fire-selling of loans. This in turn would crowd
out more valuable lending ex ante, with no social benefit, since society is
not obviously better served by having banks hold long-term securities as
opposed to T-bills, even if bankers privately prefer the former.** Again, an
important point here is that, from a social perspective, the intermediation
of long-term securities can be more safely done in the bond fund sector,
where investors knowingly assume the interest rate risk themselves, than
with runnable uninsured bank deposits.

On the other hand, it is unrealistic to think that all banks could back
their currently high levels of uninsured deposits with short-term Treasuries
and reserves alone. To put this issue in perspective, there is currently about
$8.3 trillion of outstanding Treasury debt that matures within the next twelve
months (this includes $5.7 trillion of T-bills and $2.6 trillion of short-term
notes and bonds), along with about $3.5 trillion of reserves (a figure that
is diminishing by about $80 billion a month as the Federal Reserve con-
tinues its program of quantitative tightening). There are about $8 trillion
of uninsured deposits.” So an average assumed runoff rate of 75 percent for
uninsured deposits would require using more than half of all reserves and
outstanding short-term Treasuries as backing, while an assumed runoff rate
of 100 percent would consume about two-thirds of those two asset classes.
Thus, as a practical matter, there is reason to allow longer-duration secu-
rities that carry essentially no credit risk.

To be clear, this simple calculation ignores equilibrium effects. In par-
ticular, imposing a more stringent form of the LCR on uninsured deposits
will reduce the quantity of uninsured deposits in the system, which we

24. One reason bankers might have a private preference for long-term securities is that
they have a term premium, which generates higher reported income (Hanson and Stein 2015).
To the extent that such a term premium is just compensation for risk, long-term securities
are not a socially higher-NPV investment than short-term bills, but they may be attractive
to managers whose incentives are to maximize reported earnings. Similarly, bankers might
have private preference for MBS over like-duration Treasuries because MBS yields contain
an extra option premium component that compensates holders for the fact that they are short
a call option on interest rates.

25. US Department of Treasury, “Most Recent Quarterly Refunding Documents,”
quarterly release data, https://home.treasury.gov/policy-issues/financing-the-government/
quarterly-refunding/most-recent-quarterly-refunding-documents; Federal Reserve Board,
“Liabilities and Capital: Other Factors Draining Reserve Balances: Reserve Balances with
Federal Reserve Banks: Week Average,” series WRESBAL, retrieved from FRED, https://
fred.stlouisfed.org/series/ WRESBAL; FDIC, “FDIC Quarterly Banking Profile,” balance
sheet, https://www.fdic.gov/quarterly-banking-profile.
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view as an entirely desirable outcome, especially to the extent that these
deposits are funding long-term securities holdings. Moreover, as noted
above, even holding fixed the quantity of uninsured deposits, there is a
policy case for offsetting to some degree banks’ incentive to back them
with longer-duration securities. Thus, the banking agencies might want
to consider tightening the current LCR limit of 40 percent that applies to
agency MBS and imposing some form of limit on the portion of longer-
term Treasury securities that can count as HQLA. Alternatively, a similar
outcome might be achieved by subjecting eligible longer-term securities to
a haircut that steeply increases with the duration of these securities.

Relationship of the modified LCR to the discount window. Our model
assumes perfect liquidity for both T-bills and longer-duration securities.
However, as observed during both 2008 and 2020, the immediate liquidity
of even the safest assets can have limits during periods of serious finan-
cial dislocation. Moreover, as was evidenced during the bank panics in the
spring of 2023, practical impediments such as the need to move collateral
may stymie banks’ attempts to access the discount window quickly when
other avenues of funding have been closed off. For both these reasons, we
believe that any required backing of uninsured deposits under a modified
LCR, including T-bills, should be pre-positioned at the discount window.

With or without a requirement for pre-positioning, the question arises
whether loans pre-positioned at the discount window should be credited for
purposes of satisfying the LCR—both generally and for backing uninsured
deposits in the kind of regime we propose. Of course, loans on the books
of banks do not qualify as HQLA under the current LCR. But another way
for a bank to generate liquidity at time 1—and hence to avoid fire sales
of its loans—is to borrow from the discount window using these loans as
collateral. In fact, as part of their liquidity management strategies, some
banks already pre-position significant portions of their loan portfolios at
the discount window. Thus, one might argue that the LCR should give
banks credit for this lender of last resort (LOLR) access if they are willing
to pre-position the loan collateral at time 0 and allow it to serve, in addition
to T-bill holdings, as backing for uninsured deposits. Indeed, a recent report
by the Group of Thirty (2024) makes just that recommendation.

To consider this possibility, we assume that the Federal Reserve, as
LOLR, is restricted to making loans at time 1 that are fully collateralized,
that is, loans that are virtually certain to be fully repaid at time 2. If not,
it would be taking nontrivial credit risk, something that it is not legally
authorized to do through its discount window lending under section 10B
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of the Federal Reserve Act.” Accordingly, if a bank pre-positions loans in
amount L at the discount window at time zero, it can count on being able
to borrow only z,L at time 1, where again, z, is the worst-case value of the
loans at time 2. Thus far we have assumed that z, = 0, implying that banks
cannot use loans to collateralize any discount window borrowing at time 1.

However, the model can be easily extended to cover the case where z, > 0
so that loans can be used to collateralize borrowing from the Fed at time 1.
The analysis of option 1 (above) is identical to the case where z, = 0. There
is no need for LOLR borrowing at time 1, because all deposits are insured,
and hence there are no runs. In option 2, as long as D,, > z,L* + FS* + B*,
the bank will be unable to fully pay off departing uninsured depositors just
by selling its liquid assets and borrowing against its loans at the discount
window. Rather, it will now have to liquidate a fraction A, of its loans so
that Ak, F,L* + (1 — Az, L* + FiS* + B* = Dy, In other words, the LOLR
policy reduces the amount of fire-selling (i.e., A, is now smaller all else
being equal), because some liquidity is obtained from the LOLR at time 1.

Similarly, in the strict LCR of option 3, the bank does not need to hold
as many bills as before in order to completely avoid fire sales. Now we only
require that z,L + (S + B = D,,. This allows for more lending ex ante and
yet still satisfies the requirement that the combination of liquid assets and
discount window access be enough to pay off all uninsured depositors in
the event of a run at time 1, without having to inefficiently liquidate any
loans at this date.

Thus, the model suggests that, subject to appropriate collateral haircuts,
it may be sensible to allow loans that are pre-positioned at the discount
window to count toward satisfying an LCR for uninsured deposits. Doing
so would accord with the aim of ensuring that the LCR does not overly
constrain banks’ ability to use uninsured deposits to finance positive-NPV
loans. Still, it is important to recognize that the issues associated with
setting an appropriate haircut on pre-positioned loan collateral in the con-
text of a regulatory requirement would be very different, and considerably
thornier, than those that arise in traditional discount window operations.

First is the question of the time horizon. If a bank approaches the dis-
count window ex post, at the moment it needs to borrow, the haircut on

26. Federal Reserve Board, “Federal Reserve Act: Section 10B. Advances to Individual
Member Banks,” https://www.federalreserve.gov/aboutthefed/section10b.htm. Section 10B
requires that any advances to member banks be “secured to the satisfaction” of the Reserve
bank making the advance. As reflected in the Federal Reserve’s policies on discount window
lending, this provision is understood to require sufficient collateralization to virtually guar-
antee that the Reserve bank will be repaid in full.
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collateral is set at the time the loan is extended. If, as is presently the case,
a bank chooses to pre-position loans as a precautionary measure, it is doing
so as part of its own business strategy. Here, by contrast, we are contem-
plating a situation where a bank is given ex ante regulatory credit for dis-
count window borrowing that it might undertake at some later date, months
or even years into the future. At this longer horizon, there is obviously a
greater risk that the collateral will decline in value. In the language of the
model, this is tantamount to saying that z, is likely to be far below 1.

Indeed, it is possible that the prospect of a run is either prompted by con-
cerns about the quality of a bank’s loans or, even if a run is set off by other
reasons, reveals that its loan book has been opaquely declining in value.
In these circumstances, the ordinary response of requiring more collateral
to compensate for the decline in value of existing collateral could exacer-
bate the already deteriorating liquidity situation of the bank. Alternatively,
were the Federal Reserve to continue to promise availability at the original
value of the loan collateral, it would effectively be taking on credit risk.
Thus, haircuts for loans would have to be set more conservatively for LCR
purposes.”’

Second, the logistics of a regime in which allowing pre-positioned loans
to meet LCR requirements could be daunting. Precisely because there are
no readily identifiable market values for loans, as there are for traded secu-
rities, the Federal Reserve’s schedule of collateral haircuts has very wide
ranges for each category of loan.” The actual haircut imposed for any indi-
vidual loan is determined by a model maintained by the Federal Reserve
Bank of New York. Were loans pre-positioned at the discount window to
be treated as HQLA, the complexity of this process might have to increase
dramatically, with consequent increased risks of mistakes. Regular revalu-
ation of all pre-positioned loan collateral by banks taking advantage of this
new form of HQLA would, if taken seriously, be potentially much more
burdensome—and imprecise—than repricing securities with observable
market values. In this sense, the qualitative argument in favor of a largely
T-bill-backed LCR remains similar to that above.

Finally, the inherent imprecision of setting haircuts at such longer hori-
zons, combined with the heightened regulatory stakes at play, suggests that

27. Itis important to note that this problem is not fully addressed by the Federal Reserve’s
current practice of repricing loans pre-positioned at the discount window on a monthly basis,
presumably in calm circumstances when a bank could add more collateral. The problem of
unknown or hidden losses would remain.

28. For example, the haircut for a commercial real estate loan ranges from 44 percent to
95 percent of its estimated market value.
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such a process may give rise to a great deal of lobbying and political pres-
sure around what the appropriate value of the haircuts should be for various
types of loans. In short, were the regulatory agencies to go down the road
of counting pre-positioned loans as HQLA, we would urge them to proceed
cautiously. They might, for example, begin on a relatively small scale—say
by creating a new category 2C form of HQLA that would be limited to a
small percentage of total HQLA requirements. Over time, if experience
with the valuation process gave confidence that a higher limit was prudent,
an adjustment could be made.

V.B. Interest Rate Risk and Capital Regulation

In the above discussion, we have taken bank equity capital as exogenously
fixed and focused exclusively on liquidity regulation. One conclusion has
been that a well-designed LCR should lean against the use of long-duration
securities as backing for uninsured deposits. Of course, interest rate risk can
also be addressed with capital requirements. The current risk-based capital
regime does not do this for the banking book.” In fact, the US banking
agencies have only partially implemented the framework for supervisory
oversight of bank management of interest rate risk originally developed by
the Basel Committee on Banking Supervision in 2004 and updated in 2016.
Remarkably, the Federal Reserve’s stress test scenarios in 2021 and 2022
did not include interest rate increases—something most observers would
have identified as an obvious risk to the industry at that time. Even with-
out the broad evolutionary changes to the banking industry that we have
highlighted, a more rigorous and complete coverage of interest rate risk in
capital requirements would seem warranted. Those changes, though, con-
siderably strengthen the case. As was painfully apparent in March 2023,
large portfolios of longer-duration debt securities can meaningfully increase
banks’ vulnerability to significant changes in market interest rates.

Moreover, interest rate risk on the asset side interacts in an important way
with factors that make deposits more likely to either reprice or run. Con-
ventional wisdom has held that interest rate risk in the banking book was to
some extent hedged by the stickiness of deposits. That is, although interest
rate hikes reduced the present value of a bank’s assets, this decline in asset
value was offset by an increase in the value of the deposit franchise to the
extent that the bank could retain most of its deposits, even if it increased the
interest rate it paid on these deposits by only a fraction of the central bank’s

29. Interest rate risk is considered in calculating risk-weighted requirements for the
trading books of large banks.
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target rate increase. But if the deposit beta has increased, pressure on bank
earnings and, eventually, capital may build more quickly.*® See Drechsler
and others (2023) for a recent analysis along these lines.

Going further, banks other than the very largest have not even been
required to recognize unrealized changes in market value of their securities
holdings—for example, due to a rise in interest rates—in their regulatory
capital metrics. This is due to hold-to-maturity accounting and the accumu-
lated other comprehensive income (AOCI) opt-out election for securities
that are accounted for on an available-for-sale (AFS) basis. The banking
agencies have now proposed to eliminate this AOCI opt-out for banks
with assets between $100 billion and $700 billion (OCC, Federal Reserve
Board, and FDIC 2023b). If this regulatory change is adopted, mark-to-
market gains and losses on AFS securities will begin to have an impact on
the reported regulatory capital of midsize regional banks. We view this as
a useful step in addressing interest rate risk, though it would probably be
preferrable to have an explicit capital requirement for duration risk in bank-
ing book securities portfolios. Additionally, the regulatory agencies must
decide how to treat securities designated as hold-to-maturity. It is unclear
to what extent a change in rules applied only to the AFS book might be
gamed by banks reclassifying AFS securities as hold-to-maturity.*'

30. The deposit beta is a measure of the sensitivity of the interest expense on a bank’s
deposits to changes in short-term money market rates (e.g., the federal funds rate).

31. Banks account for their securities in three different ways under US generally accepted
accounting principles (GAAP). Trading account securities are carried on the balance sheet
at their current market value, so any mark-to-market gains and losses have an impact on
book equity and flow through net income. Securities a bank intends to hold until maturity
are recorded in the hold-to-maturity account and are carried at their historical amortized
cost. Fluctuations in the market value of hold-to-maturity securities due to changes in level
of interest rates do not have an impact on the bank’s book equity or its net income. Securi-
ties a bank might sell prior to maturity are recorded in the AFS account. AFS securities are
carried at their market value and fluctuations in mark-to-market value of AFS securities have
an impact on book equity. However, unrealized mark-to-market gains and losses on AFS
securities do not affect net income and the retained earnings equity account. Instead, these
mark-to-market changes are recorded in a different equity account—the AOCI—and are only
recognized in net income if the bank sells the security. While unrealized fluctuations in the
mark-to-market value of AFS securities have an impact on accounting book equity, the AOCI
opt-out refers to the fact that, since 2013, US bank regulators have allowed banks other than
the very largest to ignore mark-to-market changes in the value of AFS when computing their
regulatory equity capital. This means that, while they differ for GAAP purposes, there is
almost no difference between AFS and hold-to-maturity securities from the standpoint of
regulatory capital. The very largest G-SIB banks already must pass through to capital any
changes in the market value of their AFS securities. Until the Federal Reserve’s 2019 tailor-
ing regulation, a/l banks with over $250 billion were also required to do so.
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Finally, unless the Federal Reserve’s annual supervisory stress test is
again applied to all banks over $50 billion, as was the case before a legisla-
tive change in 2018, even a regular stress test scenario focused on interest
rate risk would miss many vulnerable banks.*> Thus, while we are aware of
the prevailing view of regulators that a more generally applicable interest
rate risk rule is infeasible, we believe that the regulators should try again.
If the effort proves unsuccessful, a second-best approach would be a struc-
tured supervisory program that regularly assessed the interest rate risk of
all banks above a certain size threshold.

V.C. Merger and Competition Policy

Our analysis supports the view that changes in the industry have threat-
ened the business model of many midsize regional banks. As such, our
analysis has implications for bank merger policy, as well as prudential
regulation.

Midsize banks risk being caught between the scale economies of the
largest banks and the relationship-lending capabilities of community banks.
Increasing returns to scale have already been achieved in most forms of
consumer lending through the standardization of credit analysis. In recent
years, scale has also allowed the largest banks to invest substantial amounts
in information technologies. As algorithms become more sophisticated
and artificial intelligence enters credit decision making, size will likely be
further rewarded since there are significant economies of scale in these
sorts of IT investments. At the same time, community banks are likely better
positioned to take advantage of the remaining opportunities for relationship
lending and payoffs to localized knowledge, notably in lending to smaller
businesses.

This characterization of the industry is reinforced by the trends we have
identified—notably the changes in the portfolios of midsize regional banks,
with the decline in C&I lending and the increase in securities holdings.
These changes may leave these midsize banks in the uncomfortable posi-
tion of having to rely very heavily on their deposit franchise—that is, the
ability to pay submarket rates to their depositors—for a disproportionate
share of their value creation. As was demonstrated in March 2023, the fran-
chise value of this group of banks has likely been further eroded by the
increasing ease and speed with which deposits can be moved across banks.

32. Economic Growth, Regulatory Relief, and Consumer Protection Act, Pub. L.
115-174, 132 Stat. 1296 (May 24, 2018), https://www.congress.gov/bill/115th-congress/
senate-bill/2155.
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If our assessment is on target, the economics of the industry may lead to
a significant deterioration in the competitive position of midsize regional
banks in the coming years. How this plays out will depend in significant
part on the regulatory response. Will the banking agencies allow the capi-
tal, liquidity, and earnings positions of a set of increasingly uncompetitive
banks to deteriorate? As the savings and loan crisis of the 1980s and early
1990s showed, such forbearance can end up being very costly for the econ-
omy and taxpayers. If, instead, the agencies maintain or increase regula-
tory rigor to prevent these banks from taking excessive risks in a desperate
search for profits, then they may just stagnate. In that scenario, the business
they lose will probably be captured by larger banks. The result would be a
further increase in concentration of the banking industry.

In the face of these possibilities, it may be wise for bank merger policy
to acknowledge these competitive dynamics and to look more positively
on mergers of midsize regional banks and on acquisitions of smaller banks
by regional ones. It is hard to say whether these combinations will be able
to achieve the scale economies needed for these banks to thrive over the
long run. But at least they would create institutions that are better able to
compete with the largest banks. While a strict antitrust policy for the
mega-banks is entirely reasonable, a similarly strict policy for the midsize
regional banks might—ironically—redound to the benefit of those same
mega-banks.

V1. Conclusions

Our review of bank balance sheets over the last quarter century shows that,
while uninsured deposits have become a greater share of liabilities, the
information-intensive lending that dominates traditional views of banking
has declined as a share of assets. While these trends on the deposit side
might stall or reverse, the fact that they predated the Federal Reserve’s
responses to the global financial crisis suggests that the rapid growth in
deposits—and the rising share of those deposits that are uninsured—are
developments warranting attention from regulators. Similarly, there are
good reasons to believe that migration of business lending to nonbank
institutions—especially lending to large and medium-size businesses—is
likely to continue unabated.

One insight that emerges from the confluence of these two trends is
that regulators may be more comfortable tightening liquidity require-
ments on uninsured deposits, given that the substantial increase in those
deposits in recent decades has not been correlated with an increase in
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information-intensive lending. On the contrary, the two appear to be neg-
atively correlated. A second conclusion is that the regulation of midsize
regional banks may be especially in need of attention. As noted, the busi-
ness model of these banks looks increasingly vulnerable. At the same time,
unlike the G-SIBs and the very largest regional banks, these banks are
not currently subject to regulation and supervisory programs that account
for the increased runnability of deposits.

Our effort here has been to provide some foundation for fashioning
appropriate regulatory responses and some considerations to bear in mind
in doing so. More work will obviously need to be done by researchers and
regulators to calibrate and build out specific proposals.
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Comments and Discussion

COMMENT BY

ARVIND KRISHNAMURTHY  USregional banks experienced financial
stress in the spring of 2023. In the case of Silicon Valley Bank (SVB), this
stress led to a bank run and ultimate failure. The mix of ingredients that drove
stress in SVB are by now well documented: a large fraction of uninsured
deposits, investments in long-duration securities that suffered losses as interest
rates rose, and poor risk management (Barr 2023; Jiang and others 2023).

As we pass the one-year anniversary of the SVB failure, should we be
sanguine about the state of the banking system? The authors make a persuasive
case that we should not. The mix of ingredients that drove the banking stresses
has been years in the making. The authors take a longer view of the evolu-
tion in banking and highlight three key trends.

First, the quantity of deposits relative to GDP has risen across the banking
system, and the share of uninsured to total deposits has also risen.

Second, many of the loan-making activities of banks have migrated to
nonbanks. These loan-making activities, which require information such as
screening or monitoring, are now being performed as effectively, if not more
s0, by nonbanks. Moreover, this trend has accelerated in the last decade.!

Third, in response, the largest banks have shifted toward a liquidity pro-
vision model. They offer deposits to customers, holding these deposits in
securities such as Treasuries or mortgage-backed securities. They also offer
credit lines, a form of contingent liquidity provision, to their corporate cus-
tomers. These activities are currently not being performed by nonbanks.

1. Buchak and others (2024) document the diminishing role of banks in lending and
show that it can have important implications for the monetary transmission mechanism.
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Figure 1. Top Five Bank Index versus KBW Regional Bank Index (KRX)
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Source: LSEG Data & Analytics.

The regional banks, which previously were active in information-sensitive
lending, have had their business eroded. Some, such as SVB, have shifted
to providing uninsured deposits to customers and holding securities to back
these deposits. But the entry of nonbanks creates risk for their business model.

Figure 1 compares the cumulative stock return on a value-weighted index
of'the five largest US banks (JPMorgan Chase, Citigroup, Bank of America,
Wells Fargo, Goldman Sachs) to that of the KBW Nasdaq Regional Banking
Index (KRX). Prior to March 2023, these indexes tracked each other. The
banking stresses last spring led to a fall in regional bank stock prices and a
rise in the large bank stock prices. By the end of the sample, this divergence
has accumulated to a 47.9 percent relative return between the large and
midsize banks. The assessment of the authors—that the regional bank model
is under stress—is evident in the figure.

The authors then offer three policy proposals to guard against the stresses
in the banking system. First, they propose a tightening of the liquidity
coverage ratio. Second, they propose that interest rate risk from long-
duration securities be subject to risk-based capital requirements and that
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Figure 2. Balance Sheet Model of Bank
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gains and losses from such security holdings pass through to regulatory
measures of bank capital. Finally, they recommend that the government
adopt a receptive stance toward bank mergers in the midsize regional bank-
ing sector.

In my comments, I will focus on these policy proposals, evaluating them
and offering suggestions to strengthen each one. Overall, I strongly endorse
the proposals put forward in the paper. I share the authors’ view that regional
banks are in a financially precarious position that is masked because investors
currently assess that their uninsured deposits are effectively backstopped
by the government. I also think that action is urgently needed, and that not
doing so risks kicking the can down the road.

BALANCE SHEET MODEL OF A BANK Consider the following model of a bank
(figure 2). The bank raises funds through deposits and issuing equity. These
funds are used to make loans or hold tradable securities. The bank’s security
purchases, along with its equity issuance, are all market-based transactions
with zero net present value at the time of trade.

The bank can create value via its deposit-taking and lending activities.
This value is reflected in the interest rate spread the bank offers on deposits
and charges on loans, relative to the equivalent market rate. These spreads can
exist because of the bank’s market power, informational advantages, provi-
sion of transaction services, and so on. Define the interest rate spread on
deposits and loans, relative to the short-term funding rate, as follows:

Deposit rate spread = r *—rP?, Loan rate spread = r- —r *,

where 7” is the average rate paid on deposits, - is the average rate earned on

loans, and 7* is the short-term market interest rate (e.g., the federal funds rate).
Given D as the total amount of deposits, and L as the total amount of

loans, the total cash flow generated by these rate spreads is given by:

R =D<r*—rD)+L<rL—r*).
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Suppose that the bank incurs a per period cost of C to operate and earn
these spreads. Then the value of the bank franchise is the present value of
the net cash flow, PV(R — C).2

BANK THRESHOLDS A bank has two important financial thresholds, one
governing solvency and the other liquidity. We can compute,

Market Equity = (L+S=D)+MTM,s+PV(R~C).

The market value of equity is the sum of the assets minus deposits, with
an adjustment for any mark-to-market gains or losses on the loans and
securities (MTM, ), and the present value of the bank franchise. A bank is
solvent if this is positive. Capital requirements key off solvency.

A bank is liquid if the cash that can be raised from loans and securities
covers all of its deposits:

[L—hL]+S—D+MTML,S>0.

Here 4 is the haircut on loans, and assume there is a zero haircut on secu-
rities. The haircut reflects the fire-sale loss that comes from selling assets.
Relative to the solvency threshold, liquidity does not include franchise
value and includes a haircut on loans.

The liquidity coverage ratio (LCR) is a requirement on the liquidity
threshold. Typically, only securities are considered as available liquidity for
regulatory purposes and the LCR requirement is:

S+MTML5_7\,D >O,

where A is an assumed runoff rate on deposits. In current bank regulation,
this runoff rate is 40 percent on uninsured deposits.

The authors propose three changes to the LCR. First, they propose to
increase the runoff rate above 40 percent. Given the speed of the bank run
at SVB, a move to increase the runoff rate is warranted. This increase is
further justified when considering the broader fact that nonbanks are a sub-
stitute for banks in loan making. That is, the social cost of tightening the
LCR is that it crowds out lending by banks, but this is less socially costly
to the extent that there are good substitutes for bank credit.

2. See DeMarzo, Krishnamurthy, and Nagel (2024) and Drechsler and others (2023) for
an analysis of the bank’s franchise value.
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Third, the authors propose that banks pre-position the securities used to
satisfy the LCR at the discount window. I also endorse this proposal, which
has been made by others (Duffie 2024; Group of Thirty 2024; Hsu 2024).
I see the rationale as primarily operational. In practice, banks turn to the
Federal Home Loan Banks (FHLBs) for liquidity during a crisis, rather than
the discount window. This appears to happen because FHLBs offer liquidity
cheaper than the discount window and because the discount window may
create some stigma. In other banking systems, the discount window is the
key source of liquidity in a crisis. I see it as low-hanging fruit—no cost and
only benefit—if their proposal catalyzes the discount window to operate as
intended in a crisis.

DURATION RISK As noted above, the authors propose that the interest rate
risk on securities be recognized both in computing capital requirements and
for bank accounting. Given the failure of interest rate risk management in
the banking crisis, this too is warranted.

Duration considerations also enter in the choice of what set of securities
can be used to meet the LCR. The authors propose that reserves and Trea-
sury bills (T-bills) be used, concerned that long-term Treasuries may have
low value in a crisis event. But, as the authors note, there are equilibrium
issues that arise in this case: “assumed runoff rate of 75 percent for uninsured
deposits would require using more than half of all reserves and outstanding
short-term Treasuries as backing, while an assumed runoff rate of 100 percent
would consume around two-thirds of those two asset classes.” In equilib-
rium, such a proposal would depress T-bill yields and may distort issuance
decisions. For example, it would incentivize the US Treasury to shorten
issuance maturity, which may increase fiscal risk.

I propose investigating another option, but one which would require the
discount window to catch up to modern securities markets. Much interest
rate risk is managed using interest rate swaps. These swaps are now plain
vanilla, with standardized collateral arrangements. A long-duration Treasury
bond plus an interest rate swap to hedge the duration risk is equivalent in
risk terms to a short-duration Treasury. Sophisticated banks trade in both
securities and interest rate swaps regularly. Thus, I propose that the LCR
be satisfied by the combination of a long-term Treasury and swap, and that
this package also be pre-positioned at the discount window as collateral.

LIQUIDITY RISK AND BANK CAPITAL An important observation in the SVB
episode is that a liquidity problem, even if it is eased by liquidity from the
government, can turn into a solvency problem. Consider the case where some
uninsured depositors, say corporate business clients, withdraw their deposits
from a bank they are nervous about. The bank then turns to the discount
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window to source the liquidity to pay these depositors. But in the process,
the bank replaces a profitable source of deposits costing 7” with a discount
loan at a rate greater than r*. As a result, the franchise value of the bank
PV(R — C) falls. Thus, losing business (the corporate depositor) erodes
franchise value and the liquidity problem becomes a solvency problem.
Indeed, if the bank is not well capitalized, the financial stress will worsen,
and the bank will be forced to close.

Another way of stating my point is to note that the franchise value of a
bank, PV(R — C), is a risky bank asset, where the risk arises from liquidity
concerns.

An immediate implication is that capital requirements should be liquidity-
based and not just risk-based as in current practice. Thus, I would further
propose that capital requirements be strengthened in this manner (DeMarzo,
Krishnamurthy, and Nagel 2024; DeMarzo and others 2023).

CONCLUSION The regional bank model is under stress. Uninsured deposits
are high in aggregate and in particular pockets. The authors propose a
tighter LCR in the face of flighty uninsured deposits, capital charges on inter-
est rate risk, and pre-positioning collateral at the discount window. I strongly
endorse these proposals. I would also go further, particularly in terms of
tightening capital requirements, linked to liquidity risk.
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COMMENT BY

RAGHURAM RAJAN This is a thoughtful and important paper, consis-
tent with the extraordinary caliber of the coauthors. It tees off the Silicon
Valley Bank (SVB) crisis to argue that we need to reexamine bank regula-
tions, especially given that banks themselves have evolved considerably
over the last two decades. It suggests three important changes to regulations:
(1) recognize that large banks are more like bond mutual funds in that they hold
securities and make fewer information sensitive loans; authorities should
consider stricter liquidity regulation for them but make access to liquidity
easier by allowing pre-positioning of loans at the discount window; (2) require
banks to recognize interest rate risk, at least in their “available for sale”
securities portfolios if not their “held to maturity” securities portfolio; and
(3) allow mergers of midsize banks because they have little franchise value.

I will comment on these proposals later, but first I want to ask three
preliminary questions. One rationale for bank regulatory or supervisory
intervention ex ante is to avoid externalities imposed by the banks (for
instance, fire sales), which in turn might prompt liquidity or solvency bail-
outs by the authorities. So, first, how large were the externalities in the case
of SVB and was a bailout of uninsured depositors once SVB experienced a
run really required? Second, to what extent are bank activities a response to
previous regulations, supervisory actions, and even monetary policy inter-
ventions? Third, is additional regulation necessary, and if so, where?

HOW LARGE ARE THE EXTERNALITIES FROM BANK FAILURE? The financing of
loan-making intermediaries with short-term debt or with liabilities with
extensive covenants is pervasive—shadow bank structures replicate bank
structures in spirit if not in the details.! Whether the attraction is the cheap
cost of issuing money-like liabilities that offer liquidity to holders or the
discipline tough capital structures bring (not because depositors monitor

1. See, for example, Erel and Inozemtsev (2024).


https://www.occ.gov/news-issuances/speeches/2024/pub-speech-2024-4.pdf
https://www.occ.gov/news-issuances/speeches/2024/pub-speech-2024-4.pdf

COMMENTS and DISCUSSION 397

but because they run at the first sign of trouble) or both, as in Diamond and
Rajan (2001), does not really matter for the systemic negative externali-
ties they may create down the line. But if discipline is the intent, repeated
predictable bailouts privatize the gains from risk taking (the intermediary
gains from the returns on the risks it takes) while socializing losses (the
public bears the cost of paying off the liabilities the bank contracts at low
cost). Before arguing for changing regulations, we must ask first if the prob-
lems in SVB were systemic, so much so that the Federal Deposit Insurance
Corporation (FDIC) had to bail out its uninsured depositors.

Prima facie, it would seem that SVB management was either greedy or
incompetent or both. The bank had around $57 billion in assets in 2018, and
it grew to nearly four times that size by 2021, a period when the banking
industry grew assets by only 29 percent (Barr 2023). A bank’s spectacular
growth is often an early warning sign of subsequent problems. The bank
had significant investments in long-term securities even as its growth was
financed by uninsured demand deposits. Regardless of whether it was search-
ing for yield by investing the inflows in long-term securities, whether it
believed its deposits would not reprice as the Federal Reserve raised interest
rates (that is, its deposit betas were low), or whether it thought interest rates
would stay low, SVB and its supervisors failed Risk Management 101.
SVB was insolvent when its holdings were marked to market, a realization
that triggered the run.

Clearly, the bailout was too late to stop the run. When SVB was taken over
by the FDIC and its parts sold off to other banks, the direct losses as a con-
sequence of the change in management may well have been small. There
was no fire sale of individual assets. It is hard to imagine that tech firms
did not obtain adequate service from their new bank. So the run seems to
have imposed limited costs on the system because of the efficient transfer
in ownership, something the FDIC has become adept at. If uninsured deposi-
tors had borne the full losses, they would have recovered 80-90 percent of
their deposits according to Moody’s, a painful lesson for depositing
corporate treasurers on what it means to be uninsured but not necessarily
debilitating for most.?

So why then did SVB’s uninsured depositors have to be bailed out?
Almost surely, the authorities feared contagion—that other banks were in a

2. Moody’s Investors Service, “Moody’s Downgrades SVB Financial Group (Senior
Unsecured to C from Baal) and Will Withdraw the Ratings,” March 10, 2023, https://www.
moodys.com/research/Moodys-downgrades-SVB-Financial-Group-senior-unsecured-to-C-
from-Rating-Action--PR_474735.
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similar position of having long-term asset portfolios financed with uninsured
demand deposits, and the losses sustained by the dramatic rise in interest
rates made them subject to runs. Indeed, some twenty-two runs were under
way (Cipriani, Eisenbach, and Kovner 2024). Jiang and others (2023)
estimated that even if only half of uninsured depositors decided to with-
draw in March 2023, almost 190 banks with assets of $300 billion were at a
potential risk of insolvency. However, when they add going-concern franchise
value to the mark-to-market value of assets, DeMarzo, Krishnamurthy,
and Nagel (2024) find far fewer insolvent banks.

Nevertheless, the point is that “search for yield” behavior financed by
uninsured demand deposits was widespread. Rational runs on the insolvent
culprits may have resulted in painful losses for uninsured depositors but
would not have been systemic. At the back of the banking authorities’
minds, of course, is the worry that if they are not checked, runs may spread
from the insolvent to the solvent—a full-fledged panic. Would letting SVB’s
uninsured depositors bear some losses have led to a full-fledged panic? We
will never know because it was not allowed to happen, but it does raise the
question of whether the authorities have the appetite for allowing depositor
losses at any but the tiniest banks anymore. Undoubtedly, once the Treasury,
the Fed, and the FDIC implicitly assured all uninsured depositors that the
systemic risk exception invoked to bail out uninsured depositors in SVB and
Signature Bank would be applied more widely, further bank runs stopped.
At the same time, the authorities may have set a deeply problematic prece-
dent for the future.

DID THE AUTHORITIES CONTRIBUTE TO BANK RISK? No matter how much
regulators and supervisors emphasize principles-based regulation, in prac-
tice, rules matter because they give the supervisor safe harbor. Moreover,
a principles-based supervisor may not have the political clout to highlight,
and require remedial action on, vulnerabilities that are not traditional—until

it has blown up, how do you know it will? Finally, after a crisis, the rules

covering the most recently observed vulnerabilities are strengthened, and
compliance is closely monitored—after all, at the very least, regulators and
supervisors ought to close the stable door firmly, to show they are cogni-
zant of the horse having bolted (Rajan 2009). Given all this, regulators and
supervisors, like generals, tend to fight the last war vigorously.

In 2007-2008, the main issue was the credit risk buried in complex finan-
cial assets. There was little of all that in 2023, though there certainly were
potential credit defaults in plain vanilla loans to commercial real estate.
The biggest cause for concern was interest rate risk in long-term securities
and loan portfolios, accentuated by deposit repricing and flight risk on the
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Figure 1. The Composition of Domestic Demand Deposits in the United States

E Uninsured demand deposits/total deposits
~ O Insured demand deposits/total deposits
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Source: Reproduced from Acharya and others (2024).

liability side, again possibly related to interest rates. When the Fed raised
interest rates from June 2004, it did so steadily over a two-year period, with
a predictable 25 basis point hike every meeting (Federal Reserve Board of
Governors 2024). The rate hikes between March 2022 and July 2023 were
much more rapid, with four 75 basis point hikes in succession. Moreover,
during the period of quantitative easing (QE) preceding the rate hikes, as
Acharya and others (2024) document (see figure 1), not only did the share of
demand deposits to total domestic deposits go up from 60 percent in 2008 to
88 percent in 2021, the share of uninsured demand deposits to total domestic
deposits went up from 24 percent to 47 percent. As a result of the change in
deposit structure, which seems to have been little commented on by super-
visors (Gopalan and Granja 2023) over the period of successive QEs, deposits
became far less attached to the banks than in the past. Alert depositors rather
than sleepy depositors dominated now, and deposits became more mobile.
SVB was an outlier in this regard, but the phenomenon was more general.
So rapid interest rate hikes were a double whammy for banks. They led
to depressed long-term asset values of even safe assets and, simultaneously,
to rapid repricing or flight of deposits in ways that banks were hitherto
not used to. Supervisors did not anticipate rapid interest rate hikes (as the
authors of this paper point out, “remarkably, the Federal Reserve’s stress
test scenarios in 2021 and 2022 did not include interest rate increases”),
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nor did they seem to recognize banks had become more vulnerable to rate
hikes.? There is some evidence that supervisors noted some of SVB’s failings,
but they were not sufficiently concerned to press for a rapid response—
so much so that SVB was allowed to unwind some of its interest rate hedges
just before its demise (Levine 2023). The reason may well be that this
was a very different scenario from the run-up to the global financial crisis
(recall that with the onset of that crisis, the Fed cut rates, elevating the value
of long-term securities). Perhaps supervisors’ mindset had not shifted!

Another concern is the distribution of risks across the banking system.
The authors show (in table 1 of the paper) that larger bank lending has
fallen, and their securities holdings have increased substantially, with cash
and short-term securities holdings going up by more than long-term securi-
ties holdings. Conversely, smaller banks have maintained their lending at
a relative constant fraction of their assets, while their cash plus securities
have fallen, especially in the cash plus short-term securities category. Prima
facie, it would seem that smaller banks now have greater liquidity risk.
Indeed, this is what Acharya and others (2024) show. Figure 2 from their
paper suggests the sum of small banks’ liquidity exposures (uninsured demand
deposits plus lines of credit) to ready sources of liquidity (cash plus reserves
plus repo-eligible securities) rose dramatically over the period of quantitative
easing, from below 1 to peak at above 2 just before the Fed started raising
interest rates. By contrast, for the largest banks, the ratio peaked before
the liquidity coverage ratio (LCR) regulation was approved in 2014, and
generally drifted down after. It was around 1.7 when the Fed started raising
rates. While Acharya and others (2024) define small banks as those with
below $50 billion in assets and large banks as those with above $250 billion
in assets, table 1 is not inconsistent with their finding—the liquidity risk of
smaller banks has gone up substantially in the last decade and a half. They
have become more dependent for liquidity on other banks, the Fed, and the
Federal Home Loan Banks. Indeed, it bears noting that SVB was one of
these smaller banks before 2018.

It would then seem there is interesting specialization emerging within
the banking system. The large banks are becoming contingent liquidity

3. DeMarzo, Krishnamurthy, and Nagel (2024) suggest that the excess holding of securi-
ties by banks whose franchise value had positive duration risk may have been supervisor-
driven, with supervisors believing incorrectly that the securities were offsetting a negative
duration franchise value. Gopalan and Granja (2023) show that bank supervisors started
downgrading banks with substantial interest rate exposure only after the Fed started raising
interest rates. Furthermore, they did not seem to recognize the risk posed by uninsured
demand deposits, which Acharya and others (2024) show had spread through the system.



COMMENTS and DISCUSSION 401

Figure 2. Claims to Potential Liquidity: (Credit Lines + Uninsured Demandable
Deposits)/(Reserves + Eligible Assets) across Bank Size

Above $250 billion

$50-250 billion

" Below $50 billion

2015:Q1 2020:Q1

Source: Reproduced from Acharya and others (2024).

Note: This figure plots the distribution across bank holding companies (BHCs) over time of claims to
potential liquidity, which is the ratio of the sum of aggregate credit lines and demandable deposits to the
sum of reserves and eligible assets between 2010:Q1 and 2023:Q4, with data (field) obtained for each
component from Call Reports: Off-balance sheet unused loans or credit lines (RCFDJ457); Uninsured
demandable deposits, obtained by subtracting time deposits of more than $250,000 ($100,000 before
2008:Q4) from total uninsured deposits, the latter being estimated from schedule RC-O of the Call
Reports. Reserves reflect field RCFD0090, and eligible assets consist of Treasury and agency securities
that were eligible for sale to the Fed for reserves in at least one quantitative easing round between
2008:Q4 and 2023:Q1. In particular, bank holdings of Treasury and agency securities are estimated as the
sum of the bank’s holdings of US Treasuries, obligations of US government agencies, and agency-backed
mortgage-backed securities. The value of reserves and credit lines are set to zero if they are missing at
the consolidated bank or bank holding company level for a given quarter. The ratio is aggregated by bank
size categories. The size buckets are banks with assets above $250 billion, $50-250 billion, and below
$50 billion in 2014:03.

providers (Kashyap, Rajan, and Stein 2002), maintaining suitably liquid
balance sheets, including substantial quantities of cash reserves and short-
term securities, to do so. Perhaps the more complete application and enforce-
ment of LCR regulation as well as higher capital requirements for systemically
important banks forces them to move from holding loans on their balance
sheet to using their balance sheet more contingently.* Small banks, in con-
trast, are in the more traditional business of relationship lending, with a sig-
nificant portion of their assets still relationship loans. It is then particularly

4. Also see Erel and Inozemtsev (2024) on shifts in bank activities as a result of regula-
tory pressures.
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worrying that these banks have increased their reliance on demandable
deposits while shrinking their holdings of liquid assets (and even extending
their maturity). From a systemic risk perspective, this change is most con-
cerning as it creates a common exposure across many small banks.

The bottom line is that part of the reason small and midsize banks were
collectively exposed to the risk of uninsured demandable claims in March
2023 was the prior Fed’s balance sheet expansion and contraction. Why these
banks did not hold more reserves and short-term securities, and why they
instead lengthened the maturity of their securities portfolios (as in table 1)
is not obvious. Perhaps it was classic bank search for yield, as Acharya and
others (2024) imply. Regardless, the Fed’s actions played a role in raising
bank risk. Maybe the experience with these actions will lead the Fed to be
more circumspect about using its balance sheet as a monetary policy instru-
ment in the future. To the extent, however, that the Fed will continue to use
its balance sheet in the future, it will have to consider the effects on the bank-
ing system and the potential need for regulations to offset adverse behavior.

MORE REGULATION? The possible adverse behavior engendered by future
Fed policy has to be viewed with the additional knowledge that the SVB
episode has enhanced the expectation that uninsured depositors in all banks
above a (low) size threshold will be bailed out in the future in the event
of a run. The authorities will have to worry that banks may have fewer
qualms about financing with “cheap” uninsured demand deposits, rendered
cheaper because of the anticipation the authorities will intervene. Further-
more, even if they do not run, uninsured depositors are less likely to be
attached to the bank than traditional insured depositors and will be quicker
to demand repricing. In other words, bank moral hazard and bank risk may
increase as a consequence of SVB.

Where then to regulate? Apart from concern about whether supervisors
can enforce a holistic mandate on risk taking, there is the important issue
of risk migration. To the extent that certain entities are regulated or scru-
tinized more closely than others, risk migrates away from those entities
but often ends up in less-scrutinized entities. So, for example, if liquidity
positions are more closely scrutinized at large banks, liquidity risk moves
to small banks or into the nonbank sector. Even though the authors empha-
size that the costs of additional liquidity regulation may be lower at large
banks—which seem more akin to money market bond funds—Iarge banks
were not the ones that got into trouble (large bank regulations did not apply
to SVB because it was a small-to-midsize bank for much of the time when
risks built up). Furthermore, the tighter liquidity regulation on large banks
seems to have led them to draw reserves away from small banks. This
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would not be a problem if large banks were to lend liquidity freely in times
of stress. Unfortunately, as Acharya and others (2024) argue, the residual
source of liquidity for stressed banks seems to have been the Fed windows
and the Federal Home Loan Banks, and not the large banks. In sum then,
more uniform regulation—for instance, extending LCR to smaller banks—
seems to them a more desirable first step than more regulations on the large
banks. With these caveats, let us move to the specifics of the proposals.

PROPOSAL 1: PRE-POSITIONING LOANS AS COLLATERALAT LARGE BANKS The SVB
crisis suggests stricter liquidity regulation ought to be extended to smaller
banks, as this paper commendably suggests. The most novel part of the pro-
posal is to pre-position loans at the discount window, which is what I will
focus on. This idea seems very sensible, addressing both the stigma asso-
ciated with borrowing from Fed facilities (which tends to deter borrowing)
as well as the possibility that the bank may have too few high-quality assets to
raise secured funding quickly. The authors do a great job in raising concerns
and addressing them. A few additional concerns are worth addressing.

First, if indeed large banks are moving to using their balance sheet con-
tingently, offering liquidity to firms in case of need, they will be adding sig-
nificant loans in times of aggregate liquidity stress. Of course, some of the
large banks’ liquidity needs could be offset by deposit inflows (Gatev and
Strahan 2006). However, to ensure that large banks continue to intermediate
liquidity, the central bank should lend against the new loans. These would
not have been pre-positioned and may indeed be riskier than the norm—for
instance, they will include drawdowns on lines of credit, which could be
loans that no bank would make without having entered into a prior commit-
ment. Shouldn’t pre-positioning also include such contingent loans?

This leads to a second concern, which at the broadest level applies to
all publicly provided insurance: the tendency to underprice it. The central
issue in pricing is, of course, the haircut the Fed should apply on the value
of these contingent loans to determine the amounts it lends. A related issue
is the haircut it imposes on ordinary pre-positioned loans, knowing that the
haircut is set in normal times while the Fed’s liquidity is drawn upon in
times of stress. Haircuts should anticipate such stress, but it will be hard for
the central bank to get it right. Should the proposed haircuts be dynamic,
increasing if conditions deteriorate more than anticipated? Dynamic hair-
cuts would reduce the value of pre-positioning and may even set off a run
if the haircut increases substantially, but it would allow the Fed to set lower
haircuts up front given they can be changed.

Taking these considerations into account, perhaps the haircuts should be
dynamic but change only after a lag—for instance, the Fed would reexamine
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the pre-positioned loans periodically, calculate the liquidity deficiency if the
haircut reflected true risk of these loans, get the bank to fill the deficiency from
other sources, and announce the new haircut after the next examination.
The old haircut would prevail in between examinations, giving the bank
the time between examinations to get its liquidity supply in order, while,
of course, unavoidably exposing the Fed to more risk.

A final concern is that if the pre-positioning facility is available only to
large banks, they may become even more attractive destinations for flight-
to-safety money in times of stress. If they do lend the money back out, this
is not entirely bad, given our earlier discussion. However, if they hoard
it, then a liquidity facility available only to some banks may exacerbate
the liquidity shortage in others. More generally, it is worth contemplating a
liquidity facility that is widely available rather than one that is available only
for some banks.

PROPOSAL 2: INTEREST RATE RISK A second proposal that is hard to argue
with is a better treatment of interest rate risk exposures. Of course, a key
concern is to get the overall exposure right—if only some part of the expo-
sure is accounted for, the bank forced to recognize it, and the consequent
valuation changes made to affect bank regulatory capital, the bank will try
and manage down that exposure. If, however, that exposure is a hedge for
other, harder-to-measure exposures, such as loan and deposit rate sensitivi-
ties, there is a risk that the bank could become overexposed to rate risk.
DeMarzo, Krishnamurthy, and Nagel (2024) show how important it is to
take all rate exposures into account and conclude that banks overall have
positive duration. If so, an expanded securities portfolio can lead to greater
interest rate risk, in which case requiring capital against the securities port-
folio’s interest exposure is a step in the right direction. However, such a
conclusion will not be true for every bank.

Should we work toward a supervisory framework that tries to estimate
the interest rate exposure of each bank’s franchise and, following that, sets
a fraction (from zero to 1) for the flow-through of securities portfolio valu-
ation changes into capital? This would add to the complexity of the super-
visors’ task and expand discretion, with all the attendant previous caveats,
but it may be better than mandating 100 percent pass-through. At any rate,
I endorse the view that we need better understanding and treatment of bank
interest rate exposures.

PROPOSAL 3: ALLOW MERGERS OF SMALL AND MIDSIZE BANKS The proposal
to allow some mergers of banks below mega-bank size—so as to allow
them to upscale from the midsize level that no longer seems to add value—
once again makes sense. The concern is that a lot of small banks merge in
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this more liberal environment to become midsize banks—perhaps because
small-bank managers have empire-building motives. After all, that is how we
got some midsize banks in the first place. One possibility is to make it more
attractive for banks to stay small and local. Can they get some of the benefits
of scale without scaling up? Other countries have networks of small banks
that offer mutual insurance, economies in purchasing technology, and some
common resources—for example, the Rabobank network in the Netherlands.
Should the impediments to such structures in the United States be identified
and removed? Is it too far-fetched to imagine that some midsize banks might
break up through management buyouts into such networks of small banks?

SUMMARY This is a great paper and has a number of interesting policy
recommendations. Obviously, the analysis is intended to start a debate and
will inspire more research. I am sure it will have that effect.
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GENERAL DISCUSSION Donald Kohn questioned what drove the
growth of uninsured deposits. He observed that while uninsured deposits as
a percentage of domestic deposits seemed to follow a trend in the 1990s and
early 2000s, in the following decades, they occasionally stair-stepped and
abruptly increased. He theorized that this might be a result of the zero interest
rates at those times, which complicated banks’ time deposit and demand
deposit mix. Banks may have been reluctant to price demand deposits at a
negative interest rate because they did not want to lose business. This could
make demand deposits more appealing to depositors, meaning that the rela-
tive increase in demand deposits might come from the depositor side rather
than from the banks seeking demand deposits.

Wendy Edelberg presented an alternative theory of what drove the rising
share of deposits held as demand deposits. She asserted that since the US
Treasury cannot change the amount of money in the banking system, and since
federal borrowing from abroad is modest compared to the overall increase
in federal borrowing, the increase in demand deposits might be primarily
explained by quantitative easing (QE). Edelberg then suggested that monetary
policymakers in the future should account for how QE would affect demand
deposits. Even so, she acknowledged that regulators could not practically
vary the deposit insurance level every quarter, so they could not simply
raise the required deposit insurance level whenever there was higher QE.

Randall Kroszner pointed out that since the United States is currently
experiencing quantitative tightening (QT), by the end of 2024, there should
be evidence for whether or not QE is driving deposits. If deposits go down
very significantly under QT, the hypothesis that QE drives deposits would
have more support.

Laura Nicolae contended that QE’s role in driving long-term deposit
growth was not totally clear. She commented that the Federal Reserve buying
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bonds from a bank does not necessarily create deposits—it just switches
out reserves for bonds on a bank’s balance sheet. Similarly, the Federal
Reserve buying bonds from a nonbank might create deposits in the short
term but does not guarantee that those deposits will remain where they are.
Nicolae instead attributed the long-term growth in deposits to growth in
demand for deposits, noting that figure 1 (panel B) in the paper shows that
deposits scale with wealth.' She also noted that deposits have been growing
for decades, through periods of both QE and QT.

Andrew Atkeson reflected on his time at the Federal Reserve Board’s
Model Validation Council, an advisory body that provides guidance for
the models used in bank stress tests. He claimed that the issues of interest
rate risk and run risk that led to the collapse of Silicon Valley Bank (SVB)
were never considered, despite the purpose of a stress test being to anticipate
new and evolving risks. He wondered if there were institutional changes
that could be made to allow regulators to address future, otherwise unantici-
pated, problems.

Laurence Ball echoed the paper’s sentiment that stress tests and regula-
tors have made overly optimistic assumptions about the risk presented by
uninsured deposits. Referring to one of his own papers, he observed that
the current stress test scenario makes additional problematic assumptions.>
According to Ball, outflow rates for repurchase agreement financing are too
low in the current scenario. Furthermore, Ball posited that the scenario’s
worst error was assuming that banks’ outflows are largely offset by inflows,
which would come from cutting off financing to customers. Banks might
be loath to do this because it would destroy their ability to do business in
the future.

Although Ball advocated for stronger liquidity coverage ratio (LCR) regu-
lations, he granted that regulators might conclude that banks ought to hold
so much liquidity that there would be none left over for lending. In light of
that potentiality, he supported the idea of pre-positioning collateral at the
Federal Reserve’s discount window. He argued the LCR rule was meant
to allow banks to survive crises without borrowing, which might be an
unrealistic demand. Future scenarios should make the Federal Reserve’s
role more explicit and incorporate the option of borrowing.

Burcu Duygan-Bump contemplated the role of liquidity regulations com-
pared to that of the Federal Reserve as the lender of last resort (LOLR).

1. Here refers to figure 1 (panel B) in the conference draft of the paper, available at:
https://www.brookings.edu/events/bpea-spring-2024-conference/.

2. Laurence Ball, “Liquidity Risk at Large U.S. Banks,” Journal of Law, Finance, and
Accounting 7, no. 2 (2023): 229-72.
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She questioned if a bank’s pre-positioned collateral needed to be counted
toward its LCR and if that presented any dissonance. She thought not but
believed the role of LCR versus LOLR merited further consideration.

Turning now toward the discussion of how to manage interest rate risk
and liquidity risk, Kroszner questioned why the United States did not require
a capital charge whenever banks take on interest rate risk. This rule had
been adopted by many other countries, and Kroszner emphasized that no
other country experienced similar issues during the collapse of SVB. He
clarified that Credit Suisse’s collapse, while contemporaneous, had nothing
to do with interest rate risk.

Kohn concurred with the paper’s points about penalizing banks that use
hold-to-maturity accounting to avoid acknowledging unrealized changes
in the market value of their held bonds—called mark-to-market gains and
losses. He affirmed that extending the mark-to-market was a vital part of
managing interest rate risk and liquidity risk.

Andrew Fieldhouse remarked that conversations with a colleague from
regional reserve bank had led him to believe that SVB’s collapse was pri-
marily due to duration risk on agency mortgage-backed securities (MBS)
rather than interest rate risks on Treasuries. He also recommended that the
authors consider the feasibility of hedging refinancing risk on agency MBS
in addition to their examination of interest rate risk.

Samuel Hanson compared banks to insurers, saying that insurers marking
their assets while not marking their liabilities to market would be economi-
cally incoherent. While challenging, Hanson contended that requiring banks
to mark both sides of their balance sheet was clearly necessary. He went on to
agree with Arvind Krishnamurthy’s discussion about creating a capital charge
that scaled with the amount of liquidity transformation, since more liquidity
transformation meant greater risk of loss of franchise value.

The discussion also touched on why banks seem so hesitant to use the
Federal Reserve’s discount window. Kroszner expressed concern that the
discount window was poorly run and not that user-friendly, and argued that
these issues, as well as the stigma associated with using the discount window,
must be addressed if the Federal Reserve wanted more banks to use the
window more regularly.

Kohn pointed out that banks went to the Federal Home Loan Banks
(FHLBs) rather than the discount window because it was cheaper overall.
He mentioned that there had been recent discussion of reforming the FHLBs
to refocus them on only supporting the mortgage market. Kohn’s recom-
mendation to address the stigma around the discount window was for
regulators to acknowledge that discount window access can be a part of a
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recovery and resolution plan by allowing discount window utilization in
stress tests. Additionally, the penalty for using the discount window should
be reduced. According to Kohn, the United Kingdom and the eurozone had
successfully reduced the stigma by moving to reserve management pro-
cesses under which banks borrow whenever reserves get sufficiently scarce.

Responding to Jeremy Stein’s presentation, Robert Hall drew a sharp dis-
tinction between banks and bond mutual funds, noting that it was incorrect
to claim banks were becoming mutual funds. Hall said that mutual funds
are organized under the Investment Company Act of 1940. This makes them
run proof, since someone withdrawing from a fund is paid off immediately
at market value. In contrast, banks are immensely at risk of runs, making
turning banks into a mutual fund highly desirable.

Stein acknowledged the critique by Hall. He observed that while banks
are increasingly resembling MBS bond funds on the asset side, they are
much less suited to handle duration risk on the liability side when issuing
uninsured deposits. All else being equal, this makes it better for MBS to be
held in a bond fund than by a bank that finances the MBS with uninsured
deposits. An ideal regulatory framework would level the playing field
without encouraging or disadvantaging the bond funds relative to the banks.
Unfortunately, bailing out uninsured depositors creates an implicit subsidy,
which encourages MBS to be held in banks.

Jon Steinsson discussed the two socially valuable contributions of banks
that the paper highlighted: the provision of information-intensive loans and
the provision of transaction services. He remarked that the latter service is
potentially overlooked. Payment systems work so well today that people
forget how crucial they are to a well-functioning economy. He believed this
should not be taken for granted, and he pointed out that the debate surround-
ing which of these two socially valuable contributions to emphasize was
often extreme and binary with one side favoring narrow banking and the
other side hostile to any increase in capital requirements. He felt that the
results of the paper should tilt this debate in the direction of higher capital
requirements being optimal.

Steinsson also emphasized another service provided by banks—the crea-
tion of liquidity. Steinsson described how banks are traditionally able to
make long-term assets very liquid. He worried that the paper’s focus on
having banks hold short-term assets against uninsured deposits would mean
that there would be no institutions left to hold long-term assets.

Adi Sunderam commented that Steinsson—and almost everyone else,
including the other authors—seemed to take it as a given that it is always
socially valuable to accommodate liquidity demand and safe asset demand.
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Sunderam contested this assumption, as accommodating these demands
could be negative under some circumstances, such as providing liquidity
that facilitated crime.

Kroszner cautioned the authors about being too cavalier about creating
regulatory systems that push banks out of information-intensive lending. He
argued that just because banks are not doing much information-intensive
lending does not mean it is a good idea to push them out entirely—what
little they are currently doing might still be very socially valuable. He referred
to a recent Bank for International Settlements paper, which found that, fol-
lowing a crisis, lending and investment fell and stayed down at firms that
were primarily reliant on nonbanks.’

Stein reassured Kroszner, indicating that the authors were being careful
not to push banks out of providing loans entirely, as shown by their proposal
to allow loans to be pre-positioned at the discount window. Although the
authors specifically hoped to lean against banks holding too many long-term
MBS, they were careful not to recommend changes that were too extreme
because banks only holding short-term securities could create equilib-
rium issues.

Sebnem Kalemli-Ozcan considered whether banks of different sizes should
be subject to the same regulations. Kalemli-Ozcan inquired why the authors
did not apply the LCR to all banks, including banks with assets below
$50 billion. She suggested that extending LCR regulations to all banks might
trigger desirable endogenous mergers, cutting down on a significant number
of banks in the United States. She observed from the Federal Reserve’s stress
test results (FR Y-14) that small and midsize enterprises in fact borrow
mainly from medium-size and large banks.* This means that reducing the
number of small banks might not cause issues for small businesses.

Anna Paulson brought up the fact that larger and smaller banks have dif-
ferent business models. Consequently, one-size-fits-all regulations create
different externalities. For instance, large banks that have fire sales often
only part with less information-intensive assets compared to smaller banks.
She identified this as a reason why creating blanket regulation was difficult.

Hanson agreed with the discussants and conference participants that
applying liquidity regulations to smaller banks was worth considering.

3. Inaki Aldasoro, Sebastian Doerr, and Haonan Zhou, “Non-bank Lending during Crises,”
BIS working papers 1074 (Basel: Bank for International Settlements, 2023).

4. Cecilia R. Caglio, R. Matthew Darst, and Sebnem Kalemli-Ozcan, “Collateral Hetero-
geneity and Monetary Policy Transmission: Evidence from Loans to SMEs and Large Firms,”
working paper 28685 (Cambridge, Mass.: National Bureau of Economic Research, 2024).
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He then answered Kalemli-Ozcan’s question, explaining that the paper
anchored at banks with $100 billion in assets because that was where a
2018 law that amended the Dodd-Frank was set. This meant that $100 billion
was the lowest level that the Federal Reserve could regulate without requiring
further action from Congress. Sunderam added that the paper focuses on
midsize banks because of what happened with SVB, but he theorized that
the logic of the model should extend.
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