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Abstract—The rapid increase in the integration of intermittent
and stochastic renewable energy resources (RER) introduces
challenging issues related to power system stability. Interestingly,
identifying grid nodes that can best support stochastic loads from
RER, has gained recent interest. Methods based on Lyapunov
stability are commonly exploited to assess the stability of power
networks. These strategies approach quantifying system stability
while considering: (i) simplified reduced order power system
models that do not model power flow constraints, or (ii) data-
driven methods that are prone to measurement noise and hence
can inaccurately depict stochastic loads as system instability. In
this paper, while considering a nonlinear differential algebraic
equation (NL-DAE) model, we introduce a new method for as-
sessing the impact of uncertain renewable power injections on the
stability of power system nodes/buses. The identification of stable
nodes informs the operator/utility on how renewables injections
affect the stability of the grid. The proposed method is based
on optimizing metrics equivalent to the Lyapunov spectrum of
exponents; its underlying properties result in a computationally
efficient and scalable stable node identification algorithm for
renewable energy resources allocation. The proposed method is
validated on the IEEE 9-bus and 200-bus networks.

Index Terms—Power system modeling, nonlinear differential
algebraic models, Lyapunov exponents, nonlinear stability

I. INTRODUCTION AND PAPER CONTRIBUTIONS

OWER systems are becoming more reliant on renewable
P energy resources (RER) for power supply, in a much needed
effort to decarbonize our electricity systems. From a stability
perspective, the uncertainty and intermittent generation of RER
may impede power system operations. This is aresult of the range
of intermittent perturbations acting on the synchronous states [1].
As such, studying the transient stability and resilience of power
systems with increased amounts of integrated RER has become
essential. A fundamental approach for such stability analysis is
typically provided by simulating the impact of RER integration
through load disturbances and inertia changes, and then assessing
the system settling time.

The requirement for performing transient stability analysis
entails the identification of potential disturbances that might lead
to system instabilities [2]. To assess system stability, Lyapunov
stability methods are widely adopted [3]. The methods are
divided into two categories: (i) a direct stability method that is
based on quantifying a Lyapunov energy function [4] and (ii) a
Lyapunov exponents (LEs) method that is based on characteriz-
ing infinitesimal separation rates of system trajectories [2]. The

©Corresponding author. This work is supported by National Science
Foundation under Grants 2152450 and 2151571. The authors are with
the Civil & Environmental Engineering and Electrical & Computer
Engineering Departments, Vanderbilt University, 2201 West End Ave,
Nashville, Tennessee 37235. Emails: mohamad.h.kazma@vanderbilt.edu, ah-
mad.taha@vanderbilt.edu.

former method is based on quantifying an energy function that
is indicative of system stability. The latter method is adapted
from the field of chaos and was first introduced by [5] in the
context of power networks for studying transient chaotic swings.
The aforementioned direct stability method is well-developed
however it becomes complex to quantify when considering
nonlinear dynamical systems. On the other hand, quantifying
LEs of a nonlinear system arises more naturally [6].

For power system stability, the maximal Lyapunov exponent
(MLE) is able to depict general characteristics of transient
stability [7]. A negative MLE sign is indicative of a stability,
whereas a positive MLE informs that the system is unstable.
Theoretically, LEs measure the average exponential rate of
convergence and divergence of a pair of nearby trajectories in
a multidimensional state-space. The exponents are key to the
determination of stability since the exponents are invariant to any
initial condition perturbation that are within the same stability
region [8]. With that in mind, the main objective of this paper is to
provide a framework for quantifying stability based on metrics
related to the LEs of the system; the exponents are computed
after an uncertain RER power injection is applied to a bus. The
method quantifies power system stability and uncertainty prop-
agation from negative loads that model injections of uncertain
renewables. As such, the proposed method informs the operator
about the impact of allocating renewable injections, at network
buses, on the overall power grid stability.

Literature Review. LE-based approach for power system sta-
bility and its applications to quantifying network characteristics
has gained recent interest. The literature can be divided into (i)
simply quantifying the stability of a power network, and (ii)
identifying network properties. From a stability perspective, a
power system’s stability is usually studied in terms of voltages,
angles, and frequencies [9]. A method based on LEs [10], is
utilized to study the swings that lead to instability by monitoring
the rotor angle of generator machines. In [11], the transient
stability of power systems post-fault is studied by analyzing
the system’s LEs. Voltage stability is considered from phasor
measurement units (PMU) data in [12]. The study considers
a model-free approach that monitors voltage data and then
estimates the systems LEs for stability predictions. In [2],
global system stability is studied by computing LEs and their
corresponding Lyapunov vectors. The system machines are
modeled according to the swing equations and then the proposed
approach was demonstrated on a 9-bus network. A model-free
estimation framework is considered for assessing rotor angle
stability in [13]. The proposed method relies on least-squares
state estimation for computing rotor angle estimates from PMU
measurements. Similarly, in [7] the rotor angle stability from
MLE estimation is considered while utilizing a recursive least



squares estimation framework that is less time-consuming.

The LE-based stability methods outlined above consider
the power system dynamics by (i) modeling simplified and
reduced-order power machine models or (ii) utilizing model-
free approaches that rely on PMU measurement data. Moreover,
these stability methods consider only voltage stability and rely
on dynamic state estimation methods for estimating rotor angle
stability. The main drawback of such methods are as follows.
Simplified machine models that do not model the both dif-
ferential equations and algebraic constraints are not equipped
to model RER loads along with their uncertainty. The reason
is that renewables injections do not explicitly appear in the
differential equations but appear in the algebraic power flow
constraints. On the other hand, a direct model-free approach is
only appropriate for disturbance and noise free systems [14]. The
reason is that any disturbance or uncertainty would be wrongly
considered as chaotic behavior when computing LEs. As such,
there is no clear way to explicitly delineate how renewable
injections would impact grid dynamics and the different types of
stability. Moreover, when relying on estimation frameworks for
rotor angle stability, the estimation error can also be incorrectly
assigned as chaos in the system. Accordingly, in this paper we
compute a power system’s LEs by considering a model-based
approach that models the complete nonlinear differential alge-
braic power system model and therefore depicts both differential
and algebraic states.

The second branch of research that goes beyond simply
studying the stability of power systems and has recently gained
interest, is the application of LEs methods that enable the identifi-
cation of certain network properties. The studies [15], [16] both
utilize a LEs algorithm to identify coherent generator groups
that generate synchronous swings. The effect of chaos from
wind power is predicted from a model decomposition approach
that is based on LEs computations in [17]. An optimal PMU
allocation approach for full network observability and transient
stability improved is proposed in [18]. The approach relies on
LEs to identify the critical buses that provide the most useful
information for each system node. Nonetheless, influential nodes
in power systems play a stable role in the structure and dynamics
of the network [19]. The allocation of RER is proposed in [20].
The proposed method offers a heuristic placement algorithm that
estimates LEs based on voltage measurements and then ranks
the candidate buses based on the values of the LEs computed
from voltage stability. However, the framework proposed in [20]
offers a candidate node rank that (i) is based on model-free LEs
estimation, where instability can result from measurement noise,
(ii) computes LEs while considering chaos resulting from voltage
stability only, and (iii) quantifies node stability by measuring
the LEs at that node while not taking into account uncertainty
propagation onto the other nodes.

Paper Contributions. Motivated by the aforementioned lim-

itations in the recent literature, the main contributions are as

follows

o We introduce a framework that enables the node stability
assessment of a NL-DAE representation of a power network.

In specific, we provide quantitative stability measures for

identifying stable and unstable nodes in a power network

from a Lyapunov stability perspective. The proposed stability

measures are based on the Lyapunov characteristic spectrum of
exponents, which are computed for a system under renewable
disturbances. These stability metrics allow for (i) computing
the overall stability by considering frequency, voltage and ro-
tor angle stability and (ii) quantifying renewables uncertainty
propagation, that is applied to a single node, on the overall
power network stability.

« Based on the introduced stability framework, we propose an
algorithm for identifying optimal stable nodes that can accom-
modate renewables injections. This approach allows to inform
the operator where to practically allocate renewables while
maintaining the overall stability of the power network that is
inundated with uncertain fluctuations from RER injections.
The result is an ordered set of nodes that reflect stable nodes
that minimally impact overall power system stability.

o The validity of the approach is demonstrated on standard
power systems. The robustness and effectiveness of the pro-
posed optimal allocation problem is shown to be robust against
uncertain RERs.

We note that in this paper we do not review methods for RER
allocation or sizing. Such methods can consider different oper-
ational objectives (efficiency maximization, and power loss and
cost minimization). Instead, we are concerned with quantifying
the effect of RER allocation on the overall stability of a power
network and thus provide a method to inform operators regarding
the practical allocation of RER from a stability perspective.
Readers are referred to [21] for a more comprehensive review
on RER allocation and sizing.

Notation. Let N, R, R™, and RP*? denote the set of natural
numbers, real numbers, real-valued row vectors with size of n,
and p-by-q real matrices respectively. The symbol ® denotes
the Kronecker product. The cardinality of a set N is denoted by
|\]. The operators det(A) returns the determinant of matrix A,
trace(A) returns the trace of matrix A. The operator {z;}}_, €
RN™ constructs a column vector that concatenates vectors x; €
R™ forall ¢ € {0,1,...,N}.

Paper Organization. The paper is organized as follows: Sec-
tion II provides the power system model. Section III provides
preliminaries on LEs computation. Section IV introduces the
proposed stable node identification framework and the optimal
RER allocation problem for NL-DAEs. The numerical results
are presented in Section V, and Section VI concludes this paper.

II. PROBLEM FORMULATION

In this section, we present the underlying NL-DAE power
system model and represent the full model as a nonlinear
ODE. The resulting nonlinear ODE system, that includes the
algebraic constraints, is discretized using the trapezoidal implicit
discretization method.

A. NL-DAE power system state-space model

We consider a NL-DAE formulation of a power system. This
system depicts the standard two axes 4-th order transient model
of a synchronous generator [22, Ch. 7]. The considered model
excludes exciter dynamics and turbine governor, meaning that
each of the machines has four states and two control inputs.
We note that the controller (i.e., governor response) adjusts the



active power produced by a generator to stabilize the system after
a disturbance from renewables.

To this end, we borrow the notation from [23]. A power system
(N, E) can be represented graphically, where £ C N x N is
the set of transmission lines, N = G U £ U R is the set of all
buses in the network. The number of buses within the network is
N := |N|, while the number of generator, load and renewable
buses are G := |G|, L := |£| and R := |R|. The physics-based
components of the electromechanical transients can be written
in a semi-implicit NDAE form as follows

generator dynamics : &4 = f(xq4,T,,u),

(1a)
(1b)

algebraic constraints : 0 = g(x4, x,),

where the dynamic states of the synchronous machine can be
defined as x4 := x4(t) € R*“, the algebraic states can be
defined as x, = x,(t) € R2*2N and the input of the
system can be defined as u := wu(t) € R?“. Let ng := 4G
and n, := 2G + 2N define the size of the differential and
algebraic states. Let n, := 2G define the size of the input
state vector w. Nonlinear mapping function f(-) depicts the
synchronous machine dynamics, where f(-) : R1¢ x R2¢ x
R2¢ — RAC, Nonlinear mapping function g(-) depicts the
algebraic constraints and the power balance equations, where
g()) : RIG x R2G x R2N _; R2G+2N

The physics-based components of the electromechanical tran-
sients depicting the 4-th order transient model are summarized in
Appendix A. Accordingly, the differential state, algebraic state
and input vectors are summarized as follows

, T
za = {100, {witEo, (B0 (T}
Lg = {{PGi iG:O’ {QGz 1G:0> {Ui iALO? {ei}i\io}—rv (2b)
w = [{Bri}lo {T}%0] 20)

where the time varying components in (27) are: ¢; the rotor
angle (rad), w; generator rotor speed (rad/sec), E; generator
transient voltage (pu), T; generator mechanical torque (pu).
Generator inputs are: Frq; generator internal field voltage (pu),
T,; governor reference signal (pu). Time varying components
in (29) are 6;; = 6; — 6, (pu) is the bus angle and v; is the
bus voltage (pu). Real and reactive power for a generator are
denoted as Pg; and Qg;. It is noteworthy to mentioned that the
load injections that model RER are included in the power balance
equations (29) as real and reactive power Pr; and QR;-

(2a)

B. NL-DAEs: existence and uniqueness of a solution

The uniqueness and existence of a solution for NL-DAEs,
as compared to nonlinear ODEs (NL-ODEs), for any initial
condition (xg, up) is not always guaranteed [24]. The existence
and uniqueness of solutions to NL-DAE:s holds true if and only if
the system (1) is strangeness-free [25, Hypothesis 4.2], whereby
the strangeness index is equal to zero. For brevity, refer to [25],
[26] for the detailed hypothesis that defines the strangeness index
of NL-DAEs. We note here that this index is a generalization of
the differentiation index of DAEs, that is defined as follows.

Definition 1. The differentiation index [25], [27], [28]
more ref of nonlinear or linear DAE systems is defined as

the number of times the algebraic equations are differentiated
to obtain a set of ODEs.

A linear DAE can be written as Exz = Ax + Bu. This
representation can be formulated by linearizing the system (1)
around an operating point where the state vector x is defined
as @ = [@q, @,) € R The singular mass matrix E €
R™@+7"a has ones on its diagonal for the differential equations
and zeros for the algebraic equations. The time-invariant state-
space matrices are defined as A := [A,, AG}T € R"atne and
B := [By] € R". Here Ay € R™ represents the linearized
differential equations state-space matrix and A, € R"= the
linearized algebraic equations state-space matrix.

We note that a linear DAE systems is of index if and only if the
system is regular. Regularity is considered an essential property
for DAEs. This property ensures the existence of consistent
unique solutions for every initial condition (xg, ug) [29].

Definition 2. A linearized DAE around an initial state xg is
regular if and only if there exists s € C such that det(sE —
A) # 0. Regularity is therefore characterized by the matrix
pair (E, A).

A DAE power network model is regular if and only if there
exists a path whereby each load follows this path to a generator
bus [29]. This holds true for the IEEE case networks considered
in the case studies section in this work. The regularity and
differentiation index of linearized power system (1) are assessed
in [23]. It is shown that the power system has a differentiation
index of one and is regular; see [23] for additional information.
Such conditions guarantee that for each consistent initial condi-
tion, a unique solution always exists. With the evidence that the
linearized DAE system, we can now infer that the NL-DAE is
strangeness-free without the rigorous proof. Hence, for certain
rank conditions every regular and linear DAE with sufficiently
smooth (E, A) matrix pair satisfies the hypothesis regarding
the vanishing strangeness index, i.e., the system is strangeness-
free; see [25].

With that in mind, in order to ensure that there exists a solution
to the NL-DAE power system (1), the following assumption
holds true throughout this paper.

Assumption 1. The NL-DAE (1) is considered strangeness-
free, regular and of differentiation index one. As such, a unique
solution exists for any initial conditions (g, o).

The aforementioned assumption implies that the partial
derivatives of the differential and algebraic state-space func-
tions f(-) and g(-) with respect to x4 and x, are non-
singular [25]. We note here that this assumption is mild and
holds true for the power system cases considered in the numerical
studies section. In practical terms, the numerical solvability of
the DAE system (1) directly implies the existence and uniqueness
of solution for any input and consistent initial conditions [30].
The time-domain simulations presented in Section V provide
explicit proof and validate Assumption 1 for the NL-DAE (1).

C. NL-DAE to NL-ODE system transformation

NL-DAEs are considered stiff dynamical systems with time
constants that can span several orders of magnitude [31]. The



algebraic constraints are considered to exhibit null time con-
stants. Stability and control of such NL-DAE systems is limited,
while that of NL-ODEs is not. Typically, an ODE system is
considered when modeling power system dynamics by either (i)
neglecting the algebraic constraints or (ii) relying on a decoupled
model [23]. This limits the ability to assess the transient stability
of power system, in particular, power networks that have RER.
With that in mind, we consider a structure preserving NL-DAE
to NL-ODE transformation of the power system model (1). This
transformation allows for the complete modeling of the differ-
ential and algebraic equations (27)—(29) while being modeled as
a set of ODEs.

Transformation relies on applying the Inverse function the-
orem (IFT) [32, Theorem 3.3.1] to resolve the algebraic con-
straints into ODEs. This method requires the differentiation of
the algebraic constraints in (1b) with respect to time variable .
With that in mind, the NL-DAE system (1) can be rewritten as

djd = f(mda La, 'U,), (3a)
&, = §(Td, Ta,u) = _(Gma)_led.f(wwwavu), (3b)
where matrices defined as G, = % € R" %" and
Gy, = %df“) € R"™*™4 are the Jacobian matrices of the

algebraic constraints with respect to x, and x4, respectively.

The NL-ODE system (3) obtained using the IFT method
depicts the full dynamic and algebraic relationships that are
inherent to the system while also being modeled as a set of ODEs.
We note that the resulting NL-ODE system representation of the
algebraic constraints (1b) depends on (1a); it therefore depends
on control input w. Readers are referred to [33] for a more though
discussion regarding the validity and accuracy of the transformed
NL-DAE model.

D. Discrete-time modeling of NDAE power systems

Nonlinear systems, in particular DAE power system models,
exhibit stiff dynamics. Networks systems with stiff dynamics can
be characterized by time constants on local nodes or subsystems
that have a significant contrasting magnitude. As such, the
discretization method of choice relies on the stiff dynamics and
the desired accuracy of the discretization. In practice, in order
to obtain stable and computational efficient dynamics, power
systems that exhibit transient conditions are solved numerically
using implicit discretization methods [30]. Explicit methods
such as the implicit Runge-Kutta (IRK) method cannot deal
properly with stiff dynamics [34].

Typically, in the context of power system discrete-time dy-
namic modeling, the implicit discretization methods utilized are
as follows: (i) backward Euler (BE) method [34], (ii) backward
differential formulas (BDF) known as Gear’s method [35], and
(iii) trapezoidal implicit (TT) method [34], [36]. In [33], BDF
and TI methods are investigated for the dynamical system in (1).
The results show an accurate depiction of the transient dynamical
states. With that in mind, for the purpose of characterizing the
LEs of the NL-DAE system (3), we refer to the use of the
TI discretization method. The main advantage of implicit TI
method is that it can handle a large class of stiff nonlinear
dynamical systems with large discretization time steps. To such

end, the nonlinear power system dynamics (3) can be rewritten
in discrete-time as

(4a)
(4b)

Tk = Tap-1+h(F(z1) + Fzr-1)),
Tak = Ta k-1 1 il (g(zk?) + g(zk—l)) )

where vector zy = [Tar, Tak, U] € RMatmatna
and x = [Tag, Tax] € R"T for time step k. The
discretization time step size h is defined as h := 0.5h, where h
is the simulation time step size.

The Newton-Raphson (NR) algorithm is implemented to solve
a system of implicit discrete-time NL-DAEs; see [37]. For
time-domain simulations, the algorithm computes the unknown
future states xj using an iterative framework until solution
convergence, and then it advances to the next time step. Refer to
Appendix B for a detailed description of the NR method.

Moving forward we shall imply the dependence on control in-
put, thatis, f(zx) := f(xx) and g(zx) := g(xx). The discrete-
time nonlinear power system (4) can be written succinctly as

@, = x5 1+ | f(xr) + f.(mk—l)} ; )

where nonlinear function f(zy) := [f(zr), §(zx)] € R,
such that n := ng + n, represents the differential and algebraic
states.

III. A LYAPUNOV-BASED STABILITY APPROACH

This section provides a brief background on the stability of
dynamical systems from a chaos and ergodic theory perspective;
itdescribes the rationale and practical implementation of LEs for
stability of nonlinear systems.

A. Lyapunov stability: maximal Lyapunov exponent

A well-known method for assessing the stability of nonlinear
system trajectory stems for Lyapunov’s indirect method on
stability [38]. This method, common to the fields of chaos and
ergodicity, involves computing the Lyapunov spectrum of expo-
nents. These exponents represent the exponential convergence
or divergence of nearby perturbed trajectories of an attractor
in the state-space [13]. LEs denoted by A are an indication of
the asymptotic behavior dynamical systems [39]. As such, this
method presents a tool to assess the systems sensitive depen-
dence of initial conditions, i.e., analyze the system’s response
to transients induced due to perturbed initial conditions. To
calculate the LEs of nonlinear power system models, the use
of the variational equation of the original dynamical system
becomes necessary [40].

With that in mind, consider two nearby trajectories ; and
x) + dxy resulting from initial states @ and @y + dxy. Note
that d=y € R” is an infinitesimal perturbation ¢ > 0 to
initial conditions x( and its exponential decay or growth for
ke{0,1, ... ,N—1}isdenoted as dx; € R™. The initial
conditions are the operating conditions obtained be solving
the power flow equations. Consequently, the uncertainty from
renewables are modeled by perturbing the initial loads in power
flow equations. Note that N is the discrete-time interval from the



simulation, that is, N := ¢/h. To that end, the variational system
of the discrete-time nonlinear system (5) can be written as

dx), = ®5(x0)dx0, (6)
where ®f(xg) = (In + %jj’“l) 92k € R™™ defines
the variational mapping function, such that ®3(x¢) = I,, and
matrix I,, € R™*™ is an identity matrix. Readers are referred
to [41], [42] for the derivation of the variational system (6). The
variational system (6) depicts how small system disturbances
evolve along the system trajectory. That is, (6) allows the
quantification the propagation of uncertain load disturbances
within the power system. For ease of notation, moving forward
we remove the dependency of ®f(xg) = ®F on x.

Remark 1. Notice that ®f represents the derivative of (5)
with respect to xq for k € {0,1, ... N — 1}. This being
said, the transition matrix <I>§ requires the knowledge of xj,
for all k. As such, we can apply the chain rule to evaluate ®
for any time-index k as

i=k
=) B ... diR) =[]l (7)
1

The subsequent assumption is introduced to ensure that the
system’s response to perturbations or uncertainties remains
bounded along the system trajectory. This is equivalent to
considering a bound on the Jacobian of the nonlinear dynamical

system, that is, HJ(f())H = Hmu < oo; see [43].

Bmk

Assumption 2. Consider the variational system (6), the state-
transition matrix ®f is bounded, i.e., sup { |®f|| : k € N } <
00.

It follows that for every dxg € R™ there exists a unique
solution for dxy, V k € {0,1, ... ,N — 1}. Assumption 2 is
a direct implication of the regularity condition of the nonlinear
system (1) mentioned in Assumption 1. To that end, the maximal
LEin finite-time stating from initial state £y € R" can be defined

as
1 [0

A 1= su lim -—lo 8

MLE p{kHle g<|5wo| ) )]

where \\pg is the largest eigenvalue of time-evolution of vari-

ational state-vector dx;, with respect to the initial perturbation

dxg,i.e., the spectral norm of Cauchy-Green tensor defined as (9)
under the action of the logarithm function; see [44], [45].

== 3 o )

where matrix = € R"™*" represents the deformation of the initial
perturbation vector dx( along the trajectory of the system. The
sign of the MLE Ay g indicates the exponential divergence or
convergence about a state orbit; see Figure III-A. The exponent
is related to the average expansion and contraction along the
directions of the state-space, such that, for any initial perturbation
dxg the stability of the system can be defined according to the
following

« Unstable if \yig > 0, i.e., system is chaotic and diverges.

o Stable if Aypg < 0, i.e., system trajectory is attracted to a

stable or periodic orbit.

Figure 1. Trajectory of nearby orbits starting from initial state &g and
perturbed initial state @0+ dxo: (a) converging and (b) diverging trajectories.

The maximal LE throughout the literature is typically applied
to study a single aspect of stability, that being frequency, voltage,
or rotor angle stability. In this paper, we present a method
for stability assessment that considers all the above aspects
simultaneously. As such, the next sections introduce LEs-based
stability through computing the full spectrum of exponents
resulting from different types of stability.

B. Computation of Lyapunov spectrum of exponents

The MLE is sufficient to determine the asymptotic stability
of adynamical system. In addition to asymptotic stability assess-
ment, computing the spectrum of LEs provides a characterization
of the behavior of system along all direction of the phase-space.
That being said, the spectrum provides an identification of the
direction or nodes of a system that are sensitive to a perturbation
in initial conditions, i.e., it allows for the understanding of un-
certainty propagation along the dynamic trajectory of a system.
The spectrum of LEs can be computed as follows

1 N
A= spec{kill{]nlklog(H‘I)()H)}, (10a)
- im = log | ®F T @k (10b)
AR P TR I i I

where A € R™*" is a diagonal matrix representing the spectrum
of LEs. Note that for a finite dimensional vector space the
spectrum coincides with the eigenvalues of the matrix. This
indicates that the spectrum of LEs are exactly the eigenvalues
corresponding to the covariant Lyapunov vectors. For any regular
dynamical system, these vectors represent the local decomposi-
tion of the phase space [46]. The local covariant vectors along
with the exponents inform us on the local stability behavior along
the phase trajectory of the system [2], [47].

Remark 2. The assumption pertaining to the regularity of the
dynamical system (1) is mild. The existence of the full spectrum
of LEs is well-established as a result of the multiplicative
ergodic theorem (Oseledets Theorem) proven in the 1960s;
see [48].

The existence of the full spectrum of LEs guarantees regularity
based on Oseledets’ Theorem. The reason is that computing
LEs requires the computation of well-defined Jacobian matrices



of the nonlinear system. These Jacobian matrices correspond
to the variational mapping function in (6), whose existence is
ensured by the properties guaranteed by Oseledets’ Theorem.
Therefore, regularity, defined by the existence and smoothness
of such Jacobian matrices, is implied. It follows that for general
discrete-time systems regularity is provided as a result of the
aforementioned theorem [49]-[52]. This result eliminates the
technical challenges of computing the LEs while requiring to
verification of the regularity assumptions.

Computation of the spectrum of LEs is well-established [44],
[53]-[56]. However, generally the fundamental mapping func-
tion @511 for the variational system (6) is ill-conditioned.
Therefore, the error in computing the LEs increases and thus the
solution tends to converge in the direction of the MLE [50], [57],
[58]. To avoid such problem when practically computing the
spectrum of exponents, one can rely on re-orthogonalization of
local directions of the mapping function <I>’5+1 along the system
trajectory. This results in a transformation of <I>’5+1 to an upper
rectangular matrix. The existence of such triangular matrix for a
regular dynamical system s a direct result of Perron’s lemma [48,
Lemma 1.3.3].

There are two orthogonal factorization classes for estimating
the LEs from the triangular matrix form (i) continuous QR-
and (ii) discrete QR-method. We compute the spectrum of LEs
by utilizing the discrete QR-method; see [54]. The matrix <I>’§
and its triangular factor RS are directly evaluated by a re-
orthogonalization integration via discrete-QR orthonormaliza-
tion. For k € {0, 1,..., N — 1} the discrete-QR factorization
of transition matrix @£ (7) can be written as

®) = QR) =1,, (11)

where Q) € R™ ™ is an orthogonal matrix and RE € R"*"
is a positive upper triangular matrix. Due to the uniqueness of
the solution of the QR-factorization, as a result of regularity, the
triangular matrix R can be written as

®; = QL R,

1=k
R{ =R} R} .. RoRofHRZ (12

With that in mind, to attenuate the ill-conditioned matrix
computations from (10), the spectrum of LEs can be expressed

as
A :=spec {k_l)llr\ln — log H R, } (13a)
= spec h li 0g|Rlﬁ 1’ . (13b)
1k - -
Remark 3. Notice that the diagonal elements of R} are

only required for the computation of the spectrum of LEs.
It follows that to compute LEs, we evaluate |R0| instead of
| RE||; see [55].

Computing the LEs enables the formulation of a scalable
method that assesses stability of NL-DAE system against neg-
ative load injections renewables and to potentially inform the
power system operators of what renewables injections could
cause in terms of stability.

IV. STABLE NODE IDENTIFICATION AND OPTIMAL
RENEWABLES ALLOCATION

The previous section introduced Lyapunov’s method for
the stability analysis of dynamical systems. In this section,
we present a framework based on the aforementioned stability
quantification method for identifying stable nodes in NL-DAE
power systems. The proposed framework enables the allocation
of uncertain and intermittent loads from RER while considering
the impact on power system overall stability.

A. Stable node identification

The high penetration of renewables, along with their dynamic
behavior and lower system inertia, impose a challenge on the
transient stability of the system [9]. Typically, methods that as-
sess stability based on the LEs of a power system consider model-
free computations. This implies that the LEs are computed based
on the voltage stability of the buses. However, although some
methods mentioned in this paper consider rotor angle stability,
they rely on state estimation. This indeed results in computational
errors when estimating the LEs that measure the infinitesimal
trajectory of state perturbations. In this paper, having provided
a model-based approach for computing the LEs of a NL-DAE
power system representation, we present a framework to evaluate
node stability by considering a more comprehensive approach.

With that in mind, we assess the stability of the nodes,
i.e., buses, of a power system based on the several stability
criteria: (i) voltage stability, (ii) rotor angle stability, and (iii)
frequency stability. The stable node identification framework is
based on computing the LEs while considering system dynamic
response after a RER load disturbance. To study the stability
of a power network after a load disturbance resulting from
such intermittent and uncertain RER injections, we introduce
a quantitative measure equivalent to computing the spectrum of
LEs of the power system. The following proposition establishes
this expression.

Proposition 1. The parametrized tensor matrix (9) represent-
ing the state-deformation along the trajectory of the nonlinear
discrete-time power system (5) can be expressed as follows

2(y Z% (Z <P6> € RV (14

=0

where @}y represent the column vectors of matrix ®5. The
parametrization y; determines the states that are required
for the stability assessment. That is, if v; = 1 then the
state is considered for LEs computations, else v; = 0. The
parametrized vector vy € R" that represents the selected states
is denoted as {7;}}_,

Proof. From (9) being multiplied with parametrization vector
~v it follows that

B(y) =@ [Io~]' [Io+] 8k, (152)

-3 )

=0

eh) e =3 v ()

i=0 j=1

®h,  (15b)



where (15a) is a result of applying the dot product and the
Kronecker product, and (15b) holds true since v2 = ~. The
proof is complete since (15b) is equivalent to (14). ]

We note that throughout this section we refer to the deforma-
tion matrix (9) instead of (13) for developing the overall stability
quantification measures; although numerically in the case studies
we implement the algorithms by computing the spectrum of LEs
based on the QR-factorization mentioned above. The reason is
to simplify the proofs related to how we develop the stability
measures and their relation to LEs. Such that under the QR
factorized matrices, an unnecessary layer of complexity will be
added to the proofs.

The above parametrized deformation matrix (14) represents
the deformation along the trajectory for the selected states. Such a
parametrization allows for choosing, at each bus, the states that
contribute to the stability computation. If a bus is a generator
bus then we can choose from the differential states (2a) and
algebraic state vector (2b). If it is a load bus we can choose from
the algebraic state vector (2b). This allows for a given bus to
choose a subset of states for the stability quantification, however
when selecting more than one state, we obtain several LEs for
each of the buses. To present a singular LE for a bus, we first
introduce some properties for LEs that are necessary for the
unified quantification.

Property 1 ( [48]).
(PL1) A(BA) = A(A)¥ § € R\{0},
(P1.2) A(A;+ Az) <max{A(A1),A(A2)},

where Ay and A, are of dimension R™*™; see [48, Theorem

2.1.2].

LEs X exhibit the following properties

Based on the above properties, we now present the Lyapunov-
based bus stability identification in power networks. The follow-
ing proposition establishes such stability quantification method.

Proposition 2. The stability of a node in a power network
characterized by its LE can be expressed as (16). Leti € N
denote the bus index, such that ig € G andir € LNR
represent the generator and load/renewable buses.

_ 1 1 = . iy Ay
Mim /\ig _k_1>111\1n—1 {ﬁ log (7(7))} y Vi E{(Suwwvz}i cg>
Ne= lim [ 1og (Bm)], e lvidic .

(16)
where j € R™ represents the index for the differential and
algebraic states defined by state vector xy.

Proof.  For the proof we consider a generator bus i € .
Let E(y) define the deformation matrix of the power grid. From
Proposition 1, we can write the following

k n
E(vy) = ZZ’Y;‘ (‘Pé)T o, Vi €{6i,wi,vi}; ¢ g, A7)

i=0 j=1
where applying the log function to the above matrix we obtain
the following

kK n
1 ) )
N = grlog | D2 D" (¢4) ' b

i=0 j=1

(18)

Taking the limit of the log and applying properties (P1.1) and
(P1.2) we obtain the Lyapunov exponents of the power network
buses for ¢ & G. This holds true for load/renewables buses
1 € LNTR. O

The above proposition establishes the stability of a node in a
power grid; it is based on the type of bus and thus the states for
the stability assessment represented by parametrization ;. For
a generator bus ¢ € G, ~y; represents rotor angle, frequency and
voltage stability, whereas for a load/renewables bus i € L, ;
represents voltage stability.

Remark 4. We note here that for generator buses, i.e.,
i € G, the state variables {5;, w;, vi}; ¢ g contribute to the
computation of the nodes’ LEs. These exponent are bounded by
the maximum exponents computed from each of the variables,
a result of Property (P1.2). That being said, the following
upper bound holds true

Aig < max{Aig({0i};cg)s Nig({witicg)s Nig({vitieg)}
(19)

Having presented the above node stability quantification
method, we now rank the nodes according to their corresponding
LE value. As discussed earlier, a stable state trajectory has a
negative LE. As such, letS; define the stability index of anodeina
power system network. The stability index of a node is equivalent
to the index of the LE from the set of ordered exponents in
ascending order and can be expressed as

S; :=index()\;), A € A, (20)

where A = col {\i};c - represents a column vector of the
ordered LEs )\; in ascending order. The next section introduces
the overall stability metric that quantifies a renewable load’s
impact on the power grid as a whole. This metric indicates the
uncertainty propagation onto the power grid from a RER load
injection thatis being applied to a single node within the network.

B. Quantifying stability against renewables and optimally
allocating their locations

The method for assessing the stability of generator and load
buses within a network relies on estimating the LEs and then
ranking the stability of the buses according to the value of the
exponents. That is, buses with larger negative LEs are considered
more stable and thus are given a higher stability index S;. The
stability index that is based on the rank, under the context
of renewables allocation, does not assess the impact of such
renewable load injection, along with its uncertainty propagation,
on the overall stability of the network.

With that in mind, we approach allocating RER by considering
a LE-based stability measure that enables studying the impact
of renewables injections on the overall stability of the power
network. Meaning that, we want to quantify the impact of an
uncertain renewable injection on the overall stability of the power
system and then choose the nodes that least impact the overall
system stability. Before posing the RER allocation problem
within power networks that are described by acomplete NL-DAE
representation, we introduce the following stability measure that
is equivalent to computing the sum of LEs along all the nodes



of the power network. The LEs-based measure quantifies the
uncertainty that is propagated with the power grid from a load
injection at a network node.

Theorem 1. The log det of matrix é(’y) quantifies the overall
stability of a system. As such, the log det(é('y)) is said to be
equivalent the Lyapunov spectrum of exponents (13) according
to the following relation

N

log det(E(v)) = ﬂZ)w;, VieN,

=1

2L

where [3 is a constant equivalent to 5. The constant (3 is due
to the definition of LEs being computed over the trajectory.

Proof.  From (16) observe that the LEs are the eigenvalues of
the log of matrix Z(S, ). This matrix is positive semi-definite,
whereby its determinant can be computed as

(1)

where ) is the i-th eigenvalue of matrix Z(v)). Now taking the
log of the eigenvalues \;, we obtain according to (16) the i-th
Lyapunov exponent. As such applying log to (22) we obtain the

following

this concludes the proof. O

det(E(y (22)

log det(Z(y (23)

The above theorem presents a method for stability quantifi-
cation after a load injection at a system node; it suggests that
computing (21) is equivalent to computing the overall stability of
all the nodes in a power network after a renewable load is applied
to a single node. As such, this metric enables the quantification
of the impact on stability, through computing the spectrum of
LEs, resulting from the allocation of uncertain renewables at a
node within a power network.

In order to identify the set of nodes that result in minimal
uncertainty propagation, i.e., nodes that are indicative of stability
when a renewable load injection is applied to it, we are required
to solve a combinatorial optimization problem. With that in
mind, we now pose the optimal RER allocation problem based
on the overall stability impact, computed based on (21), of a
renewable injection along the buses within a power network.
This combinatorial problem is computationally expensive; it
increases in complexity for large networks. As such, we pose
the above problem as a set optimization problem for which we
provide a computationally efficient algorithm to solve. With that
in mind, let S denote the set of RER to be allocated within an
existing power network. Let the maximum the number of RER
be N. As such, the maximum number of RER is limited to the
number of buses within a power network.

The optimal RER allocation problem P1 for the NL-DAE
power system (5) can be written as a set optimization problem
by defining the set function £(S) : 2¥ — R as the log det of
parametrized matrix £(S,~), where V := {i ¢ N | 0 <i <
N}

(P1) max‘ismize L(S) :=logdet (E(S,'y)) , (24a)
subject to |S|=s, SCV, (24b)

where E(S ,Y) € R™ ™ represents the state-trajectory defor-
mation matrix resulting from allocating an uncertain renewable

load injection at a node defined by set S. As such, Z(S, ) can
be defined as
N
E(S Z Ei(y), o € {0,1}5, (25)

where «; is equivalent to zero if set S has a zero at the i-th node
index, and is one otherwise. This means that & := {; }ien
represents the allocation of RER within the power network,
where a value of one is given to a node with an RER injection.
Matrix Z; () denotes the deformation of state trajectories when
an RER load injection is applied to a single node of index ¢ € N
We note that based on Theorem 1, the optimal allocation problem
P1 is equivalent to computing the sum of the LEs across all the
nodes after the application of a renewable load injection at a
single perturbed node. As such, at each iteration of the allocation
problem P1, we solve the maximum value for £(S) by choosing
the node that has the largest sum of LEs. This allocation problem
will result in an optimal set S* representing the ranked nodes
from most critical to most stable. This is due to the fact that we
require at each node to have a negative LE. The solution provides
the operator the nodes that are indicative of stability; it informs
the operator about which nodes in the system, when allocated a
renewable load injection, lead to an unstable or stable system.
Accordingly, to obtain the most stable node, we set |S| = N and
choose the most stable node to be the last index of set S*.
Notice that the optimal problem P1 is a combinatorial set
optimization problem, and thus it is computationally expensive.
To avoid the complexity of utilizing global solvers for solving
the combinatorial problem, we exploit the submodular® and
monotone increasing’ properties of the log det set function that
allows for solving P1 using greedy algorithms. The following
proposition establishes the submodularity of log det set function.

Proposition 3. The logdet of (25) denoted by set function
L(S) : 2¥Y =R as follows

£(8) = log det (E(S,7))

is, for S CV, submodular and monotone increasing.

(26)

The complete proof of Proposition 3 is available in Ap-
pendix E. The aforementioned proposition establishes the sub-
modularity of the optimal allocation problem P1, this allows the
use of greedy algorithms to solve the computationally exhaustive
problem in a more efficient method. The greedy algorithm [59,
Algorithm 1] is utilized to solve the aforementioned submod-
ular optimization problem. The optimality guarantee of the
greedy algorithm for submodular set optimization is detailed

*A set function £ : 2¥ — R is said to be submodular if and only if for
any A,B C V with A C B, it holds true that L(A U {s}) — L(A) >
L(BU{s}) — L(B).

TA set function £ : 2V — R is monotone increasing if V A, B C V, it
holds true that A C B — L(A) < L(B)



in Appendix D. We note that this optimality guarantee reaches
99% optimality when solving an allocation problem that has a
submodular objective function.

Algorithm 1: Framework for identifying optimal RER
injection locations within a power network

1 input: Network parameters, s, ig, inr, V, N

2 initialize: (]5&, QORi) +—(0,0),i < 1,k 1
3fori=1¢t N do

4 | assign: (PR, Q%) « (1+ 155) (PR, QR,)

5 fork= 1to N—1do

6 simulate: (4) by implementing Algorithm 2

7 L compute: =;(~) by implementing Algorithm 3

initialize: S <+ 0,7 < 1,0, < 0Vi € N
for i < sdo

10 | set: £(S) = logdet (é(&’)’)) =

log det (Zivzl o (’Y))

11 compute: G; = L(SU{a}) — L(S),Va e V\S
12 assign: S + SU {arg max, ey s Gi

8
9

13 update: i < i+ 1

-
'S

output: S*

The proposed problem P1 can be solved efficiently according
to the greedy algorithm. The framework for identifying optimal
stable nodes and uncertain renewable injection locations is
outlined in Algorithm 1 which embeds the greedy algorithm to
obtain S*.

V. NUMERICAL CASE STUDY

In this section, we demonstrate the proposed stable node
identification and RER allocation framework on standard power
systems. The goal here is to identify stable nodes that allow for
attenuation of the uncertain and intermittent loads from RER on
the overall stability of a power network. With that in mind, we
attempt to answer the following questions.

e (Q1) Does the stability index S; depict different forms of
system instability (frequency, voltage and rotor angle) in
power systems?

e (Q2) Does solving the optimal RER allocation framework
result in optimal stable nodes that offer the least overall
stability implication on the power network?

o (Q3) Is the clearing time after inducing a disturbance from an
RER load at an optimal node shorter than disturbances added
at other nodes? This verifies the optimality of the allocation
problem.

o (Q4) Is the overall stability measure numerically equivalent
to the summation of LEs (see Theorem 1)?

A. Implementation of the stability and allocation framework

We consider two standard power systems of contrasting size
for the assessment of the proposed framework: (i) case-9: A 9-bus
power system with 3 synchronous generators—Western System
Coordinating Council (WSCC), and (ii) case-200: A 200-bus

power system with 49 synchronous generators—ACTIVSg200-
Bus network “Illinois200 case”. The simulations and optimiza-
tion problem are performed in MATLAB R2021b running on a
Macbook Pro having an Apple M1 Pro chip with a 10-core CPU
and 16 GB of RAM.

The generator parameters are extracted from power system
toolbox (PST) [22] case file data3m9b.m for case-9. For case-
200 the generator parameters are chosen based on the ranges
provided in the PST toolbox. Regulation and chest time constants
for the generators are chosen as Rp; = 0.2 Hz/pu and Top; =
0.2 sec. The synchronous speed is set to wg = 1207 rad/sec
and a power base of 100 MVA is considered for the power
system. The steady-state initial conditions for the power system
are generated from solutions of the power flow obtained from
MATPOWER runpf function.

The discretization constant for the step-size is h = 0.1 and
simulation time-span ¢t = 30 sec. We simulate a renewable load
disturbance by introducing at ¢ > 0 a RER load denoted as
(PR, Q%) using the NR method as described in Appendix B.
In the scope of this work, RERs are modeled as negative loads
that are injected into the power network at a node in set .
Uncertainty of an RER load is modeled by adding a load
perturbation of magnitude 3. The perturbed renewables load at
a node is then computed as (P%, Q%) = (1 + 155)(P%, QR).
To account for the uncertainty of the renewable load we vary 3
between {2%,20%}. To verify accuracy of the proposed NL-
DAE transformation readers are referred to [33]. Note that the
power generator model’s (27) response to the transients induced
by the uncertain renewable injections is automatically regulated
by the governor response T;.

To quantify the overall stability impact on a power network
after a renewable injection is allocated at a bus (whether a
generator or load bus; see, Proposition 2), we solve the optimal
problem P1. The horizon window for LEs computations is
chosen as N = ¢/h = 300. First, we quantify the parametrized
deformation matrix Z;(v) (see, Proposition 1) for each i € N.
Here, a renewable load injection along with its uncertainty is
applied to a node within the network as described above. To
obtain accurate computations of =, (%) (see, Section III-B), we
utilize Algorithm 3. Then, we utilize Theorem 1 to compute
the objective function of P1, such that the log det ( Z(S, 'y))
is equivalent to computing the sum of LEs of the system after a
renewable injection is applied atanode ¢ € N Based on whether
anode is a generator or load bus, we obtain the LEs be referring to
Proposition 2. The greedy algorithm is then adopted to solve P1
for|S| = s. Here we want to quantify the impact of stability when
arenewable load is applied at each of the network buses, as such
we set s = N. The solution to the optimal allocation problem,
denoted by P1, is the set S*, where S* represents an ordered set
of nodes. The nodes are ranked based on their ability to minimize
uncertainty propagation in the system when uncertain renewable
loads are allocated there. This detailed framework is summarized
in Algorithm 1.
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Figure 2. Lyapunov spectrum of exponents for (a) case-9 (9-buses) and (b) case-200 (200-buses). The (left) column depicts the spectrum of LEs computed
for all the system states. The (right) column depicts the LEs for each bus within the network, i.e., the stability index.

B. Stability index and node ranking for potential RER alloca-
tion

As mentioned in the aforementioned sections, the validity
of the NL-DAE model and the discretization is studied in [33].
With that in mind, we now want to analyze the stability of the
nodes through quantifying the LEs of the network that already
has renewable load injections allocated at random buses. The LEs
for case-9 and case-200 computed using (13), considering all the
differential and algebraic states, are depicted in left column of
Figure 2. The states of the systems are summarized in (2a)—
(2b). Notice that the LEs corresponding to each state range
from positive LEs to negative LEs indicating that the system is
inundated with transients from the allocated renewables. The LEs
that characterize a bus stability are then computed for the buses
of the two systems, according to Proposition 2, by computing the
parametrized state-deformation matrix; see, Proposition 1. The
corresponding LEs are computed and then ordered to obtain the
stability index of each bus in the system denoted as S; fori € N.
The right column of Figure 2 depicts the ordered LEs that are
equivalent to the stability index as discussed in Section IV-A.
For case-9, Bus No. 1,2, 3 are generator buses; their stability
index depends on frequency, voltage or rotor angle. For Bus.
No.3 stability index is based on frequency stability and that of
Bus No. 2 and 3 is computed based on voltage stability. This
is a consequence of Property 1 that is discussed in Remark 4.
Similarly for case-200, the stability quantification of the buses
can result from instability related to frequency, voltage or rotor
angle as can be seen from Figure 2. These answers question Q1
posed at the beginning of this section.

Based on the validity of stability quantification method result-
ing from the computation of the system’s spectrum of LEs, we
now solve P1. The optimal uncertain renewable load allocation
problem is solved according to Algorithm 1 as discussed in
Section V-A. The ranked nodes (buses) denoted by S* are
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depicted in Figure 3. The buses are ranked from most stable to
least stable, thereby indicating which nodes allow for allocating
a renewable load while having the least impact on the overall
stability of the power network. For case-9 the optimal bus
location is a generator Bus No.2 this is followed by a load Bus
No.4 and a generator Bus No.1. Whereas by referring to Figure 2,
notice that the top three stable nodes in order are {1, 2,4}. This
is due to the following: when computing the stability index, we
quantify the stability of a node based on the LEs resulting from
frequency, voltage, or rotor angle instability. However, for the
allocation problem when solving log det E(S ,7)), we sum
all the LEs of all the buses within the network. That is, we
are quantifying the impact of a renewable load injection on the
stability of all the nodes by computing all the LEs of the system
after the uncertain load is added to the power grid. As such,
the stability index of the buses can be different than the stable
nodes identified by solving problem P1. The results for case-200
are also depicted in Figure 3. For brevity, we have included the
ranking of the top 30 stable nodes. Notice that, mostly the stable
buses are load buses (buses numbered 50 to 200). Some generator
buses are indicative of stability towards RER injections such as
Buses No. {7,2,14}.

Now, in order to validate the optimality of the ranked nodes
S* for each of the test systems, we simulate the dynamics by
allocating an uncertain RER at the most stable node and compare
to a system dynamics scenario that has arandom RER allocation.
The frequency response of the generators for case-9 and case-
200 are shown in Figure 4. Notice that the transients clear faster
for the case when the same renewable load injections are applied
to the optimal stable node (right column) for both test systems.
The clearing time for the transients for case-9 is 0.5 seconds
faster and has a damped transient as compared to the random
node. For case-200, the transient response is also damped and
has around a one second shorter response. The resulting faster
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Figure 3. Nodes from most to least stable for networks case-9 (left) and case-200 (right). The square nodes represent generator buses while the circle ones

are loads/renewables.

clearing time indicates that uncertainty from renewable load
injections can propagate slower depending on where the RER is
allocated. This also demonstrates the optimality of the stability
result obtained from solving P1, thereby answering questions
Q2 and Q3.

Finally, we numerically verify Theorem 1. In doing so, we
evaluate the log det of matrix él(’y) and compare it to the sum
of the spectrum of LEs computed using (13). For case-9 and case-
200 we obtain an equivalence relation as presented in Theorem 1.
For case-9 the sum of all LEs is equal to 0.2349 and for case-200
the sum of LEs is 2.6334. The results thus provide a clear relation
between the stability measure used in the optimal renewable load
allocation problem P1 and LEs exponents that quantify system
stability. The equivalence therefore answers question Q4.

376.9912 376.9915
376.991 376.991
7 876.9908 7 3769905
5 376.9906 5 3769
376.9904 376.9895

376.9902 : ‘ ‘ : I 376.989 ‘ ‘ ‘ ‘ ‘

o 2 4 & 8 1 o 2 4 & 8 10
t (sec) t (sec)

376.995

376.99 )
_376.985 IN

a

376.98 [|\S
3
376.975 [
376.97

1 1 1 1 1 1 I
SRR IR
t (sec)

376.965

376.965

S IE ORI
t (sec)

Figure 4. Clearing time for frequency transients induced by allocating an
uncertain renewable load injection at a random bus (left) and at the most
stable bus computed by solving P1.

VI. CONCLUSIONS, LIMITATIONS AND FUTURE WORK

The paper presents a framework for quantifying the stability
of a power network after an uncertain renewable load injection
is allocated at a bus in the power grid. The method is based
on computing the spectrum of LEs of a system; it is based

11

on stability criteria that consider frequency, voltage and rotor
angle stability. The proposed methods allow for quantifying
renewables uncertainty propagation onto the network as a whole.
As such, it informs the operator/utility where to practically
allocate renewables while maintaining the overall stability of the
power grid. Future work on this topic will focus on incorporating
renewables-based dynamic models (of solar and wind farms).
This enables modeling the uncertainty from renewable loads and
therefore capturing the full uncertainty propagation within the
nodes of the power system.
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APPENDIX A
POWER SYSTEM MODEL

For a synchronous generator i € G; its 4-th order differential
dynamics can be written as

8 = w; — wo, (27a)
M;w; = Tni — Pai — Di(wi — wo), (27b)
T(;OZ-E"; = xfﬁ E; + Mvi cos(d; — 0;) + Eras,  (27c)
di Lyi
. 1
TeniIng = Tng — (wi —wo) + Ty, (27d)

Rp;
where the time varying components in (27) are: J; the rotor
angle (rad), w; generator rotor speed (rad/sec), E; generator
transient voltage (pu), Tn; generator mechanical torque (pu).
Generator inputs are: Fiq; generator internal field voltage (pu),
T,; governor reference signal (pu). Constants in (27) are: M; is
the rotor inertia constant (pu x sec?), D; is the damping coef-
ficient (pu x sec?), z4; and z; are the direct-axis synchronous
reactance (pu), ., is the direct-axis transient reactance (pu),
T(;Oi is the direct-axis open-circuit time constant (sec), Tc; is
the chest valve time constant (sec), Rp; is the speed governor
regulation constant (Hz/pu), and wy is the synchronous speed
(1207 rad/sec).

The algebraic constraints of the power system represent the
relation between the internal states of a synchronous generator,
and it’s generated power Pg; and (g, i.e., real and reactive
power. The algebraic constraints of the NL-DAE system can be
written as (28) withi € G

Pai ZﬁdE;vi sin(d; — 0;) — ;(”d Q‘:v sin(2(6; — 6;)) (28a)
7 :+E/ i 6i - 91‘ - xqi_xdi 2
Qc B cos( ) o] o8
- Mvz cos(2(0; — 6;)).

24, %qi

where 0;; = 6; — 0; is the bus angle, v, is the bus voltage (pu).
The power balance between the set of generator and load buses
with i € G U L can be written as (29) such that, N := |N]
is the number of buses within the transmission network while,
G =G|, L := |£] and R := |R] are the number of generator,
load and renewable buses. The power balance in (29) resembles
the power transfer between RER, generators and loads as follows

N
Pa; + Pr; + Pr; = Z Uﬂ)j(Gij cos Hij + Bij sin Qij),
j=1
(29a)
N
Qai +Qui + Qri = Zvivj(Gij cos ;; — Bijsin6;5),
=1
(29b)

where matrices G;; and B;; denote, respectively, the conduc-
tance and susceptance between bus ¢ and j.

APPENDIX B
NEWTON-RAPHSON ALGORITHM

The NR iterative method ensures state convergence for each
time-step k by evaluating the Jacobian of the nonlinear dynamics

13

foreach k under a NR iteration i. The Jacobian is used to compute
increment Az ") % - The computed increment is then used to update
the state vector to the next time-step as :c(H_l) ( N P
for each NR iteration 7. Once a convergence cr1ter10n is satisfied,
||Am§;)\|2 < ¢, time-step k advances to k + 1 and iteratively
proceeds for the whole time-span ¢. Here ¢ is a small and
positive convergence criterion. With that in mind, the iteration
NR increment Az.” 5 can be written as

na) = [A,:00] " [o(=)]

20

(30)

where <p(z](€i) ) is the discrete-time nonlinear

= 0 V k. The
[L’z())} € R™*" is defined as
Tl

)y Rk— 1) = ‘10(
model (3) in 1mphclt form such that ¢(z (L))

Jacobian Ag( N ).:

A _ Ind ~_ iLFwd(;](;%zkfl)
g —thd(z,(j),zk,l)

—iLFma (z,(j), Zk-1)

I, — hGy (zk),z;€ 1) ’

_ 31)
where matrices Fy;, (z,(;), Zp—1) = Fwd(zk )+ Fp,(z6-1) €
R and Fy, (27, 25 1) = Fy,(2\") + Fy, (25_1) €
R™a*"a are the Jacobians of (4) with respectto x4 and x, . Matrix
I,,, is anidentity matrix of dimension similar to F, (-). Matrices
Gwd (z( ,) zk—l) = Gwd( ]{)) + G d(zk 1) € RmeX"d and
Gz, (zkl), zk-1) = Gy, (2 )) + Gy, (2g—1) € R™X" are
the Jacobians with respect to x4 and x,. Matrix I, is anidentity
matrix of dimension similar to G, (-). The NR iterative method
is summarized in Algorithm 2.

Algorithm 2: Newton-Raphson Algorithm

1 Input: x(, €, max iteration

2 Output: z* =z VEk € {1,2,...,
3 Initialize: i < 0, 2 «— x,

4 forallk € {1,2,...,N—1}do

N-1}

5 while ||Aac,: ll2 > € and i < max iteration do
6 compute: Jacobian A,(z(")) as in (31)

7 solve for: Az as in (30)

8 update: (D «— () 4 Az

9 update: error « ||Az® ||

10 if error < e then

1 L return ('t = z*

12 else

13 141+4+1

14 L

APPENDIX C
DISCRETE-QR METHOD

The discrete QR-factorization for the variational transition
matrix (11) can be obtained according to the methods developed
in [54]. For brevity, we summarize the implementation of the
discrete-QR method in the following algorithm.



Algorithm 3: Discrete-QR Factorization Algorithm

1 Input: Initial factorization ®f = QRS

2 Output: QR factorization V k£ € {1,2,...,N—1}
3 Initialize: Qo, R
4 forallk € {1,2,...,N—1}do
5 | compute: ®f(x()
ok = (In I df(wg;;;cfﬂ) 2%7 ®0(x0) = I,
6 compute QR factorization: <I>’5'Qk_1 = QkRﬁ_l
7 record and update: Q;_, < Qj
s | record and update:R} ") < R} |

APPENDIX D
SUBMODULAR SET FUNCTION MAXIMIZATION
For any set function, denoted by £(+), that is submodular and
monotone increasing then the maximization of the set function
computed using the greedy algorithm offers a theoretical worst-
case bound according to the following theorem.

Theorem 2. ([60]) Let L : 2V — R be a submodular and
monotone increasing set function, L* be the optimal solution
of P1 and L% be the solution computed using the greedy
algorithm. Then, the following performance bound holds true

z(@)z( )(ﬁ*—f(v))), with £(0) =0,

where e ~ 2.71828.

1

*
— 1—-Z=
S e

L

We note that the above bound is theoretical, and generally
a greedy approach performs better in practice. In practice when
considering a submodular set maximization problem, it has been
shown the performance accuracy achieves a 99% guarantee;
see [61] and the many references that cite this work.
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APPENDIX E
PROOF OF PROPOSITION 3

The following is the proof for Proposition 3.

Proof. Let L, : 2V} — R denote a derived set function is
defined as follows

Ls(S) =logdet

E(SU {3})) ~ log det (é(S)) :
(S) + é({s})) — log det (é(g)) .

We first show L(S) that is monotone decreasing for any
seV.Let AC B CV—{s},andlet E(a) = E(A) +
o (é(B) - é(A)) for c € [0, 1]. Then for

L(E(e)

we obtain the following
d

= log det (é +E2(S ) — log det (é(a)) )

S LEl@)
_ traee[ ((é(a) n é(S)) . é(a)1>(é(3) . é(A)) }
<0.
Such that
4 -1
(B +2) " - &@) =0
and
(E(B) _ é(A)) > 0,

then the above inequality holds. Thus, we have L is monotone
decreasing, and £(S) is submodular. On such note, the above
proposition holds true. O
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