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Abstract—Engineering challenges often necesssitate multi-

physics integration. However, different physical processes in

engineering systems are described with languages often only

comprehensible by engineers in respective disciplines. This paper

is bridging the gaps between multiphysics in finite element

analysis (FEA) formulations through a unified circuit view. This

unification is systematically done via a mathematical tool called

discrete exterior calculus (DEC). It will not help with the FEA

computationally, rather it will give the designers an intuitive and

unified perspective about the multiphysics in engineering systems

and potentially lead to novel multiphysics design approaches. This

paper is a multi-part effort. Here we present Part II focusing on

2D dynamic fields.
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I. INTRODUCTION

Engineering challenges often necessitate multiphysics in-
tegration, which refers to the simultaneous consideration of
multiple physical processes interacting with each other within
a system. For example, multiphysics integration is frequently
sought when designing electric motors and generators, or
collectively electric machines (EMs). For example, in electric
machines, heat pipes are integrated with hollow conductors
to promptly reject heat [1], [2], the axial flow compression
is integrated with the rotor of an electric machine to achieve
higher density [3], structural mechanics are co-designed with
the electromagnetics to maximize power density for rare-
earth free electric machines [4], [5], radial forces in electric
machines are leveraged to get rid of bearings for high ef-
ficiency and reliability [6]–[8], etc. More examples can be
found in other engineering objects, such as wireless power
transfer devices [9]–[11], magnetohydrodynamic pumps [12],
[13], power modules [14]–[16], etc.

These processes governing the physical world include
acoustics, heat transfer, fluid dynamics, solid deformation,
electromagnetics, etc. They are described by partial differential
equations (PDEs). However, these processes and PDEs are
often taught separately in various departments and multiple
courses of engineering, making them difficult for students out-
side of the specific discipline to comprehend. This curriculum
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setting forms language barriers among engineers of different
backgrounds and does not help with multiphysics integration.

This paper is a multi-part effort and tries to break these
language barriers by unifying the view of multiphysics finite
element analysis. The intuition comes from the fact that engi-
neers often use analogy to understand different disciplines. For
example, concepts like magnetic reluctance, spring stiffness,
thermal resistance, and pipe bore constriction can be related
to the resistance concept in circuit theory. Part I presented in
[17] was focused on 2D static fields and the derivation of the
circuit formulation of multiphysics was supported by discrete
exterior calculus (DEC) [18]–[22] and finite element analysis
(FEA) [23], [24].

Part II of this effort is focused on 2D dynamic (i.e.,
dependent on time and independent of the third dimension)
fields. Our work in Part II is built upon Part I and adds
time-varying components to the PDEs, DEC formulations, and
eventually circuit models. In static fields, materials exhibit
static stiffness to loads and the stiffness is captured by resistors
(resistance or conductance) in the circuit view. While in
dynamic fields, materials exhibit dynamic stiffness to changing
loads and energy may be temporarily stored and released
locally. Hence, circuit devices like inductors and capacitors
show up in equivalent circuit models.

Interested readers may refer to Part I for our motivation and
intuition coming from topology optimization. Furthermore, the
topological structure established by DEC and circuit theory to
hint on the possibility of viewing FEA as solving a circuit
network was presented in Part I and will be omitted. The rest
of the paper is organized as follows: Section II presents a case
study using electric machines as an example and two physical
processes (eddy current field and dynamic thermal conduction)
are used to illustrate the unified circuit view; Section III
documents benchmark results of the DEC formulation against
a commercial software package (COMSOL Multiphysics).
Moreover, we constructed and validated circuit models in
NgSpice, which is a variant of the well known circuit simulator
SPICE. Sections IV and V outlines plans for follow-up work
and concludes the findings of the this research.



II. A CASE STUDY OF DYNAMIC PHYSICAL PROCESSES IN
ELECTRIC MACHINES

In this section, we will use two 2D dynamic physical
processes involved in EMs to illustrate the unified circuit
view. Particularly, we present circuits depicting eddy current
(Figure 2) and thermal conduction (Figure 4). The study on
elastic fields will be included in the expanded version of this
work. It is worth mentioning that the eddy current in the
frequency domain has been studied in Part I. Herein, we focus
on time-domain eddy current fields.

A. Eddy Current

We will show the DEC formulation for eddy current fields.
It is governed by a variant of the Ampère’s Law:

→ ·
(
→ 1

µ
Az

)
= ↑Jz (1)

and a combination of the Faraday’s Law and Ohm’s Law:

Jz = ωEext ↑ ω
εAz

εt
(2)

where Az is the z-component of the vector potential, Jz is the
z-component of the current density, µ is material permeability,
ω is electrical conductivity, and Eext is the externally applied
electric field.

The DEC formulation of eq. (1), which has been presented
in Part I, is copied below for convenience.
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The tildes indicate that the variables underneath are discrete
differential forms instead of scalars/vectors normally under-
stood in vector calculus. The symbol eij means the edge
connecting vertices i and j, eωij is the dual space of eij , and Ci

represents the dual space of vertex i. The vertical bars around
these symbols designates their corresponding sizes (length,
area, etc.). The subscripts l and r denote the two simplicial
meshes (i.e. triangles) adjacent to the edge connected by
vertices i and j.
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Fig. 1: Magnetostatic circuit network centered around the vertex i. A regular
hexagon is used for drawing convenience.

The corresponding circuit model is duplicated as well in
Figure 1. It can be seen that magnetic reluctance, which
corresponds to the terms in the parenthesis of eq. (2) and is
a concept used in macroscopic modeling of inductors, trans-
formers, and EMs, shows up at the mesh level (microscopic
view). Furthermore, the total MMF drop around a closed loop
equals the total current enclosed by the same loop, resembling
the behavior of magnetic circuit known to power engineers.
This connection between macroscopic and microscopic views
of physical processes is particularly interesting and worth
exploring in order to help engineers quickly develop intuitions
into multiphysics.

For the time-domain eddy current we are considering here,
eq. (2) has to be incorporated into the circuit. For one thing,
in magnetostatic fields current distribution is usually given,
while in eddy current problems it is usually the externally
applied voltage that is forced. To achieve the incorporation,
we discretize eq. (2) and substitute it into the right-hand-side
(RHS) of eq. (3):
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To convert eq. (4) into an equivalent circuit, we may
view the first term of the RHS as a voltage source and
the second term as the voltage across an inductor (instead
of capacitor, since Az is modeled as current rather than
voltage in the circuit). Similar to µl and µr accounting for
different materials, these terms may be further partitioned to
capture discontinuities in electrical conductivity. Since series
connected inductors can be lumped together, these partitioned
terms may be represented by one inductor.

Figure 2 depicts such an equivalent circuit. In this circuit,
each impedance (represented in rectangular gray objects) is
more than just the magnetic reluctance in Figure 1. It contains
two voltage sources as well as an inductor. One of the voltage
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Fig. 2: Eddy current circuit network centered around the vertex i.



source is for modeling MMF contribution from adjacent ver-
tices. This voltage source and the reluctance together models
the MMF drop due to flux passing through the edge eij . As
has been mentioned in Part I, it is the line integration of vector
potential that has the meaning of flux per axial length. Another
voltage source captures the externally enforced current. If it
was not for the Faraday’s Law or the source is purely DC,
this voltage source would be equivalent to the blue arrow
in Figure 1. Lastly, the inductor models the essence of the
Faraday’s Law, i.e. a changing magnetic vector potential (i.e.
current in the equivalent circuit) will induce a current density
(i.e. induced voltage across the inductor in the equivalent
circuit) opposing such a change. Notice that the inductor L
is not the typical inductor we use in modeling parasitics of
electrical wires and it has a unit of S ·m. Unlike the first two
circuit elements relating to both vertices i and j, the inductor
and the independent voltage source are tied with vertex i only.

Interestingly, recently several researchers worked on a
macroscopic equivalent circuit that captures the dynamic be-
havior of eddy currents and it adds a circuit element called
magductance (or magnetic inductance) to conventional mag-
netic circuits [25]. Although the inductor L in Figure 2 has a
unit different from magductance, it can be shown that they are
capturing the same physical phenomenon. This again confirms
that physical processes under lens of different magnification
have similar structures in equivalent circuit models.

B. Dynamic Thermal Conduction

Next, we will show the DEC formulation for dynamic
thermal conduction field. It is governed by

→ · (→kT ) = ↑qh + ϑcp
εT

εt
(5)

where k is thermal conductivity, T is temperature, qh is
injected heat flux, ϑ is material density, and cp is specific heat
capacity. Compared with the steady-state version, eq. (5) con-
tains a dynamic term that captures how thermal energy stored
and released from the material. This energy is proportional to
ϑcp with a unit of J/m3 ·K.
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Fig. 3: Steady-state thermal circuit network centered around the vertex i.

The DEC formulation of the steady-state thermal conduction
fields, which has been presented in Part I, is copied below for
convenience.
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The corresponding circuit model is duplicated as well in
Figure 3. As in magnetostatic fields, the macroscopic concept,
i.e. thermal resistance or conductance, known to engineers
shows up in the microscopic view. Comparing Figure 3 to
Figure 1, there is an obvious difference between them. Figure 1
shows that magnetostatic field naturally forms a mesh-type
network, while Figure 3 shows that the thermal conduction
naturally forms a nodal-type network. This is expected as
magnetic flux is perpendicular to the vector potential field A,
while heat flux is in line with the temperature gradient →T .

Incorporating the dynamic term in eq. (5) into the DEC
formulation, one would obtain
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To convert eq. (7) into an equivalent circuit, we may view the
first term of the RHS as a current source and the second term
as the current through a capacitor (instead of inductor, since T
is modeled as voltage rather than current in the circuit). Similar
to kl and kr accounting for different materials, the second term
may be further partitioned to capture discontinuities in ϑ and
cp. Since parallel capacitors can be grouped together, these
partitioned terms may be represented by one capacitor.

The resultant equivalent circuit is presented in Figure 4. It is
perhaps not as surprising as that in Figure 2. Compared with
Figure 3, it only adds the capacitive branch to each vertex.
In existing practices, engineers have applied the concept of
thermal capacitance to model the dynamic behavior. Notice
that unlike the eddy current fields, we introduced ground node
to the circuit. This is due to the fact that the temperature
T is modeled as voltage in the circuit and voltage usually
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has a reference. On the other hand, the ground node in the
current source branch is immaterial and it is there merely for
completing the circuit.

III. EXPERIMENTAL RESULTS

To validate these equivalent circuit models, we designed
two experiments. First, the DEC formulations presented in
eqs. (4) and (7) were programmed and solved in Matlab.
The results were benchmarked against that obtained using
COMSOL Multiphysics. Second, the circuits in Figures 2
and 4 were constructed and solved in NgSpice. The results
were compared with COMSOL. In this step, Az and T were
tracked while material properties were tweaked. Electrical
engineers often enjoy using RC and RL time constants to
quickly analyze circuit behaviors. Such a practice may be
transferred to the equivalent circuits proposed herein.

A. Eddy Current

air
conductor

10mm

1mm

Az = 0

Fig. 5: Geometry of the simulated eddy current problem.

The geometry of the simulated eddy current problem is
depicted in Figure 5. It includes a piece of conductor sur-
rounded by air. The setup has an axial length of one meter. The
conductor is made of copper (ω = 59.6MS/m) and excited
with an external AC voltage at a frequency of 50 kHz and
an amplitude of 1V. The setup was simulated in COMSOL
first and the resultant distribution of vector potential Az when
t = 5µs is given in Figure 6. Next, we feed the COMSOL
solution to eq. (4) and compared the left-hand-side (LHS)
with RHS. Since time was involved, the relative error between
them are presented in two ways. The first one, plotted in
Figure 7, shows the mean (over time) relative error over the

Fig. 6: Distribution of vector potential (from COMSOL) when t = 5µs.

Fig. 7: Distribution of mean (over time) relative error of the LHS to RHS of
eq. (4) by substituting COMSOL results.

spatial domain. The second one, plotted in Figure 8, exhibits
the total (aggregated over copper region) relative error in the
time domain. It can be seen that the relative error is high
when the applied voltage is close to zero (i.e. when the rate
of change is maximum). This may be related to how time
derivative is approximated in COMSOL. Nevertheless, both
plots demonstrate that the DEC formulation can accurately
model eddy current fields. Notice that the relative error is only
computed for the copper region. For the air region, since the
conductivity is set to zero, RHS of eq. (4) is essentially zero,
making relative error an ineffective metric.
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Fig. 8: Total (aggregated over copper region) relative error as a function of
time.

Next, the circuit in Figure 2 was constructed and solved
in NgSpice. A Python script that converts mesh and material
information into a netlist that could be processed by NgSpice
was created. The vector potential data (i.e. current in each
loop) was extracted after the circuit was resolved by NgSpice
and the data is compared with that obtained via COMSOL.
Figure 9 presents such a comparison at three different radii
(since the setup is axisymmetric, their angular positions are
irrelevant). It can be seen that the data through NgSpice is in
well agreement with that produced by COMSOL, indicating
the correctness and high fidelity of the proposed circuit model.

Perhaps the most interesting experiment is the following. We
changed the conductor material to titanium (ω = 2.38MS/m)
and carbon (ω = 0.2MS/m) and extracted data from both
COMSOL and NgSpice simulations at the same vertex. The
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results are shown in Figure 10. It can be seen that as the
conductivity decreased, the settling time of the exponentially
decaying transients decreased as well. This can be quickly
verified through the circuit model in Figure 2. The time
constant of the circuit (L/R) is proportional to ωµ. As the
conductivity decreased, the time constant decreased as well,
suggesting that it would take less time to settle down. Such
an insight provided by the circuit view, however, is not
easily attainable through directly reading PDEs (in this case
Maxwell’s equations). Notice that even though the amplitudes
share similar trends among the waveforms in Figures 9 and 10,
the settling time in Figure 9 are similar because the same
material (copper) was used.

B. Dynamic Thermal Conduction
The geometry of the simulated thermal conduction problem

is depicted in Figure 11. It is filled with one material. The
setup has a length of one meter in the z direction. Both left
and right sides of the block have unlimited thermal capability
such that the left side has a fixed time-varying temperature
T (t) = 10 sin(100ϖt)+293.15K and the right side has a fixed
time-invariant temperature 273.15K. The setup was simulated
in COMSOL first and the resultant distribution of temperature
T when t = 0.5 s is given in Figure 12. Next, we feed the
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Fig. 10: Vector potential as a function of time with three different materials.

COMSOL solution to eq. (7) and compared the LHS with
RHS. Like in Section III-A, the relative error between them
are presented in two ways. The first one, plotted in Figure 13,
shows the mean (over time) relative error over the spatial
domain. The second one, plotted in Figure 14, exhibits the
total (aggregated over copper region) relative error in the time
domain. Nevertheless, both plots demonstrate that the DEC
formulation can accurately model dynamic thermal conduction
fields.

Next, the circuit in Figure 4 was constructed and solved
in NgSpice. A Python script that converts mesh and material
information into a netlist that could be processed by NgSpice
was created. The temperature data (i.e. voltage at each vertex)
was extracted after the circuit was resolved by NgSpice and
the data is compared with that obtained via COMSOL. Fig-
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T = 273.15K

T (t)

Fig. 11: Geometry of the simulated thermal conduction problem.



Fig. 12: Distribution of temperature (from COMSOL) when t = 0.5 s.

Fig. 13: Distribution of mean (over time) relative error of the LHS to RHS
of eq. (7) by substituting COMSOL results.

ure 15 presents such a comparison at three different horizontal
locations (since the top and bottom boundaries are thermally
insulated, their y-coordinates are irrelevant). It can be seen
that the data through NgSpice is in well agreement with that
produced by COMSOL, indicating the correctness and high
fidelity of the proposed circuit model.
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Fig. 14: Total (aggregated over the whole region) relative error as a function
of time.

Like in Section III-A, the most interesting experiment is
perhaps the following. We changed the material from copper
(k = 400W/(m ·K), ϑ = 8960 kg/m3, cp = 385 J/(kg ·K))
to diamond (k = 2000W/(m ·K), ϑ = 3510 kg/m3,
cp = 502 J/(kg ·K)) and lead (k = 35W/(m ·K), ϑ =

11340 kg/m3, cp = 128 J/(kg ·K)) and extracted data from
both COMSOL and NgSpice simulations at the same vertex.
The results are shown in Figure 16. It can be seen that it took
diamond less time and lead longer time to settle down. This
can be quickly verified through the circuit model in Figure 4.
The time constant of the circuit (RC) is proportional to ϑcp/k.
The time constants of diamond and lead are respectively about

0 0.02 0.04 0.06 0.08 0.1

293

293.5

294

T
,K

COMSOL NgSpice

(a) location 1: 2.65mm from the left boundary

0 0.02 0.04 0.06 0.08 0.1

293

293.5

294

T
,K

(b) location 2: 3.61mm from the left boundary

0 0.02 0.04 0.06 0.08 0.1

293

293.5

294

time, sec

T
,K

(c) location 3: 4.61mm from the left boundary

Fig. 15: Temperature as a function of time at three different locations.

1/10 and 5x of copper’s, suggesting the same settling behavior
observed in Figure 16. Such an insight provided by the circuit
view, however, is not easily attainable through directly reading
PDEs (in this case eq. (5)). Notice that the settling time in
Figure 9 are similar because the same material (copper) was
used.

IV. FUTURE WORK

We are working on multiphysics design and modeling
methodologies to take advantage of the presented unification.
It is deemed that the richness of the presented work justifies
well for a self-contained publication. Plans for the follow-up
work are (1) expanding the scope to 3D fields; (2) deriving the
circuit network for linear elastic field using generalized DEC
for tensor fields. Both will be a continuation of this multi-part
effort.

In the experiments, NgSpice (without involving OpenMP)
has shown signs of incapability of handling large circuit
networks (i.e. finer meshes in the physical domain). NgSpice
solver may crash before a successful run. It is worth men-
tioning that the goal of this research is not creating a new
simulation environment for multiphysics (such as NgSpice).
The usage of NgSpice is mainly for validating the proposed
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equivalent circuits. That being said, it is still worth some
effort to study NgSpice solvers in the context of multiphysics
modeling. For example, to model 3D fields, even larger circuit
networks are to be obtained and a circuit simulator capable of
handling these networks is necessary.

V. CONCLUSIONS

This paper proposes a unified circuit view of multiphysics
FEA in the simulation of engineering objects. It is based on the
isomorphism between the topological structures established by
discrete calculus and circuit theory. A case study of two phys-
ical processes in 2D dynamic conditions in electric machines
is presented. Specifically, they are eddy-current and thermal
conduction. Lumped elements commonly used in the paper
design stage show up in the circuit view. The circuit model
of eddy current fields at the mesh level is new. This unified
circuit view lowers language barriers between multiphysics. A
thorough experimental validation for both physical processes
has been undertaken. The results show that the proposed circuit
models are correct and have high fidelity. Furthermore, it has
been demonstrated that RL and RC time constants used by
electrical engineers can be transferred to understand dynamic
behavior for other physical processes.
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