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Abstract: Recent work has shown diffusion models are an effective approach to
learning the multimodal distributions arising from demonstration data in behavior
cloning. However, a drawback of this approach is the need to learn a denoising
function, which is significantly more complex than learning an explicit policy.
In this work, we propose Equivariant Diffusion Policy, a novel diffusion policy
learning method that leverages domain symmetries to obtain better sample effi-
ciency and generalization in the denoising function. We theoretically analyze the
SO(2) symmetry of full 6-DoF control and characterize when a diffusion model
is SO(2)-equivariant. We furthermore evaluate the method empirically on a set of
12 simulation tasks in MimicGen, and show that it obtains a success rate that is,
on average, 21.9% higher than the baseline Diffusion Policy. We also evaluate the
method on a real-world system to show that effective policies can be learned with
relatively few training samples, whereas the baseline Diffusion Policy cannot.
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1 Introduction

The recently proposed Diffusion Policy [1] for-
mulates robotic manipulation action prediction
as a diffusion model that denoises the action con-
ditioned on the observation, thereby better cap-
turing the multimodal action distribution of the
demonstration data in Behavior Cloning (BC).
Although Diffusion Policy often outperforms
baselines on benchmarks [2, 3], a key drawback
is that the denoising function is more complex
than a standard policy function. In particular,
for a single state-action pair (s, a), the denois-
ing process uses a mapping (s,a + ¥, k) > &F
for all possible k and ¥, where ¥ is Gaussian
noise conditioned on step k, which is harder to
train compared with an explicit BC s — a.

In this paper, we leverage equivariant neural
models to embed task symmetry as an inductive
bias in the diffusion process, making the denois-
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Figure 1: Equivariance in diffusion policy. Top
left: a randomly sampled trajectory. Top right: a
valid trajectory after denoising. If the state and
the random trajectory are both rotated (bottom
left), and we rotate the noise accordingly in the
denoising process, we will end up with a success-
ful trajectory in the rotated state (bottom right).

ing function easier to learn. Although equivariant diffusion models have been studied by a number
of prior works [4, 5, 6, 7, 8], our paper is the first to study the idea in the context of visuomotor
policy learning. As illustrated in Figure 1, rotation of a state and noisy trajectory action about the
gravity axis (i.e., rotated on the tabletop) results in a corresponding rotation of the denoised trajec-
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tory. As a result of this symmetry, our model is more data efficient and generalizes better than the
non-symmetric baselines, mitigating the high data costs typically associated with diffusion.

Our contributions are as follows: 1) we propose Equivariant Diffusion Policy, a novel BC approach
based on equivariant diffusion, 2) we analyze the conditions under which the denoising function is
equivariant, 3) we theoretically demonstrate the use of SO(2)-equivariance in the context of 6-DoF
control for robotic manipulation, which prior methods [9, 10] leveraged in a less expressive SE(2)
action space, and 4) we provide a thorough demonstration of our method in both simulated and phys-
ical systems. In simulation, we evaluate on 12 manipulation tasks in the MimicGen benchmark [11]
and outperform the baseline Diffusion Policy by an average success rate of 21.9% when trained with
100 demos. On hardware, we show that successful policies can be learned with a small number (be-
tween 20 and 60) of demonstrations for six different manipulation tasks, including a long-horizon
bagel baking task, while the original Diffusion Policy performs poorly in this low-data regime.

2 Related Work

Diffusion Models Diffusion models [12] learn distributions by modeling the reverse of a diffusion
process, which is a Markov chain that gradually adds Gaussian noise to the data until it transitions
to a Gaussian distribution. Denoising diffusion models [13, 14] can be interpreted as learning the
gradient field of an implicit score during training, where inference applies a sequence of score op-
timization steps. This new family of generative methods has proven to be effective for capturing
multimodal distributions in planning [15, 16] and policy learning [17, 18, 19, 1, 20]. However, these
methods did not leverage the geometric symmetries underlying the task and the diffusion process.
Xu et al. [21], Hoogeboom et al. [4] show that leveraging SO(3) symmetries from the domain in the
diffusion process dramatically improves sample efficiency and generalization ability in molecular
generation. EDGI [6] extends diffuser [15] to equivariant diffusion planning with improved perfor-
mance, but relies on the ground truth state as the input. Ryu et al. [7] propose bi-equivariant diffusion
models for visual robotic manipulation, while limited to open-loop settings. By contrast, we exploit
domain symmetries during the diffusion process to attain an effective closed-loop visuomotor policy.

Equivariance in manipulation policies Robots operate within a three-dimensional Euclidean
space, where manipulation tasks inherently encompass geometric symmetries such as rotations. Re-
cent works [9, 22, 23, 24, 25, 26, 27, 10, 28, 29, 30, 31, 32] compellingly show that improvement
in sample efficiency and performance can be obtained by leveraging symmetries in policy leaning.
[33, 34, 35] show the efficiency of equivariant models for on-robot learning. [36, 37, 38, 39] learn
an open-loop pick and place policy with few demonstrations. While this prior work either considers
symmetries in SE(3) open-loop or SE(2) closed-loop action spaces, our paper studies symmetries
in an SE(3) closed-loop action space, and is the first one to study the symmetries in diffusion policy.

Closed-loop Visuomotor control Closed-loop visuomotor policies are more robust and respon-
sive but struggle with learning from diverse trajectories and predicting long-horizon actions. Pre-
vious methods [40, 41, 42, 43] directly map from observations to actions. However, this type of
explicit policy learning struggles to learn multimodal behavior distributions and may not be expres-
sive enough to capture the full range and fidelity of trajectory data [17, 44]. Several works propose
implicit policies [45, 46] with energy-based models [47, 48]. However, training is challenging due to
the necessity of a substantial volume of negative samples to effectively learn an optimal energy score
function for state-action pairs. Recently, [17, 1] model action generation as a conditional denoising
diffusion process and demonstrate strong performance by adapting diffusion models to sequential
environments. Our work builds on [1] but focuses on equivariance in the diffusion process.

3 Background

Problem Statement We study policy learning using behavior cloning. The agent is required to
learn a mapping from the observation o to the action a that mimics an expert policy. Both o and a can



contain a number of time steps, i.e., 0 = {0;_(m—1),.--,0t-1,0:}, @ = {as, 811, ., A4 (n—1)}
where m is the number of history steps observed and n is the number of future action steps. The
observation contains both visual information (images or voxels) and the pose vector of the gripper.

Let T} € R**# be the current SE(3) pose of the gripper in the world frame, the actions a; specify
a desired pose A; € R*** of the gripper and an open-width command w; € R. The pose can
be either absolute (7311 = Ay, also called position control) or relative (1341 = AT, also called
velocity control). In order to noise and denoise via addition and subtraction as in the standard
diffusion process, we vectorize the SE(3) pose A; into a vector a; during diffusion and denoising,
and orthogonalize the noise-free action vector after denoising.

Diffusion Policy Chi et al. [1] proposed Diffusion Policy to model the multimodal distribution in
behavior cloning using Denoising Diffusion Probabilistic Models (DDPMs) [14]. Diffusion Policy
learns a noise prediction function £¢(0,a+ <", k) = £* using a network ¢4 parameterized by 6. The
network is expected to predict the noise component of the input a + ¢*. During training, transitions
(0,a) are sampled from the expert dataset. Then, random noise ¥ (conditioned on a randomly
sampled denoising step k) is added to a. The loss is £ = ||g4(0, a+£*, k) —<*||2. During inference,
given an observation o, DDPM performs a sequence of K denoising steps starting from a random
action a* ~ A(0, 1) to generate an action a defined inductively by

a"~! = a(a’ — yeg(0,a" k) + €), (1)
where € ~ N(0,0%I). «,,0 are functions of the denoising step k (also known as the noise
schedule). The action a° is expected to be a sample from the expert policy 7 : 0 — a.

Equivariance A function f is equivariant if it commutes with the transformations of a symmetry
group G. Specifically, Vg € G, f(pz(9)x) = py(9)f(z), where p: G — GL(n) is called the
group representation that maps each group element to an n X n invertible matrix that acts on the
input and output through matrix multiplication. We sometimes leave the actions implicit and write
f(gz) = gf(x). We mainly focus on the group SO(2) of planar rotations (i.e., rotation around the
z-axis of the world) and its subgroup C', containing u discrete rotations. There are three particular
representations of SO(2) or C,, that are of interest in this paper:

1) the trivial representation po defines SO(2) or C,, acting on an invariant scalar = € R by po(g)z =
x. 2) the irreducible representation p,, defines SO(2) or C, acting on a vector v € R?bya2 x 2
rotation matrix with frequency w, p.,(g)v = (n or cosiy )v. 3) the regular representation picq
that defines C', acting on a vector z € R" by u x u permutation matrices. Let g = ™ € C,, =
{1,7Y, ..., r* Y and (z1,...,2,) € R% Then Preg(9) = (Tu—mt1s - Tu, T1, T2, -+, Tyemm)
cyclically permutes the coordinates of R".

A representation p can also be a combination of different representations, i.e., p = p° @ pi* B p3? €
GL(no+2n1+2ns). In such a case, p(g) is an (ng +2n1 +2n2) X (ng+2n;1 +2ns9) block diagonal
matrix that acts on x € Rmo+2ni+2nz,

4 Method

4.1 Theory of Equivariant Diffusion Policy

The main contribution of this paper is a method that incorporates equivariance in the diffusion pro-
cess for policy learning. As theoretical justification, we first analyze the noise prediction function
and show that it is equivariant any time the expert policy that is being modeled is equivariant. This
implies equivariant neural networks have the correct inductive bias to model this function.

Let  : o — a be the expert policy function, and let € : (0,a", k) — £* be the ground truth noise
prediction function associated with the expert policy such that e¥ = £(o, 7(0) + ¥, k). Assume
g € SO(2) acts upon the noise * in the same way as it acts upon the action a.

Proposition 1. The noise prediction function ¢ is equivariant, i.e., £(go, ga*, k) = ge(o,a*, k), g €
SO(2), when the expert policy function is SO(2)-equivariant, i.e., m(go) = gm(0), g € SO(2).



See Appendix A for the proof. Figure 2 illustrates the
equivariance property of . If we infer ¢ for all actions
in the action space, we effectively acquire a gradient field
towards the expert trajectory. The figure shows that such
a gradient field is equivariant when the expert policy is
equivariant, thus the function ¢ is also equivariant. Notice
that the figure shows the average of all action time steps.

4.2 SO(2) Representation on 6DoF Action

A key step in defining an Equivariant Diffusion Policy is
to define how actions a; transform under rotation. We
describe this transformation in terms of irreducible SO(2)
representations, which allows us to build the equivariance
constraint into the denoising network.

Proposition 2. There exist irreducible representations
that describe how SO(2) acts on an SE(3) gripper action
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Figure 2: Equivariance of the denois-
ing function . Left: In observation
o, the goal for the gripper is to reach

the green block while avoiding the blue
obstacle. Right: The expert trajectory
and the gradient field associated with
the denoising function. If the policy is
equivariant, both the denoising function
and the entire gradient field is equivari-
ant. The orange boxes show the equiv-
ariance of ¢ with a particular input £*.

a;. In absolute pose control, let a, = Vec.(A;) where
Vec,. flattens an SE(3) pose A; € R*** into a vector by
column, ga; = (p1 ® p3)*(g)ay. In relative pose control,
let a; = Vec,.(A;) where Vec, flattens A; into a vector
by row, ga, = P! [(p§ @ pt @ p2)(9)] Pay, where P is
a fixed change-of-basis matrix.

Absolute Control We first consider absolute pose con-
trol, ie., Ty4+1 = A Let T, be the transformation matrix corresponding to the SO(2) rota-

0 10
0 0 01

p(g) = (Z?ﬁg Zsisngg). The SO(2) action on Ay is gA; = T,A; = (p1 @ p?)(g)A:. Vectorizing

A, by column gives a, = Vec.(A;) = [A}T, AZT AT AT " where A is the ith column of A.
By the rule of matrix multiplication, we have gA! = (p1 @ p3)(g) A% and ga, = (p1 © p3)*(g)a,.

cos g —sing 00 p1(g9)
tion along the z-axis of the world frame, T, = <5“89 cosg 0 0) = ( po(g) ) , where
po(9)

Since the gripper open width is invariant, gw; = po(g)ws, we can append w; to a; and add an extra
po to the representation. We can also simplify the representation by removing the constants in the
transformation matrix and removing the last row in the rotation part of the transformation matrix
(i.e., the 6D rotation representation [49]). The resulting action vector would be a; € RS x R3 x R,
where the first six elements are the 6D rotation, the following three elements are the translation, and
the last element is the gripper open width. In such a case, we have ga; = (p3® (p1® po) B po)(g)ay.

Relative Control For relative gripper pose, i.e., T:4+1 = AT}, the group action on A, satisfies
(gA)T,T, = T4(A,T;) (because the rotation g € SO(2) applies to both the current pose and
the change of pose). Solving for gA: we get gAy = T AT 1. Let a; = Vec,(A;) where
Vec, : R™*™ — R(™™) flattens a matrix into a vector by row. Here we want to find a linear
action pa that satisfies ga; = pa (g)Vec,(A;) = Vec, (TgAthjl). After solving for py € R16%16
and calculating a change-of-basis matrix P such that Ppa P~ is a block diagonal matrix consisting
of irreducible representations, we have ga, = P~ [(p} @ pi & p2)(g)] Pa; (see Appendix B for
details). For easier implementation, we add a p, for the gripper action w;, remove the constants in
the transformation matrix, and decompose SE(3) = SO(3) x R3. See Appendix C.

4.3 Implementation of Equivariant Diffusion Policy

Now that we have the theoretical grounding of the equivariance in the noise prediction function
€, this section will introduce the network architecture of our Equivariant Diffusion Policy. As is

4
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Figure 4: The experimental environments from MimicGen [11]. The left image in each subfigure
shows the initial state of the environment; the right image shows the goal state. See Figure 8§ in the
Appendix for all environments.

shown in Figure 3, our network consists of three
main parts: encoding (white box), denoising (yel-

low box), and decoding (gray box). We implement L E
our network using the escnn library [50]. First, an LT § i
equivariant observation encoder and an equivariant : Equi Obs Emb
action encoder take inputs o and a”, respectively, to 3 o 5 S
create equivariant embeddings e, and e,. The em- KN = Vel £ o
beddings will be in the form of a regular represen- RS AR T A I § ~
tation of the subgroup C,, C SO(2) (where v is the Nokey Action Seeunce a® EquiAct Emb
number of discrete rotations in the group). The em- O
beddings have shape e, € R%“*% and e, € R%** %, i step :
where each of the d, or d, dimensional vectors en- T g
codes the features for a specific group element (i.e., (1111 < § H
g

a rotation angle). Second, in the denoising step, let Noise Preciction ¢
e € R% and e, € R% be a pair of partial em-
beddings corresponding to the same group element
g. We process each pair with a 1D Temporal U-Net
(adopted from the prior works [15, 1]) to calculate
an equivariant noise embedding. Specifically, letting
k be the denoising step, U the U-Net, and z its out- Figure 3: Overview of our Equivariant Dif-
put, we have 29 = U(ed, e, k). Since the same fusion Policy architecture.

network is applied for all g € C,, the output is an equivariant embedding of the noise in the regular
representation. Finally, an equivariant decoder will decode the noise €*. See Appendix D for details.

k lterations

Encoding

Denoising

Decoding

oise-Free Action Sequence a’

5 Experiments

5.1 Simulation Experiment

Experimental Settings We first evaluate our Equivariant Diffusion Policy (EquiDiff) with either
image (Im) or voxel (Vo) input on 12 manipulation tasks from MimicGen [11] (Figure 4). We define
the rotation of the observation as a voxel grid rotation or an image rotation. Notice that in the image
version of our method, there is a mismatch between the rotation of the agent view image and the
rotation of the ground truth state since the agent view is not orthogonally top-down. Although top-
down observations could be captured, we use the observation settings in the published dataset from
MimicGen [11] to demonstrate the generalizability of our method'. On the other hand, the voxel
version eliminates this symmetry mismatch as the rotation of the voxel grid aligns with the rotation
of the ground truth state. To better leverage the equivariance, we also add a rotation augmentation in
the voxel version of our method following our analysis in Section 4.1-4.2. We compare our method
with the following baselines: 1) DiffPo-C: the original diffusion policy [1] trained with the 1D
Temporal UNet [15]. Notice that the baseline shares the same UNet architecture as our method, but
it does not have any equivariant structure. 2) DiffPo-T: same as above, but trained with a transformer.
3) DP3: the 3D diffusion policy [20] trained with a point net encoder. 4) ACT: the Action Chunking

"Prior work [52] demonstrate that the equivariant CNN is still able to capture symmetry in such a scenario.



Stack D1 Stack Three D1 Square D2 Threading D2
Method Ctrl  Obs 100 200 1000 100 200 1000 100 200 1000 100 200 1000
EquiDiff (Vo) Voxel 99 (+23) 100 (+3) 100(=) 75(+37) 91(+19) 91(-3) 39(+31) 48(+29) 63 (+14) 39(+22) 53 (+18) 55(4)
EquiDiff (Im) RGB 93 (+17) 100(+3) 100(=) 55(+17) 77(+5) 96 (+2) 25(+17) 41(+22) 60 (+11) 22(+5) 40 (+5) 59 (=)
DiffPo-C [1] Ab RGB 76 97 100 38 72 94 8 19 46 17 35 59
DiffPo-T [1] * RGB 51 83 99 17 41 84 5 11 45 11 18 41
DP3 [20] PCD 69 87 99 7 23 65 7 19 12 23 40
ACT [51] RGB 35 73 96 6 37 78 6 18 49 10 21 35
EquiDiff (Vo) Voxel 95 (+14) 100 (+5) 100 (=) 59 (+33) 76 (+24) 83(-9) 25(+17) 35(+14) 52(-7) 33(+20) 39 (+13) 46 (-1)
EquiDiff (Im) Rel RGB  75(-6) 96(+1) 100(=) 25(-1) 63(+11) 92(=) 11 (+3)  21(x) 48(11) 11(2) 22(4) 49(+2)
DiffPo-C [1] RGB 81 93 99 26 52 86 6 13 37 13 26 40
BC RNN [2] RGB 59 95 100 12 48 92 8 21 59 7 13 47
Coffee D2 Three Pc. Assembly D2 Hammer Cleanup D1 Mug Cleanup D1
Method Ctrl  Obs 100 200 1000 100 200 1000 100 200 1000 100 200 1000
EquiDiff (Vo) Voxel 65 (+18) 73(+7) 76(-3) 37(+33) 58(+52) 71(+28) 70 (+16) 66(-5) 73(-14) 53(+10) 65(+6) 68 (+5)
EquiDiff (Im) RGB 60 (+13) 79 (+13) 76(-3) 15(+11) 39(+33) 69 (+26) 65 (+11) 63(-8) 77(-10) 49 (+6) 64 (+5) 67 (+2)
DiffPo-C [1] Abs RGB 44 66 79 4 6 30 52 59 73 43 59 65
DiffPo-T [1] ° RGB 47 61 75 1 4 43 48 60 76 30 43 63
DP3 [20] PCD 34 45 69 0 1 3 54 71 87 21 33 53
ACT [51] RGB 19 33 64 0 3 24 38 54 71 23 31 56
EquiDiff (Vo) Voxel 55(+12) 59(+7) 64(-12) 5(+3) 5(=) 55(+28) 64 (+21) 62(+8) 67(-5 39(+14) 43(+4) 62(-5)
EquiDiff (Im) Rel RGB  41(-2) 59(+7) 66(-10) 1(-1) 5(= 59(+32) 49(+6) 52(-2) 69(-3) 29(+4) 36(3) 65(-2)
DiffPo-C [1] RGB 43 51 67 2 2 20 43 54 65 25 39 55
BC RNN [2] RGB 37 52 76 0 5 27 32 43 72 19 39 67
Kitchen D1 Nut Assembly DO Pick Place DO Coffee Preparation D1

Method Ctrl  Obs 100 200 1000 100 200 1000 100 200 1000 100 200 1000
EquiDiff (Vo) Voxel 85(+18) 89 (+4) 88(-3) 67(+12) 77(+9) 83(-1) 58(+23) 68(+3) 82(-1) 80(+15) 83(+21) 85(+9)
EquiDiff (Im) RGB 67 (=) 77(-8) 81(-10) 74(+19) 85(+17) 94(+10) 42(+7) 74(+9) 92(+9) 77(+12) 83(+21) 85(+9)
DiffPo-C [1] Abs RGB 67 85 87 55 68 83 35 65 83 65 62 58
DiffPo-T [1] ° RGB 54 75 81 31 32 46 15 37 50 38 51 76
DP3 [20] PCD 45 71 91 16 24 58 12 15 34 10 22 63
ACT [51] RGB 37 61 87 42 64 84 7 17 50 32 46 65
EquiDiff (Vo) Voxel 69 (+27) 83(+19) 89 (+8) 53 (+11) 65(+3) 72(-13) 40(+5) 58(-1) 79(-3) 48(+6) T1(+18) 73 (+12)
EquiDiff (Im) Rel RGB 61 (+19) 72(+8) 83(+2) 44(+2) 65(+3) 87(+2) 29(-6) 55(-4) 91(+9) 49(+7) 59(+6) 79 (+18)
DiffPo-C [1] ¢ RGB 42 64 81 42 62 75 35 59 82 42 53 51
BC RNN [2] RGB 31 47 81 35 58 85 21 41 77 14 32 61

Table 1: The performance of our method compared with the baselines in simulation. We experi-
ment with 100, 200, and 1000 demos in each environment and report the maximum task success rate
among 50 evaluations throughout training. Results averaged over three seeds. Number in parenthe-
ses shows the difference between our method and the best baseline (with increment colored in blue
and decrement in red). Bold performance indicates the best, bold difference is greater than 10%.

Transformer [51] trained as a conditional VAE. 5) BC RNN: a recurrent architecture from [2]. Notice
that the voxel version of our method and DP3 utilizes the 3D inputs constructed from four cameras,
while the image version of our method and the other baselines directly use the RGB images from two
cameras. As our main baseline, we evaluate DiffPo-C in both absolute and relative pose control. We
evaluate the other baselines in the same control mode as in the original work (absolute for DiffPo-T,
DP3 and ACT, and relative for BC RNN). See Appendix E and F for the details.

Results Table 1 shows the experimental result in terms
of the maximum success rate among 50 evaluations
throughout the training. First, with absolute pose con-
trol, our Equivariant Diffusion Policy with voxel input
achieves the best overall performance, outperforming
the baselines in 11 out of the 12 environments (Ham-
mer Cleanup D1 being the exception). With RGB im-
age inputs, our method outperforms all RGB baselines
in all environments except for Kitchen D1. Second, in
relative control, our method with voxel input achieves
the best performance, while our method with RGB input
is only marginally better than the baselines. Third, our
method appears to perform particularly well in the low-

Average over 12 Environments

Method Cul 100 200 1000
EquiDiff (Vo) 639 (+21.9) 726 (+14.8) 779 (+6.5)
EquiDiff (Im) 537 (+11.7) 68.5(+10.7) 79.7 (+8.3)
DiffPo-C [1] 420 57.8 714
DiffPo-T [1] 29.0 430 64.9
DP3 [20] 239 35.1 56.8
ACT [51] 213 382 633
EquiDiff (Vo) 48.8 (+15.5) 58.0 (+10.7) 70.2 (-0.1)
EquiDiff (Im) 354 (\2.1) 504 (+3.1) 740 (+3.7)
DiffPo-C [1] 333 473 632
BC RNN [2] 229 412 703

Table 2: The average performance over
12 tasks of Equivariant Diffusion Policy
compared with baselines.



Performance Improvement Across Environments
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Figure 5: (a) The three task groups are based on the level of equivariance and their initial object
distribution. Images were generated by taking the average of five random initialization states. (b)
The performance improvement of our Equivariant Diffusion Policy (Voxel) compared with the orig-
inal diffusion policy in absolute pose control. Blue environments are high-equivariance tasks; green
environments are intermediate-equivariance tasks; red environments are low-equivariance tasks.

data regime (i.e., with 100 or 200 demos). Specifically, taking the average over all environments (as
is shown in Table 2), our method with voxel input and absolute pose control trained with 100 demos
outperforms the best baseline by 21.9%. When trained with 200 demos, it outperforms all baselines
trained with 1000 demos, indicating the strong sample efficiency of our method. We also perform
an ablation study in Appendix H, where we ablate the equivariant structure and the voxel input in
our method. We show that though both of these items contribute to the performance improvement
our method shows over the baseline, the equivariant structure is the more important factor.

5.2 Improvement with Different Levels of Equivariance

We further analyze the performance improvement of our method when the tasks have different levels
of equivariance. Since equivariant models generalize automatically across different object poses,
equivariance should hypothetically be more useful when there is greater variance in the distribution
of initial object poses. We qualitatively group the tasks into three levels: 1) high-equivariance
tasks where the poses of the objects are initialized randomly within the workspace; 2) intermediate-
equivariance tasks where each object is initialized in a certain range, but with some randomness
inside the range; 3) low-equivariance tasks where there is no randomness for the position and/or
orientation of certain objects. Figure 5a shows the three task groups. We show the performance
improvement of our Equivariant Diffusion Policy with voxel in absolute pose control compared
with the standard diffusion policy in Figure 5b. Generally, the high-equivariance tasks benefit more
from injecting symmetry in the network architecture. Moreover, our method’s strong performance
in the intermediate and low-equivariance tasks indicates its robustness and generalizability, as the
model’s symmetry is helpful even when the task is partially symmetric.

5.3 Real-Robot Experiment

Experimental Settings In this section, we evaluate our method on a real robot system contain-
ing a Franka Emika robot arm [53] equipped with a pair of fin-ray [54] fingers and three Intel
Realsense [55] D455 cameras. Demonstrations were gathered by an operator using a 6DoF 3DCon-
nexion mouse. Observations and demonstration actions were recorded at SHz. Similarly to prior



(e) Hammer to Drawer (f) Bagel Baking

Figure 6: The real-world environments. The left image of each subfigure shows the initial state of the
environment; the right image shows the goal state. See Appendix L for a detailed task description.

Oven Opening  Bananain Bowl  Letter Alignment  Trash Sweeping  Hammer to Drawer ~ Bagel Baking

# Demos 20 40 40 40 60 58
EquiDiff (Vo) 95% (19/20) 95% (19/20) 95% (19/20) 90% (18/20) 85% (17/20) 80% (16/20)
DiffPo-C (Vo)  60% (12/20) 30% (6/20) 0% (0/20) 5%(1/20) 5%(1/20) 10% (2/20)

Table 3: Performance of Equivariant Diffusion Policy in Real-World Robot Experiments.

work [1], we use DDIM [56] in this experiment to reduce the number of denoising steps to 16.
Figure 6 shows the six tasks in this experiment. We compare our Equivariant Diffusion Policy with
voxel input against a baseline Diffusion Policy, which uses the same voxel grid as the vision input
and uses a non-equivariant 3D convolutional encoder with approximately the same number of train-
able parameters as ours. As we show in the ablation study (Appendix H), this baseline works better
than the original diffusion policy with image input.

Results We evaluate the trained models over 20 test trials for each task. The results are shown in
Table 3. Our Equivariant Diffusion Policy can solve those tasks with only 20 to 60 demonstrations.
Notably, our method achieves an 80% success rate in bagel baking, where the failures were all due
to the joint limits of the robot. In comparison, the baseline performs poorly in all six tasks.

6 Conclusion

This paper studies the leveraging of symmetries in visuomotor policy learning. We propose the novel
Equivariant Diffusion Policy method and provide a theoretical analysis identifying the conditions
under which diffusion processes are equivariant. We also demonstrate a general framework for
using SO(2)-equivariance in the 6DoF control for robotic manipulation. We evaluate our method in
both simulation and the real world and show in both cases that our method outperforms the baseline
Diffusion Policy by a large margin.

One limitation of this work is the partial utilization of the power of equivariance due to the symmetry
mismatch in the vision system. Even with the voxel input, Factors like the arm’s occasional presence
in the voxel grid and camera noise could break symmetry. Future work could address this by design-
ing a vision system free of symmetry corruption. Additionally, “incorrect equivariance”, as shown in
prior work [57], may harm performance when the model’s symmetry conflicts with the demonstra-
tion. Another limitation is that although the theory in Section 4.2 is not limited to diffusion policies
and can apply to other policy learning pipelines as well, this is not demonstrated. Specifically, given
the good performance of BC RNN with the relative pose control in Table 1, experimenting with an
equivariant version of BC RNN could be beneficial. Finally, extending our method to other robotic
tasks like navigation, locomotion, and mobile manipulation is a key future direction.
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A Proof of Proposition 1

Proof. Consider the observation o and the action a = 7(0), let a* = a + ¢*. By the definition of
the noise prediction function €, we have

ek = g(o,m(0) + ", k). 2)
Applying g € SO(2) to o we have
ek = e(go, m(go) + ¥, k). (3)
Since T is equivariant,
" = (g0, ga+ ", k). )

Since the noise prediction function predicts the noise as long as ¥ is the same on both sides of the
equation, we can substitute ek with gsk

ge* = e(go, ga + ge* k). (5)

By linearity, ga + ge* = g(a + £¥) = ga* and thus
ge® = e(go, ga” k). (6)
Replacing ¥ with €(0, a¥, k) gives ge(o,a*, k) = e(go, ga*, k) as desired. O

B Decomposing Group Representation in Relative Pose Control into
Irreducible Representations

In Section 4.2, we want to find a linear action pa that satisfies ga; = pa(g)Vec,.(A;) =
Ve, (TyA,T,; ). solving for ps € R'*!6 we have the group action of SO(2) on Vec,(A;)
as

2 -2 0 0 -2 s 0 0
2 022 00 —322 -2 0 0
0 0 ¢ 0 0 0 —-s 0
0 0 0 ¢ O 0 0 -—s
S—% —-s2 00 ¢ -2 0 0
s 2 0 0 =2 c 0 O
PAS10 0 s0 0 0 ¢ o0 7 ™
0 0 0 s O 0 0 c
p1(9)
I
p1(g)
L I}
where ¢ = cos g, s = sin g, ca = c0s 2g, So = sin 2¢g. Define P as
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‘We then have
Is
p1(g) )
-1 _ pP1{g
Ppab ™= p1(9) ' 2
p1(9)

p2(9)
C Simplifying Group Action in Relative Pose Control

In Section 4.2, we want to find a linear action pa that satisfies

pa(g)Vec,.(Ay) = VecT(TgAtTgl), (10)

To simplify the problem, we decompose A; = [Rof Dlt ] where Ry is the SO(3) rotation and D; =
[z,y, 2]" is the translation. Define R, as the rotation matrix in 7},

cosg —sing 0
R, = |sing cosg 0] - {pl(g) ( )]. (11)

Since the conjugate does not apply to translation, we can write gD; = R;Dy = [p1(z,9), po(2)]"

For rotation, similar as before, we need to find the representation pg that satisfies

pr(g)Vec,(Ry) = Vec,(RgR¢R, ). (12)
Solving for pr(g) € R%*? we have
> —cs 0 —cs  s2 0O 0 0 0
ecs 2 0 —s2 —es 0 0 0 O
0 0 ¢ O 0 —-s 0 0 O
cs —s2 0 ¢ —es 0 0O 0 O
PR= |52 ¢ 0 cs c? o o 0 o0}, (13)
0 0 S 0 0 c 0 0 O
0 0 0 O 0 0 ¢ —-s O
0 0 0 0 0 0 s ¢ O
L0 0 0 O 0 0O 0 0 1]

where ¢ = cosg,s = sing. To decompose it into the irreducible representations of SO(2), we
define

T 0 0 0 1 0 0 0 O]

0 -1 01 0 00 0O

0 0 00 0 O0O0O01

0 0 1 0 0 O0O0O0O
P=(0 0 0O0O01O0O0O (14)

0 0 00 O0O0T1O0O0
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0 1 010 0O0O0O

-1 0 0 0 1 0 0 0 O]

Such that Ppr P~ is a block diagonal matrix consisting of irreducible representations
po(9)
po(9) 9
-1 _ polg
Forb p(9) ' (1)
p1(9)

p2(9)
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Figure 7: The detailed network architecture of our Equivariant Diffusion Policy in the simulation
experiments.

We can then use p(g) = PprP ™! = p3(g) & p3(g) ® p2(g) € R2*? as the group representation
of the output of the equivariant network, then construct the 3 x 3 rotation matrix R; using P.
Specifically, let V' € R? be the output of the network associated with the representation p(g) (i.e., g
acts on V through p(g)V). Define

Vec, (Ry) = P7V. (16)
Applying p(g) on V will lead to
P~ p(g)V amn
=P 'Ppr PV (18)
=prVec,(R), (19)

which is the desired property in the equivariant network.

In the end, adding the group action for the translation (p1 & pg) and gripper open width (pg), we
have p, = pg © pi © pa.

D Network Architecture Detail

In the image version, we implement the equivariant observation encoder with an equivariant
ResNet [58] for the agent view image, a standard ResNet [59] for the eye-in-hand image, and an
equivariant MLP for the robot states. We implement the equivariant layers in the group Cg. Figure 7
shows the detailed network architecture of our Equivariant Diffusion Policy in the simulation exper-
iments. The network is defined under group Cs. First, in the encoding phase, the agent view image
is processed with an equivariant ResNet-18, whose output is a 128 x 8-dimensional regular repre-
sentation vector of group. A non-equivariant ResNet-18 with a spatial maxpool at the end processes
the eye-in-hand image and outputs a 128-dimensional representation vector that uses the trivial in-
variance representation. Those two vectors are concatenated with the gripper position (represented
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Figure 8: The experimental environments from MimicGen [11]. The left image in each sub figure
shows an initial state of the environment; the right image shows the goal state.
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Figure 9: Illustration of an episode of Kitchen D1 task and Coffee Preparation D1 task.

using p; @ po), gripper orientation (in the format of 6D rotation, represented using p3), and the
gripper finger position (represented using p3). The concatenated mixed-representation vector is sent
to an equivariant linear layer, whose output is a 128 x 8-dimensional regular representation obser-
vation embedding. The noisy action is also encoded using an equivariant linear layer, whose output
is a 64 x 8-dimensional regular representation action embedding. Second, in the denoising phase,
we process each part of the observation embedding and the action embedding that corresponds to
the same group element with a 1D Temporal UNet with hidden dimensions of [512, 1024, 2048] to
get a 64-dimensional vector. Doing so for each pair, we will recover a 64 x 8-dimensional regular
representation noise embedding. In the end, an equivariant linear layer will decode the noise.

In the voxel version, the agent view image is replaced with a voxel grid, and we replace the equiv-
ariant ResNet with an 8-layer 3D equivariant convolutional encoder. The 1D Temporal UNet has a
hidden dimensions of [256, 512, 1024]. The other part of the network stays the same. In the real-
world, we remove the eye-in-hand image and only use the voxel grid as vision input (the gripper
state vector stays the same).

E Simulation Environments
Figure 8 shows the initial and goal states of each tasks. Figure 9 shows an example trajectory for

finishing the Kitchen and Coffee Preparation tasks. The RGB observation is an agent-view image
and an eye-in-hand image with a size of 3 x 84 x 84. The voxel grid observation has a size of
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Task Max Steps ~ Max Out of Plane Rot in Demo

Stack D1 400 11.2

Stack Three D1 400 13.2
Square D2 400 14.7
Threading D2 400 134
Coffee D2 400 14.1
Three Piece Assembly D2 500 16.2
Hammer Cleanup D1 500 16.4
Mug Cleanup D1 500 13.0
Kitchen D1 800 16.2

Nut Assembly DO 500 15.5
Pick Place DO 1000 18.0
Coffee Preparation D1 800 59.0

Table 4: The maximum number of time steps and the maximum out of plane rotation (in degrees) in
the demo for each simulation environments. The maximum out of plane rotation in the demo is the
maximum angular difference between the SO(3) rotation and the SO(2) rotation (i.e., only rotating
around the z axis) over all demonstration steps, averaged over 1000 demonstration episodes.

Method Obs Obs Step  Action Pred. Step ~ Action Exec. Step
EquiDiff (Vo) Voxel Grid, Eye-In-Hand Image, Gripper State 1 16 8
EquiDiff Im)  Agent View Image, Eye-In-Hand Image, Gripper State 2 16 8
DiffPo-C Agent View Image, Eye-In-Hand Image, Gripper State 2 16 8
DiffPo-T Agent View Image, Eye-In-Hand Image, Gripper State 2 10 8

DP3 Point Cloud, Gripper State 2 16 8

ACT Agent View Image, Eye-In-Hand Image, Gripper State 1 10 10
BC-RNN Agent View Image, Eye-In-Hand Image, Gripper State 1 1 1

Table 5: The observation format, observation step, action prediction step, and action execution step
for all methods. The gripper state is a vector including a 3 dimensional position vector, a rotation
vector in the format of 6D rotation representation or 4D quaternion, and a 2 dimensional finger
position.

4 x 64 x 64 x 64 where the first channel is binary occupancy and the remaining three channels are
RGB. The point cloud observation has a size of 1024 x 6 (i.e, xyzrgb). The point cloud only contains
points above the table, as suggested in [20]. All tasks have a full 6 DoF SE(3) action space. Table 4
shows the maximum number of time steps (following [11]) and the maximum out of plane rotation
in the demo, calculated by taking the maximum angular difference between the SO(3) rotation and
the SO(2) rotation (i.e., only rotating around the z axis) across the entire demonstration episode.
Results averaged for 1000 demonstrations.

F Training Detail

In the simulation experiments, we follow the hyper-parameters of the prior work [1] for the image
version of our method, where the only change is that we increase the batch size to 128 for faster
training. Specifically, the observation contains two steps of history observation, and the output of
the denoising process is a sequence of 16 action steps. We use all 16 steps for training but only
execute eight steps in evaluation. We train our models with the AdamW [60] optimizer (with a
learning rate of 10~* and weight decay of 10~%) and Exponential Moving Average (EMA). We use
a cosine learning rate scheduler with 500 warm-up steps. We use DDPM [14] with 100 denoising
steps for both training and evaluation. For each different number of demos (100, 200, 1000), we
maintain roughly the same number of training steps by the training for 50000/ epochs where n is
the number of demos. Evaluations are conducted every 1000/n epochs (50 evaluations in total). In
the voxel version, we use only one step of history observation, and keep the other hyper-parameters
the same.

The hyper-parameters for the diffusion policy and BC RNN baselines exactly follow [1]. We follow
the original work [20] for the hyper-parameters of DP3, except that we use the same action sequence
length (16 for training and 8 for evaluation) as [1] and our method. For the ACT baseline, we follow
the hyper-parameters provided in the prior work [51], except that we use a chunk size of 10, KL
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Stack D1 Stack Three D1 Square D2 Threading D2

Method Ctrl 100 200 1000 100 200 1000 100 200 1000 100 200 1000

EquiDiff (Vo) 98.740.7 100.0+0.0 100.0£0.0 74.7£4.4 91.3£0.7 90.7£1.3 38.7+1.3 48.0+£3.1 633£1.3 38.7£0.7 52.7£29 547+£29
EquiDiff (Im) 93.3£0.7 100.0+0.0 100.0£0.0 54.7£52 77.3£1.8 96.0£1.2 253+87 413+£9.8 60.0£42 22.0£12 40.0£12 593+1.8
DiffPo-C [1] Abs 76.0+£4.0 97.3£0.7 100.0+0.0 38.0+0.0 72.0+2.0 94.0+1.2 8.0%1.2 193453 46.0+7.2 17.3+1.8 35341.3 58.74+0.7
DiffPo-T [1] 51.34+1.8 827£0.7 98.7£0.7 16.7+0.7 41.3+£2.9 84.0+£1.2 47+1.8 11.3+24 447447 10.740.7 18.0+£1.2 40.7£0.7
DP3 [20] 69.3+3.7 86.7+£4.7 99.3+0.7 73407 22.7+3.7 653+1.8 6.74+0.7 6.04+0.0 19.3+3.3 12.0+3.1 23.31+3.3 40.0+2.0
ACT [51] 347407 727+£77 96.0+1.2 6.0%23 36.7+2.7 78.0+1.2 6.0+0.0 18.0+1.2 49.3+4.7 10.0+1.2 20.74+2.9 353424
EquiDiff (Vo) 94.7+1.3 100.0+£0.0 100.0+0.0 59.3£0.7 76.04£0.0 82.740.7 24.7+1.8 347452 52.0+2.3 33.3+1.8 38.7£2.9 46.0+1.2
EquiDiff (Im) Rel 74.7£5.8 96.0+0.0 100.0£0.0 253£3.3 62.7£3.5 92.0+£1.2 11.3+£13 20.7+4.1 48.0+£4.0 11.3£13 22.0+£1.2 493+24
DiffPo-C [1] 80.7+£2.4 933£0.7 99.31+0.7 26.0+4.0 52.0+2.0 86.0+1.2 6.0+1.2 133413 36.7+4.8 13.3+1.8 26.0+3.1 40.0+2.3
BC RNN [2] 593+7.0 947+£13 100.0+0.0 12.0+2.5 48.0+53 92.0+2.3 8.041.2 20.7+2.7 58.7+3.5 7.34+0.7 13.31+2.4 46.7+0.7

Coffee D2 Three Pc. Assembly D2 Hammer Cleanup D1 Mug Cleanup D1

Method Ctrl 100 200 1000 100 200 1000 100 200 1000 100 200 1000

EquiDiff (Vo) 64.7£0.7 733£18 76.0+0.0 37.3+2.7 58.0+5.0 71.31+3.3 70.0+2.0 66.0+2.3 72.7+0.7 52.7+1.3 64.7+2.4 68.0+1.2
EquiDiff (Im) 60.0£2.0 793£13 76.0+2.0 153+1.8 39.3+1.8 69.31+3.5 65.31+0.7 63.3+4.4 76.7+0.7 49.3+0.7 64.0+1.2 66.7+0.7
DiffPo-C [1] Abs 44.0£12 66.0+23 78.7+0.7 4.0+00 6.0+1.2 30.0£12 52.0+12 587+13 733£24 427+0.7 58.7+13 653+24
DiffPo-T [1] 7 473407 60.7+1.8 747+£27 0.7£07 4.0+0.0 427+£13 48.0£12 60.0£12 76.0£12 30.0£12 427+29 63.3+0.7
DP3 [20] 34.0+4.0 453+4.1 68.7+24 0.040.0 0.740.7 3.340.7 54.0+3.1 70.7+4.1 86.7+0.7 21.3+2.7 32.7+1.8 52.7+4.4
ACT [51] 193424 333424 640423 0.04+0.0 3.340.7 24.043.1 38.04+4.2 54.041.2 70.74+1.3 23.34+0.7 31.3+1.3 56.04+2.0
EquiDiff (Vo) 553407 593£0.7 64.0+0.0 47407 53407 547435 64.0+1.2 62.0+1.2 67.3+1.3 39.3+0.7 43.3+1.8 62.0+1.2
EquiDiff (Im) Rel 40.74£0.7 587418 66.0+£12 13407 4.7+0.7 593+4.8 48.7+27 52.0+35 68.7+24 293+29 36.0+12 653+24
DiffPo-C [1] 427418 507+1.8 66.7+£29 20+12 2.0+00 200+12 433+18 54.0+12 653+1.8 253£0.7 39.3+1.8 54.7+0.7
BCRNN [2] 37.0+£1.0 52.0+2.0 76.0+2.3 0.04+0.0 5.340.7 27.0+1.0 32.0+0.0 42.74+0.7 72.0+2.3 19.3+0.7 39.0+1.0 66.71+0.7

Kitchen D1 Nut Assembly DO Pick Place DO Coffee Preparation D1

Method Ctrl 100 200 1000 100 200 1000 100 200 1000 100 200 1000

EquiDiff (Vo) 853+0.7 89.3£0.7 88.0+2.3 67.3+0.9 77.0+0.0 83.31+0.7 57.7+1.8 68.5+0.6 82.2+0.8 80.0+1.2 83.3+1.8 85.3+1.8
EquiDiff (Im) 673+0.7 76.7+33 81.3+0.7 74.0+1.2 85.0+1.5 93.7+0.9 41.7+3.2 742432 92.0+1.2 76.7+0.7 82.7+0.7 85.310.7
DiffPo-C [1] Abs 66.7+£2.4 84.7+0.7 86.7+1.8 547423 68.0+2.6 83.0+1.5 35.342.2 65.0+2.8 82.7+0.6 65.31+0.7 62.04+4.2 58.043.1
DiffPo-T [1] 7 540423 753407 81.3+24 30.7£5.0 323£52 457+59 147+£15 365+£13 50.0£6.0 38.0+£2.0 51.3+1.8 76.0+6.0
DP3 [20] 447418 713424 913424 157+£13 237434 57.7£19 117409 15.0+1.7 34.0+£0.0 10.0£2.3 22.0+53 63.31+4.1
ACT [51] 373435 60.7+£3.5 87.31+3.5 423429 63.743.5 8431409 7.240.9 17.24+1.1 50.0+2.9 32.0+2.0 46.0+3.1 64.7+2.4
EquiDiff (Vo) 69.3+1.8 827+13 89.31+1.8 53.0+1.0 65.0+2.0 72.0+2.0 40.3+1.6 58.24+0.9 78.84+0.8 48.0+1.2 70.7+2.9 73.3+1.8
EquiDiff (Im) Rel 60.7+£1.3 72.0+3.1 82.742.7 443+1.2 653+1.5 87.3+0.9 29.3+3.1 54.7+1.5 91.3+1.2 48.7+1.3 59.3+2.4 79.31+0.7
DiffPo-C [1] € 420423 640450 81313 417427 620415 753+£12 347411 58710 822425 42.043.1 527433 513+18
BCRNN [2] 313429 46.7+6.7 80.7+1.3 353407 58.04+2.1 85.041.2 21.240.7 41.049.0 77.3+2.5 14.04+1.2 32.04+1.2 60.744.1

Table 6: The performance of our Equivariant Diffusion Policy compared with the baselines in simu-
lation. We experiment with 100, 200, and 1000 demos in each environment and report the maximum
task success rate among 50 evaluations throughout training. Results averaged over three seeds. +
indicates standard error.

weight of 10, batch size of 64 with learning rate of 5 x 10~°, and no temporal aggregation, following
the tuning tips provided by the authors. See Table 5 for the observation format, observation step,
action prediction step, and action execution step for all methods.

In the real-world experiments, we use a batch size of 64, one step of observation, and disable the
EMA. We use DDIM [56] with 100 denoising steps for training and 16 denoising steps for evalua-
tion. The other hyper-parameters stay the same as in simulation.

G Simulation Experiment Result with Standard Error

Table 6 shows the same result in Table 1 with the standard error.

H Ablation Study

We perform an ablation study regarding the equivariant structure and the voxel input in our method.
We consider the following four candidates: 1) Ours: our Equivariant Diffusion Policy with voxel
input; 2) Ours no Voxel: our Equivariant Diffusion Policy with RGB input; 3) Ours no Equi.: the
baseline Diffusion Policy with voxel input; 4) Ours no Voxel no Equi.: the baseline Diffusion Policy
with RGB input, same as [1]. Table 7 shows the result and Table 8 shows the average over all 12 en-
vironments. Though both the equivariant structure and the voxel input contribute to the performance
improvement of our method, the equivariant structure plays a more important rule, as removing it
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Stack D1 Stack Three D1 Square D2 Threading D2

Ablation Method Ctrl Obs 100 200 1000 100 200 1000 100 200 1000 100 200 1000
- EquiDiff (Vo) Voxel 99 100 100 75 91 91 39 48 63 39 53 55
No Voxel EquiDiff (Im) Abs RGB 93 100 100 55 77 96 25 41 60 22 40 59
No Equi. DiffPo-C (Vo) Voxel 87 99 100 33 79 94 10 24 60 19 43 54
No Voxel No Equi.  DiffPo-C [1] RGB 76 97 100 38 72 94 8 19 46 17 35 59
Coffee D2 Three Pc. Asse. D2 Hammer Cleanup D1 Mug Cleanup D1
Ablation Method Ctrl Obs 100 200 1000 100 200 1000 100 200 1000 100 200 1000
- EquiDiff (Vo) Voxel 65 73 76 37 58 71 70 66 73 53 65 68
No Voxel EquiDiff (Im) Abs RGB 60 79 76 15 39 69 65 63 77 49 64 67
No Equi. DiffPo-C (Vo) Voxel 50 72 75 2 5 50 54 64 76 47 58 66
No Voxel No Equi. DiffPo-C [1] RGB 44 66 79 4 6 30 52 59 73 43 59 65
Kitchen D1 Nut Assembly DO Pick Place DO Coffee Prep. D1
Ablation Method Ctrl Obs 100 200 1000 100 200 1000 100 200 1000 100 200 1000
- EquiDiff (Vo) Voxel 85 89 88 67 71 83 58 69 82 80 83 85
No Voxel EquiDiff (Im) Ab RGB 67 71 81 74 85 94 42 74 92 77 83 85
No Equi. DiffPo-C (Vo) s Voxel 82 87 87 66 77 84 41 67 84 65 75 77
No Voxel No Equi. DiffPo-C [1] RGB 67 85 87 55 68 83 35 65 83 65 62 58

Table 7: The ablation study that ablates the voxel input and the equivariant structure in our method.
We experiment with 100, 200, and 1000 demos in each environment and report the maximum task
success rate among 50 evaluations throughout training. Results averaged over three seeds.

Average over 12 Environments

Ablation Method Ctrl 100 200 1000
- EquiDiff (Vo) 63.9 72.6 719
No Voxel EquiDiff (Im) 53.7(-10.3) 68.5(-4.1) 79.7 (+1.8)
No Equi. DiffPo-C (Vo) S 463 (-17.6) 62.5(-10.1) 75.6 (-2.3)
No Voxel No Equi.  DiffPo-C [1] 42.0(-21.9) 57.8(-14.8) 71.4(-6.5)

Table 8: The average performance over 12 tasks of the ablation study. Number in parenthesis shows
the performance difference after removing different components in our Equivariant Diffusion Policy
with voxel input.

(No Equi.) lead to a more significant performance drop compared with removing the voxel input
(No Voxel). Note that by using the voxel input, Diffpo-C (Vo) is marginally better than the original
Diffusion Policy (DiffPo-C), thus we use Diffpo-C (Vo) as the baseline in our robot experiment in
Section 5.3.

I Implementing Equivariance via Data Augmentation

In this section, we evaluate implementing equivariance through data augmentation instead of using
equivariant networks. Specifically, we applied random rotation data augmentation based on our anal-
ysis in Sections 4.1 and 4.2 to a standard, unconstrained CNN. We then compared this CNN + Aug
baseline against using equivariant neural networks (Equi. Net) and not implementing equivariance
at all (CNN).

As is shown in Table 9, CNN + Aug can achieve good performance, occasionally even outperforming
equivariant networks in simpler tasks like Stack and Stack Three. However, it performs poorly in
more challenging tasks. When averaged across 12 environments, CNN + Aug performs better than
CNN but still underperforms compared to Equi. Net by a significant margin.

J SE(2) Action Space Variation

In this section, we evaluate a variation of our Equivariant Diffusion Policy in an SE(2) (with z trans-
lation) action space to demonstrate the necessity of leveraging an SE(3) action space. Specifically,
the SE(2) agent only learns the top-down rotation and the out-of-plane rotations will be constantly
set to 0. As is shown in Table 10, the SE(2) variation achieves a similar performance as the SE(3)
version in Stack Three, as the demonstration data in this task has the least amount of out-of-plane
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Method Obs Stack D1 Stack Three D1 Square D2 Threading D2

Equi. Net (Vo) Voxel 98.740.7 74.74+4.4 38.74+1.3 38.740.7
CNN + Aug (Vo) Voxel 99.3£0.7 84.0+1.2 36.0£1.2 30.7+£1.8
CNN (Vo) Voxel 86.7+1.3 33.3+1.8 10.0£2.0 19.3£24
Equi. Net (Im) RGB 93.31+0.7 547452 25.34+8.7 22.0+1.2
CNN + Aug (Im) RGB 98.7£0.7 68.0£1.2 26.7+£1.8 22.0+£1.2
CNN (Im) RGB 76.0£4.0 38.0£0.0 8.0£1.2 17.3£1.8
Method Obs Coffee D2 Three Pc. Asse. D2 Hammer Cleanup D1 Mug Cleanup D1
Equi. Net (Vo) Voxel 64.740.7 37.34+2.7 70.0+2.0 527413
CNN + Aug (Vo) Voxel 56.7+2.9 7.3£0.7 70.7+1.8 52.0+1.2
CNN (Vo) Voxel 50.0+3.1 2.0+£0.0 54.0+3.1 46.740.7
Equi. Net (Im) RGB 60.0+2.0 1534+1.8 65.31+0.7 49.340.7
CNN + Aug (Im) RGB 58.0+1.2 53407 61.3+29 50.0+1.2
CNN (Im) RGB 44.0+1.2 4.040.0 52.0+1.2 42.740.7
Method Obs Kitchen D1 Nut Assembly DO Pick Place DO Coffee Prep. D1
Equi. Net (Vo) Voxel 85.340.7 67.3+0.9 57.7+£1.8 80.0+£1.2
CNN + Aug (Vo) Voxel 62.0+2.0 51.74+1.5 39.54+2.8 48.7+2.4
CNN (Vo) Voxel 82.042.3 66.04+1.7 40.8+1.9 65.34+0.7
Equi. Net (Im) RGB 67.31+0.7 74.0+1.2 417432 76.7+0.7
CNN + Aug (Im) RGB 473429 53.740.7 27.740.8 347429
CNN (Im) RGB 66.7+2.4 547423 353422 65.340.7

Method Obs Average over 12 Environments

Equi. Net (Vo) Voxel 63.9

CNN + Aug (Vo) Voxel 533

CNN (Vo) Voxel 46.3

Equi. Net (Im) RGB 53.7

CNN + Aug (Im) RGB 46.2

CNN (Im) RGB 42.0

Table 9: Comparing implementing equivariance via equivariant network or data augmentation. We
experiment with 100 demos in each environment and report the maximum task success rate among
50 evaluations throughout training. Results averaged over three seeds.

Stack Three D1~ Threading D2 Coffee Preparation D1

EquiDiff (Im), SE(3) Action 713 40.0 85.3
EquiDiff (Im), SE(2) Action 753 12.7 0.0

Table 10: Performance of Equivariant Diffusion Policy in SE(2) action space compared with SE(3)
action space. 200 demos are used in this experiment.

rotation (as shown in Table 4). On the other hand, the SE(2) variation significantly underperforms in
Threading, since the ability of wiggling the out-of-plane rotation helps the agent to precisely insert
the tool. In the end, the SE(2) agent cannot solve Coffee Preparation at all, because the task requires
a significant amount of out-of-plane rotation (as shown in Figure 9b).

K Robomimic Experiment

In this section, we compare our Equivariant Diffusion Policy with the original Diffusion Policy
across four Robomimic tasks (Figure 10). Both methods are trained with 100 Proficient-Human
(PH) demonstrations or 100 Multi-Human (MH) demonstrations. Other hyperparameters mirror
those used in our MimicGen experiment.

Table 11 shows the result. Our method achieves similar or slightly better performance compared to
the baseline Diffusion Policy. The improvements in Robomimic tasks are smaller than in Mimic-
Gen tasks. This is because the Robomimic tasks can be classified as Low-Equivariance Tasks (as
illustrated in Figure 5, bottom), with minimal randomness in the initial distribution (except for Lift),
making the symmetry in our method less advantageous.
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L

(a) Lift (b) Can (c) Square (d) Tool Hang

Figure 10: The experimental environments from Robomimic. The left image in each subfigure
shows the initial state of the environment; the right image shows the goal state.

Lift Can Square tool hang
100 PH 100 MH 100 PH 100 MH 100 PH 100 MH 100 PH

EquiDiff ~ 100.0+0.0  100.0+0.0 99.3+0.7 96.7£0.7 84.0%£1.2 76713  76.0£0.0 90.4+£23
DiffPo 100.0+£0.0  100.0£0.0  100.0£0.0  95.34+0.7  853+£0.7 70.7£0.7 64.0+58  87.9+32

Table 11: The performance of our Equivariant Diffusion Policy compared with the Diffusion Policy
baseline in Robomimic. We experiment with 100 Proficient-Human (PH) or Multi-Human (MH) de-
mos in each environment and report the maximum task success rate among 50 evaluations through-
out training. Results averaged over three seeds. & indicates standard error.

Average

L Real-Robot Environment Details

Figure 11 shows our real-world experimental platform containing a Franka Emika [53] and three
Intel Realsense[55] D455 cameras. Compared with simulation, we use a pair of fin-ray [54] gripper
fingers instead of the original Franka fingers. Figure 6 shows the five tasks in this experiment. In
Oven Opening, the oven is randomly initialized at one of the four borders of the workspace. In
Banana in Bowl, the initial poses of the banana and the bowl are both randomly sampled. In Trash
Sweeping, the robot needs to use a tool brush to sweep two pieces of crumpled paper out of its
workspace. The initial poses of the objects are randomly sampled. In Letter Alignment, the robot
needs to align the letters to form “AI”. The letter A is randomly initialized at one of the four corners
of the workspace, and the pose of the I is randomly sampled. In Hammer to Drawer, the robot needs
to open a drawer, pick up a hammer, place it inside the drawer, and close the drawer. The drawer
is initialized at one of the four borders of the workspace, and the hammer is randomly initialized at
the opposite side of the drawer. Lastly, we also evaluate a Bagel Baking task with an extremely long
time horizon, where the robot needs to open the oven, pull out the tray inside the oven, pick up the
bagel, place it inside the tray, close the tray, and close the oven. In this task, the oven is randomly
initialized at one of the three borders of the workspace (where we eliminate the side that is furthest
from the robot to avoid joint limits of the robot), and the bagel is randomly initialized along the
opposite side of the oven. The observation is a voxel grid with a resolution of 64 x 64 x 64 and the
gripper pose and open width. The voxel grid covers the (0.4m)3 workspace. During training, we
apply a random crop augmentation to crop the voxel grid to 58 x 58 x 58. In Banana in Bowl and
Trash Sweeping, we train the model with an additional random rotation augmentation. The baseline
is trained with the same data augmentation as our method.

M Generalization Experiment

In this experiment, we evaluate the generalizability of our Equivariant Diffusion Policy to unseen
object poses. We conduct this evaluation in the Bagel Baking experiment in the real world, where the
oven is initialized in three different poses during training (Fig 12a). At test time, we rotate the oven
to eight different, unseen poses (Fig 12b). We found that the learned policy can zero-shot generalize
to these unseen rotations, with the exception of the scenario where the oven is rotated to the bottom-
right corner. In this case, the policy is constrained by the robot’s joint limits. Specifically, the policy
was able to open the oven and pull out the tray, but when picking up the bagel, although the policy
could generate good gripper poses, the actions were infeasible for the robot due to joint limits. This
generalization demonstrates the power of the equivariant structure in our policy.
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Figure 11: Our real-robot platform contains a Franka Emika robot arm equipped with a pair of fin-
ray fingers, and three Intel Realsense D455 cameras.

(a) Oven Poses in Training Set

T

-

(b) Oven Poses in The Generalization Experiment

Figure 12: (a) The initial oven poses in the training set. (b) The oven poses in the generalization
experiment. Those poses are unseen during training. In both training and testing, the pose of the
bagel is random.
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