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Abstract

Quantitative Relative Judgment Aggregation (QRJA) is a new research topic in
(computational) social choice. In the QRJA model, agents provide judgments
on the relative quality of different candidates, and the goal is to aggregate these
judgments across all agents. In this work, our main conceptual contribution is to
explore the interplay between QRJA in a social choice context and its application
to ranking prediction. We observe that in QRJA, judges do not have to be people
with subjective opinions; for example, a race can be viewed as a “judgment” on
the contestants’ relative abilities. This allows us to aggregate results from multiple
races to evaluate the contestants’ true qualities. At a technical level, we introduce
new aggregation rules for QRJA and study their structural and computational prop-
erties. We evaluate the proposed methods on data from various real races and show
that QRJA-based methods offer effective and interpretable ranking predictions.

1 Introduction

In voting theory, each voter ranks a set of candidates, and a voting rule maps the vector of rankings
to either a winning candidate or an aggregate ranking of all the candidates. There has been signif-
icant interaction between computer scientists interested in voting theory and the learning-to-rank
community. The learning-to-rank community is interested in problems such as ranking webpages in
response to a search query, or ranking recommendations to a user (see, e.g.,|Liu/[2009]). Another
problem of interest is to aggregate multiple rankings into a single one, for example combining the
ranking results from different algorithms (“voters”) into a single meta-ranking. While the interests of
the communities may differ, e.g., the learning-to-rank community is less concerned about strategic
aspects of voting, a natural intersection point for these two communities is a model where there is
a latent “true” ranking of the candidates, of which all the votes are just noisy observations. Conse-
quently, it is natural to try to estimate the true ranking based on the received rankings, and such an
estimation procedure corresponds to a voting rule. (See, e.g.,Young [1995]]; Conitzer and Sandholm
[2005[]; Meila et al.| [2007]; [Conitzer et al.|[2009]; Caragiannis et al.|[2013]];|Soufiani et al.|[[2014]];
Xial [[2016]], and |[Elkind and Slinkol[2015]] for an overview.)

Voting rules are just one type of mechanism in the broader field of social choice, which studies
the broader problem of making decisions based on the opinions and preferences of multiple agents.
Such opinions are not necessarily represented as rankings. For example, in judgment aggregation
(see [Endriss| [20135]] for an overview), judges assess whether certain propositions are true or false,
and the goal is to aggregate these judgments into logically consistent statements. The observation
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that other types of input are aggregated in social choice prompts the natural question of whether
analogous problems exist in statistics and machine learning (as is the case with ranking aggregation).

In this paper, we focus on a relatively new model in social choice, the quantitative judgment
aggregation problem [[Conitzer et al.| 2015/ 2016]]. In this problem, the goal is to aggregate relative
quantitative judgments: for example, one agent may value the life of a 20-year-old at 2 times the
life of a 50-year-old (say in the context of self-driving cars making decisions) [Noothigattu ef al.|
2018]]; another example could be that an agent judges that “using 1 unit of gasoline is as bad as
creating 3 units of landfill trash” (in a societal tradeoff context) [|Conitzer ef al.,|2016]. Quantitative
judgment aggregation has been considered in the area of automated moral decision-making, where an
Al system may choose a course of action based on data about human judgments in similar scenarios.

An important conceptual difference between this work and previous studies on quantitative judgment
aggregation is that we observe that relative “judgments” can be produced by a process other than
a subjective agent reporting them, which is the standard assumption in social choice. To illustrate,
consider a race in which contestant A finishes at 20:00 and contestant B at 30:00. In this race, the
“judgment” is that A is 10:00 faster than B. This key observation allows us to bring the social choice
community and the learning-to-rank community closer together, by applying existing social choice
formulations of quantitative judgment aggregation to the problem of ranking prediction.

Under this new perspective, the formulation of quantitative judgment aggregation can be applied a set
of new scenarios, like ranking contestants using “judgments” from past races, or ranking products
based on “judgments” from their sales data. We are interested in aggregating such “judgments” from
past data, and using them to predict future rankings. Given the different motivations, some important
aspects in a social choice context are less important in our setting. For example, social choice is often
concerned with agents strategically misreporting, but this is less relevant in our setting because the
“judgments” considered in our setting are not strategic.

Our Contributions. We summarize our main contributions below: (1) Conceptually, we apply
social-choice-motivated solution concepts to the problem of ranking prediction, which creates a
bridge between research typically done in the social choice and the learning-to-rank communities. (2)
We pose and study the problem of quantitative relative judgment aggregation (QRJA) in Section
which generalizes models from previous work [Conitzer ef al.,2015,[2016]]. (3) Theoretically, we
focus on £, QRJA, an important subclass of QRJA problems. We (almost) settle the computational
complexity of £, QRJA in Section proving that £, QRJA is solvable in almost-linear time when
p > 1, and is NP-hard when p < 1. (4) Empirically, we focus on ¢; and /5 QRJA. We conduct
extensive experiments on a wide range of real-world datasets in Section [5]to compare the performance
of QRIJA with several other commonly used methods, showing the effectiveness of QRJA in practice.

2 Motivating Examples

To better motivate our study and help readers understand the problem, we first consider simple
mean/median approaches for aggregating quantitative judgments and illustrate their limitations
through three examples.

Example 1. When each race has some common “difficulty” factor (e.g. how hilly a marathon route
is), if a contestant only participates in the “easy” races (or only the “hard” races), simply taking the
median or mean of historical performance will return biased estimates, as illustrated in Figurem

Contestant \ Race | Boston New York Chicago
Alice 4:00:00  4:10:00 3:50:00

Bob 4:11:00 4:18:00 4:01:00
Charlie 4:09:00

Figure 1: Bob finishes earlier than Charlie in the Chicago race, which suggests that Bob runs
marathons faster than Charlie. However, if we simply calculate the mean or median of all available
data, Charlie’s mean/median finishing time will be faster than Bob’s. This is because, Charlie
participated only in the Chicago race, where conditions were more favorable.

Example 2. Suppose past data shows that Alice has beaten Bob in some race, and Bob has beaten
Charlie in another race. If we have never seen Alice and Charlie competing in the same race, we may
want to predict that Alice runs faster than Charlie (see Figure[2). However, when comparing Alice



and Charlie, simple measures like median and mean effectively ignore the data on Bob, even though
Bob’s data can provide useful information for this comparison.

Contestant \ Race | Boston New York Chicago
Alice 4:10:00

Bob 4:11:00  4:18:00 4:01:00

Charlie 4:09:00

Figure 2: The same results as in Figure|l} but with some data missing. If we only look at the data on
Alice and Charlie, it is difficult to judge who is the faster runner. If anything, Charlie appears to be
slightly faster. However, if we know Bob’s results in these races, then transitivity suggests that Alice
runs faster than Charlie.

Example 3. When the variance of the races’ difficulty is much higher than the variance in the
contestants’ performance, taking the median will essentially focus on the result of a single race (with
median difficulty) and may throw away useful information as shown in Figure 3]

Contestant \ Race | Boston New York Chicago
Alice 4:00:00 4:10:00 3:50:00

Bob 4:11:00 4:18:00 4:01:00
Charlie 4:10:00 4:32:00 4:09:00

Figure 3: In this example, the races’ difficulty has high variance, and everyone’s median time is in
Boston. Based on this, we would predict Charlie to be faster than Bob. However, if we consider the
other two races, overall it seems that Bob runs faster than Charlie.

QRIJA addresses the above issues by considering relative performance instead of absolute performance.
More specifically, each race provides a judgment of the form “A runs faster than B by Y minutes” for
every pair of contestants (A, B) that participated in this race.

3 Problem Formulation

In this section, we formally define the Quantitative Relative Judgment Aggregation (QRJA) problem.
We start with the definition of its input.

Definition 1 (Quantitative Relative Judgment). For a set of n candidates N = {1,...,n}, a
quantitative relative judgment is a tuple J = (a, b, y), denoting a judgment that candidate a € N is
better than candidate b € N by y € R units.

The input of QRJA is a set of quantitative relative judgments to be aggregated. We model the
aggregation result as a vector x € R", where z; is the single-dimensional evaluation of candidate .
The aggregation result should be consistent with the input judgments as much as possible, i.e., for a
quantitative relative judgment (a, b, y), we want |z, — x, — y| to be small. We use a loss function
f(|za —xp —y|) to measure the inconsistency between the aggregation result and the input judgments.
The aggregation result should minimize the weighted total loss. Formally, we define QRJA as follows.

Definition 2 (Quantitative Relative Judgment Aggregation (QRJA)). Consider n candidates N =
{1,...,n} and m quantitative relative judgments J = (Jy,. .., Jp,) withweights w = (w1, ..., W)
where J; = (a;,b;, y;). The quantitative relative judgment aggregation problem with loss function
[ : R0 — Rxg asks for a vector x € R™ that minimizes >, w; f (|zq; — zv, — Yi).

Previous work [Conitzer et al.| [2015] 2016} Zhang et al.,[2019]] studied a special case of QRJA where
f(t) = t. In this work, we broaden the scope and study QRJA with more general loss functions. We
first note that when the loss function f is convex, QRJA can be formulated as a convex optimization
problem. Consequently, one can use standard convex optimization methods like gradient descent or
the ellipsoid method to solve QRJA in polynomial time.

However, general-purpose convex optimization methods are often very slow when the numbers
of candidates n and judgments m are large. For this reason, we focus on £, QRJA, an important
subclass of QRJA problems with loss function f(¢) = ¢*. Our theoretical analysis (almost) settles
the computational complexity of £, QRIJA for all p > 0. We show that £, QRJA is solvable in



almost-linear time when p > 1, and is NP-hard when p < 1. Our experiments focus on comparing ¢;
and ¢5 QRJA with various baselines in social choice and machine learning. We conduct extensive
experiments on a wide range of real-world data sets.

4 Theoretical Aspects of /, QRJA

In this section, we study the theoretical aspects of £, QRJA, providing a clean and (almost) tight
characterization of the computational complexity of £, QRJA for different values of p. Recall that n
is the number of candidates and m is the number of judgments. Note that n < 2m.

In Section , we prove that for all p > 1, £, QRJA can be solved in almost-linear time O(m1+°(1)).
In Section 4.2} we show that when p < 1, £, QRJA is NP-hard and there is no FPTAS [ﬂunless P=

NP. Additionally, in Appendix |A} we show that if 1 < p < 2 and m > n, we can reduce m to 6(11)
while incurring a small error.

4.1 /, QRJA in Almost-Linear Time When p > 1

We first show that when p > 1, £, QRJA can be solved in O(m1+"(1)) time, i.e., in time almost linear
in the size of the input. Note that to solve £, QRJA with p > 1 in polynomial time, one can formulate
the problem as an £, regression problem and apply general-purpose techniques for £, regression, e.g.,
[Bubeck et al.l|2018; |Adil et al.| 2024]. However, these methods would result in a running time that
is Q(m + n*), where w > 2 is the matrix multiplication exponent. This is significantly slower than
almost-linear time. Our approach leverages the additional structure of the QRJA problem, and utilizes
the recent advancements in faster algorithms for (directed) maximum flow [[Chen et al., 2022].

Theorem 1. Let p > 1 be an absolute constant. Consider £, QRJA in Deﬁnitionwith loss function
f(t) = tP. Assume all input numbers are polynomially bounded in m. We can solve £, QRJA in time

O(m*t°M) with exp(— log® m) additive error for any constant ¢ > 0.

Proof of Theorem We first prove the theorem for p > 1. We will prove the p = 1 case in
Appendix [B.1} Let Sinpuc = (1, m, (w;) ™1, (4:)™, ). We assume m is sufficiently large, and that c is
a sufficiently large constant such that Vv € Sinpu, either v = 0 or 1/m® < |v| < m®.

Consider an ¢, QRJA instance (N,J, w) where J = (J1, ..., Jp,) and J; = (a;, b;, y;), We construct
amatrix A € R™*" and a vector z € R™ as follows:

Y/ Wi lfj = a;
Ajj =S —vw; ifj=b , z= Jwy;. (1)

0 otherwise

Given A and z, the £, QRJA problem can be formulated as

p

P b

m
min Ewibjai — 2y, — ;" = min [[Ax 2
-

We will show how to find x in time O(m!*+°(})) such that

. * 2c
[Ax —z|, < II)I(I*HHAX — z|, + exp(—log™ m).

We first write the optimization as

sl @

min ||[Ax —z|| = min
xeR™ p xER™,seR™ s=Ax

The Lagrangian dual of (2)) is

weminmax (], +£7(s — (Ax ~2))).

"Fully Polynomial-Time Approximation Scheme.
>The O(-) notation hides logarithmic factors in its argument.



Note that s = Ax — z is enforced; otherwise the inner maximization problem is unbounded. Let

[[[|, be the dual norm of [|-[| ,, i.e., % + % = 1. (So ¢ > 1.) By strong duality,

. T _ _
R it (I8l €7~ (Ax =)

max {f—rz + min <Hs|| —|—fTs) — max fTAx}
ferm s€R™ p x€Rn

= max fz. 3)
feR™,ATF=0,|f||,<1

The last step follows from the fact that the value of (minser= [|s|[, + fTs)is 0if [£]l, < 1and —occ
otherwise, and that maxycr» f ' Ax is unbounded if A Tf # 0.

We will show that the dual program (3) can be solved near-optimally in almost-linear time (Lemmal[T}),
and given a near-optimal dual solution f € R™, a good primal solution x € R"™ can be computed in
linear time (Lemma [2). Theorem|I] follows directly from Lemmas|[I]and 2] ]
Lemma 1. We can find a feasible solution £ € R™ of (@) in time O(mH"(l)) with additive error
exp(— log® m).

Proof of Lemmal(I: Consider the following problem, which moves the norm constraint of (3) into
the objective:

max f'z— I£]]2 . 4)
feR™,ATf=0

(@) is closely related to ¢, norm mincost flow. Recent breakthrough in mincost flow [[Chen ef al.l
2022 showed that a feasible solution £t of (@) within error exp(—log'®®m) can be computed in
O(m!*+°M) time.
Suppose Hf t Hq > exp(—log" m), which we prove later. Notice that f' is a solution within error
exp(—log*“m) of
max flz.
feR*",ATf:o,\|f||q:||f*||q

Choosing f = fT/ HfTHq satisfies Lemma

To lower bound Hf T’

value of (@) is at least £* 'z — 1 and ' is near-optimal for (@), we have £, > £* Tz — 2 and thus
[[£7]], > 1/3. When T2 < 3, we will show £t ' z > exp(— log® m), so [£7]], = exp(~log™ m).

. let £* be the optimal solution of (3). When f *Tyg > 3, because the optimal

To show f1 'z > exp(— log® m), we only need to show that the optimal value of (@) is at least

exp(— log®® m). We can assume w.L.o.g. that f* " z > exp(—log®® m), otherwise there is a primal
solution x almost consistent with all judgments, which is easy to approximate. Note that when
scaling down f*, ||f* HZ scales faster than £* ' z. Let f’ = kf* with k = exp(— log®®m). We have
'z — 1£]g = k(f*Tz) — k9 > exp(— log™ m), where the last step assumes that 1 is sufficiently
large, in particular log® m > max{qf—l, q+1}. ]
Lemma 2. Given a solution f of (3) that satisfies Lemma([I} we can compute a vector x € R™ in
time O(m) such that

[Ax —z|, < min [AX" — 2|, + exp(— log m).

Proof of Lemma@: We assume w.l.o.g. that [|f]|, = 1.
Letv = f "z and consider

max  ®(f') where ®(f') =fz— - ||f'|". (5)
f'eR™ ATE =0 q a



Because f is a solution of () within error exp(— log® m), and max g v|f]l, — ¢ Hqu is achieved

when [|f||, = 1, we know that f is a solution of (5) within error exp(— log® m).

The first-order optimality condition of (5) guarantees that V®(f) is very close to a potential flow.
That is, we can find in O(mn) time a vector x € R”, such that | Ax — V®(f)|| , < exp(—log® m).
For this x,

[Ax — 2|, < [[VO(f) — 2], + [[Ax — VO(f) [,
=v+[|[Ax - VO(f)],
<v+ml|Ax—Vo(f)|
< v + exp(—log? m)

< min [[AX" —z|, + exp(— log®“m).

- x*ER"

The last inequality uses that v = f "z is a lower bound on the optimal value because f is a feasible
dual solution. |

4.2 NP-Hardness of ¢, QRJA When p < 1

In this section, we show that £, QRJA is NP-hard when p < 1 by reducing from Max-Cut. Note that
in this case, the loss function f(¢) = t? is no longer convex.

Definition 3 (Max-Cut). For an undirected graph G = (V, E), Max-Cut asks for a partition of V
into two sets S and T that the number of edges between S and T is maximized.

Reduction from Max-Cut to /, QRJA. Given a Max-Cut instance on an undirected graph G =
(V,E),letn =|V|,m = |E|, wy = ffp +1,and w; = nwy + 1.

We will construct an £, QRJA instance with n + 2 candidates V U {v(*),v®} and O(n + m)
quantitative relative judgments. Specifically, we add the following judgments:
o (v® ) 1) with weight w.
with weight wy foreach v € V.
v® w0

u, v, 1), (v,u, 1) with weight 1 for each (u,v) € E.

° with weight ws for eachu € V.

(
o (009, u,0
(
* (
In Appendix we will prove that the Max-Cut instance has a cut of size at least k if and only if
the constructed ¢, QRJA instance has a solution with loss at most nwsy + 2(m — k) + k2P, which
implies the following hardness result.

Theorem 2. For any p < 1, there exists a constant ¢ > 0 such that it is NP-hard to approximate ¢,
ORJA within a multiplicative factor of (1 + n%)

Theorem[Z] implies that there is no (multiplicative) FPTAS for £, QJA when p < 1 unless P = NP
This is because if a (1 4 ¢) solution can be computed in poly(m, 1/¢) time, then choosing e = %
gives a poly-time algorithm for Max-Cut.

S Experiments

We conduct experiments on real-world datasets to compare the performance of ¢; and ¢5 QRJA with
existing methods. We focus on ¢; and ¢, QRJA because the almost-linear time algorithm for general
values of p > 1 relies on very complicated galactic algorithms for ¢, norm mincost flow [|Chen ef al.|
2022]]. Although general-purpose convex optimization methods can also be used to solve £, QRIA,
they are not efficient enough for some of the large-scale datasets we use. All experiments are done on
a server with 56 CPU cores and 504G RAM. The experiments in Section [5|and Appendices [A]and
take around 2 weeks in total to run on this server. No GPU is used. All source code is available at
https://github.com/YixuanEvenXu/quantitative-judgment-aggregation.
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5.1 Experiments Setup

Datasets. We consider types of contests where events are reasonably frequent (so it makes sense to
predict future events based on past ones), and contest results contain numerical scores in addition to
rankings. Specifically, we use the four datasets listed below. We include additional experiments on
three more datasets in Appendix [C] and the copyright information of the datasets in Appendix

e Chess. This dataset contains the results of the Tata Steel Chess Tournament (https:
//tatasteelchess.com/, also historically known as the Hoogovens Tournament or the Corus
Chess Tournament) from 1983 to 2023 ﬂ Each contest is typically a round-robin tournament
among 10 to 14 contestants. A contestant’s numerical score is the contestant’s number of wins
in the tournament. There are 80 contests and 408 contestants in this dataset.

e F1. This dataset contains the results of Formula 1 races (https://www.formulal.com/) from
1950 to 2023. In each contest, we take all contestants who complete the whole race. There are
around 7 such contestants in each contest. A contestant’s numerical score is the negative of
his/her finishing time (in seconds). There are 878 contests and 261 contestants in this dataset.

e Marathon. This dataset contains the results of the Boston and New York Marathons from 2000
to 2023. We use the data from https://www.marathonguide. com/, which publishes results
of all major marathon events. Each contest usually involves more than 20000 contestants. We
take the 100 top-ranked contestants in each contest as our dataset. A contestant’s numerical
score is the negative of that contestant’s finishing time (in seconds). There are 44 contests and
2984 contestants.

e Codeforces. This dataset contains the results of Codeforces (https://codeforces.com), a
website hosting frequent online programming contests, from 2010 to 2023 (Codeforces Round
875). We consider only Division 1 contests, where only more skilled contestants can participate.
Each contest involves around 700 contestants. We take the 100 top-ranked contestants in each
contest as our dataset. A contestant’s numerical score is that contestant’s points in that contest.
There are 327 contests and 5338 contestants in total in this dataset.

Evaluation Metrics. For all the datasets we use, contests are naturally ordered chronologically.
We use the results of the first 7 — 1 contests to predict the results of the i-th contest. We apply the
following two metrics to evaluate the prediction performance of different algorithms.

e Ordinal Accuracy. This metric measures the percentage of correct relative ordinal predictions.
For each contest, we predict the ordinal results of all pairs of contestants that (i) have both
appeared before and (ii) have different numerical scores in the current contest. We compute the
percentage of correct predictions.

e Quantitative Loss. This metric measures the average absolute error[z_f] of relative quantitative
predictions. For each contest, we predict the difference in numerical scores of all pairs of
contestants that have both appeared before. We then compute the quantitative loss as the average
absolute error of the predictions. We normalize this number by the quantitative loss of the trivial
prediction that always predicts O for all pairs.

Implementation. We have implemented both ¢; and ¢, QRJA in Python. We use Gurobi Gurobi
Optimization, LLC| [2023]] and NetworkX [Hagberg et al|[2008] to implement /; QRJA and the
least-square regression implementation in SciPy [Jones ef al. 2014] to implement /5 QRIJA. To
transform the contest standings into a QRJA instance, we construct a quantitative relative judgment
J = (a,b,y) for each contest and each pair of contestants (a, b) with y being the score difference
between a and b in that contest. We set all weights to 1 to ensure fair comparison with benchmarks.

Benchmarks. We evaluate /1 and ¢, QRJA against several benchmark algorithms. Specifically, we
consider the natural one-dimensional aggregation methods Mean and Median, social choice methods
Borda and Kemeny-Young, and a common method for prediction, matrix factorization. We describe
how we apply these methods to our setting below.

3We choose the time frame of our datasets to be longer than the active period of most contestants to emphasize
that contestants come and go, but their past performance could help the prediction.

*We also include the experiment results using average squared error as the quantitative metric in Appendix
The relative performance of the tested algorithms on these two metrics are similar.
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re 4: Ordinal accuracy and quantitative loss of the algorithms on all four datasets. Error bars

are not shown here as the algorithms are deterministic. The results show that both versions of QRJA
perform consistently well across the tested datasets.

Mean and Median. For every contestant in the training set, we take the mean or median of that
contestant’s scores in training contests. We then make predictions based on differences between
these mean or median scores. In one-dimensional environments like ours, means and medians
are considered to be among the best imputation methods for various tasks (see, e.g.,
Diehr} 2003, [Shrive et al} 2006).

The Borda rule. The Borda rule is a voting rule that takes rankings as input and produces a
ranking as output. We use a normalized version of the Borda rule. The ¢-th ranked contestant in
_1)

contest j receives 1 — 2:—71 points, where n; is the number of contestants in the contest. The
J

aggregated ranking result is obtained by sorting the contestants by their total number of points.
The Kemeny-Young rule. [Kemenyl, [1959; [Young and Levenglickl, [1978};[Young}, [T988]|. The
Kemeny-Young rule is a voting rule that takes multiple (partial) rankings of the contestants as
input and produces a ranking as output. Specifically, it outputs a ranking that minimizes the
number of disagreements on pairs of contestants with the input rankings. Finding the optimal
Kemeny-Young ranking is known to be NP-hard Bartholdi ez al[T989]. In our experiments, we
use Gurobi to solve the mixed-integer program formulation of the Kemeny-Young rule given in
Conitzer et al|[2006]. As this method is still computationally expensive and can only scale to
hundreds of contestants, for each contest we predict, we only keep the contestants within that
specific contest and discard all other contestants to run Kemeny-Young.

Matrix Factorization (MF). Matrix factorization takes as input a matrix with missing entries
and outputs a prediction of the whole matrix. Every row is a contestant and every column is a
race. The score of a contestant in a race is the entry in the corresponding row and column. We
implement several variants of MF and report results for one variant (Koren ez al| [2009]), as
other variants have comparable or worse performance. For implementation details and other
variants, see Appendix [C.4]

Many other, related approaches deserve mention in this context. But we do not include them in the

benc

hmarks because they do not exactly fit our setting or motivation. For example, the seminal Elo

rating system 1978] as well as many other methods [Maher] [1982]]; [Karlis and Ntzoufras| [2008];
Guo et al.|[2012]]; Hunter and others| [2004]] can all predict the results of pairwise matches in, e.g.,




chess and football. However, they are not originally designed for predicting the results of contests
with more than two contestants.

5.2 [Experiment Results

The complete experimental results of all algorithms on the four datasets are shown in Fig. ] Note
that Borda and Kemeny-Young do not make quantitative predictions, so they are not included in

Figs. [4b] [4d] [4f and [4h]

The performance of QRJA. As shown in Fig.[d] both versions of QRJA perform consistently well
across the tested datasets. They are always among the best algorithms in terms of both ordinal
accuracy and quantitative loss.

The performance of Mean and Median. In terms of ordinal accuracy, Mean and Median do well on
Marathon, but are not among the best algorithms on other datasets, especially on F1 (for both) and
Codeforces (for Median). Moreover, for quantitative loss, they are never among the best algorithms.

The performance of Borda and Kemeny-Young. Borda and Kemeny-Young do not make quan-
titative predictions, so we only compare them with other algorithms in terms of ordinal accuracy.
As shown in Fig. 4 Borda and Kemeny-Young perform very well on F1, but are not among the
best algorithms on other datasets. By only using rankings as input, Borda and Kemeny-Young are
more robust on datasets where contestants’ performance varies a lot. However, they fail to utilize the
quantitative information on other datasets.

The performance of Matrix Factorization (MF). MF works well across the tested datasets in terms
of both metrics. In all of our four datasets, it has performance comparable to QRJA. The advantage of
QRIJA over MF is the interpretability of its model. The variables in QRJA have clear meanings - they
can be interpreted as the strength of each contestant - in contrast to the latent factors and features in
MF, which are harder to interpret. Additionally, we observe in Appendix that /1 QRJA is more
robust to large variance in contestants’ performance than MF.

Summary of experimental results. In summary, both MF and QRJA are never significantly worse
than the best-performing algorithm on any of the tested datasets, unlike the other benchmark methods.
QRIJA additionally offers an interpretable model. This shows that QRJA is an effective method for
making predictions on contest results.

6 Related Work

Random utility models. Random utility models (Fahandar et al.|[2017]);|Zhao et al.|[2018]]) explicitly
reason about the contestants being numerically different from each other, e.g., one contestant is
generally 1.1 times as fast as another. However, they are still designed for settings in which the only
input data we have is ranking data, rather than numerical data such as finishing times. Moreover,
random utility models generally do not model common factors, such as a given race being tough and
therefore resulting in higher finishing times for everyone.

Matrix completion. Richer models considered in recommendation systems appear too general for
the scenarios we have in mind. Matrix completion |[Rennie and Srebrol [2005]]; (Candes and Recht;
[2009] is a popular approach in collaborative filtering, where the goal is to recover missing entries
given a partially-observed low-rank matrix. While using higher ranks may lead to better predictions,
we want to model contestants in a single-dimensional way, which is necessary for interpretability
purposes (the single parameter being interpreted as the “quality” of the contestant).

Preference learning. In preference learning, we train on a subset of items that have preferences
toward labels and predict the preferences for all items (see, e.g., Pahikkala et al|[2009]). One
high-level difference is that preference learning tends to use existing methodologies in machine
learning to learn rankings. In contrast, our methods (as well as those in previous work |Conitzer
et al.|[2015}2016])) are social-choice-theoretically well motivated. In addition, our methods are
designed for quantitative predictions, while the main objective of preference learning is to learn
ordinal predictions.

Elo and TrueSKkill. Empirical methods, such as the Elo rating system |Elo| [[1978|] and Microsoft’s
TrueSkill Herbrich et al.| [2000], have been developed to maintain rankings of players in various
forms of games. Unlike QRJA, these methods focus more on the online aspects of the problem, i.e.,



how to properly update scores after each game. While under specific statistical assumptions, these
methods can in principle predict the outcome of a future game, they are not designed for making
ordinal or quantitative predictions in their nature.

7 Conclusion

In this paper, we conduct a thorough investigation of QRJA (Quantitative Relative Judgment Ag-
gregation). We pose and study QRJA and focus on an important subclass of problems, £, QRIJA.
Our theoretical analysis shows that £, QRJA can be solved in almost-linear time when p > 1, and
is NP-hard when p < 1. Empirically, we conduct experiments on real-world datasets to show that
QRJA-based methods are effective for predicting contest results. As mentioned before, the almost-
linear time algorithm for general values of p # 1, 2 relies on very complicated galactic algorithms.
An interesting avenue for future work would be to develop fast (e.g., nearly-linear time) algorithms
for £, QRJA with p # 1, 2 that are more practical, and evaluate their empirical performance.

Broader Impacts. We expect our work to have a mostly positive social impact by providing an
effective and interpretable method for aggregating quantitative relative judgments that can be used in
applications such as predicting contest results. While for specific applications, certain desiderata may
be not met by QRIJA, we allow users (e.g., contest organizers) to set different weights for different
judgments, which can be used to reflect the importance of different contests.
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A Subsampling Judgments

A.1  Subsampling Judgments When p € [1, 2]

In this section, we show that for p € [1, 2], we can reduce the number of judgments while incurring a
small approximation error by subsampling the input judgments.

Algorithm 1 Subsampling Judgments

Input: ¢, QRIJA instance (N, J, w), subsample count M € N, and subsampling weights s € R™.
Output: ¢, QRJA instance (N,J’, w’).

1: Letg; + Esig foreachi € {1,2,...,m}.

j=157

2: fori € {1,2,...,M} do
3:  Sample z € {1,2,...,m} with probability ¢,.
4:  LetJ! + J, and w} < 7=
5
6

M-qy*
: end for
: return (N, J',w').

Algorithm (1] takes as input an £, QRJA instance, a parameter M, and a vector s € R™. It then
samples M judgments from the input instance (with replacements) with probability proportional to s,
and outputs a new £, QRJA instance with the sampled judgments. The weight of any judgment in the
output instance is divided by its expected number of occurrences in the output instance, so that the
expected total weight of any judgment is preserved after subsampling.

Theorem 3. Fix absolute constants p € [1,2] and € > 0. Given any £, QRJA instance (N, J, w),

we can compute subsampling weights s € R™ in time O(m + n”"’o(l)), where w is the matrix

multiplication exponent. For these weights s and M = O(n), Algorithm|l|\with high probability
outputs an £, QRJA instance (N, J', w') whose optimal solution is an (1 + €)-approximate solution
of the original instance.

To obtain the theoretical guarantee of Algorithm[I] we use the Lewis weights mentioned in (Cohen
and Peng [2015])) as vector s. Empirically, we also find that simply setting s as an all-ones vector
works well in many real-world datasets (see Appendix [A.2)).

Proof of Theorem For an £, QRJA instance (N, J, w), define matrix A € R™*(n+1)

e —Ywy; ifj=n+1
0 otherwise.

The Lewis weights for this £, QRJA instance is defined as the unique vector s € R™ such that for
eachi € {1,2,...,m},

a; (ATsl_%A) “1aT = /P
where S = diag(s) and a; is the i-th row of A.

The existence and uniqueness of such weights are first shown in|Lewis| [1978]]. In|Cohen and Peng
[2015]], the authors show that for p € [1, 2], the Lewis weights can be computed in O(nnz(A) +
n@to)) = O(m + n@t°M)) time.

For x € R™, we have
x
[ [3

Thus the £, QRJA loss is always equal to ||Ax||§ for some x € R™™1. The theorem then follows
from the £, Matrix Concentration Bounds in|Cohen and Peng| [2015]]. |

P m
= Zwi|wai — Ty, — yi|p'
p i=1
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A.2 Subsampling Experiments

We also conduct experiments to test the performance of our subsampling algorithm (Algorithm T},
which speeds up the (approximate) computation of QRJA on large datasets. In the experiments, we
specify the subsample rate «, let M = |m| and s be an all-ones vector in Algorithm

Experiment setup. We run /; and /5 QRJA with instances subsampled by Algorithm [I| on the
datasets. For each o = {0.1,0.2,...,1.0}, we run ¢; and > QRJA 10 times and report their average
performance on both metrics with error bars. Due to the space constraints, we only show the results
on Chess in Fig.[§]in this section. The results on other datasets are deferred to Appendix|[C.3]

0.68 ’/_,,__,__;/-l—-!-—q—-.

> ] ' !

go.66 7

goe4 +

2062 L2

0.60 02 04 0.6 08 10 02 04 0.6 0.8 1.0
Subsample Rate (a) Subsample Rate (a)
(a) £1 and ¢2 QRJA’s ordinal accuracy on Chess (b) £1 and ¢2 QRIJA’s quantitative loss on Chess

Figure 5: The performance of ¢; and ¢ QRJA on Chess after subsampling judgments using Al-
gorithm [1| with equal weights for all judgments. The subsample rate « means M = |am] in
Algorithm(T] Error bars indicate the standard deviation. The results show that Algorithm [T]can reduce
the number of judgments to a factor of 0.4 with a minor performance loss on Chess.

Experiment results. As is shown in Fig.[5] with equal weights for all judgments, Algorithm [I|can
reduce the number of judgments without significantly hurting the performance of ¢; and /5 QRJA
as long as the sampling rate « is not too small (> 0.4 for Chess). This shows that Algorithm I]is a
practical algorithm for subsampling judgments in QRJA. We also note that as the experiments show,
£5 QRIJA is more robust to subsampling than ¢; QRJA.

B Missing Proofs in Section 4]

B.1 Proof of Theorem /[

Theorem 1. Let p > 1 be an absolute constant. Consider {,, QRJA in Deﬁnitionwith loss function
f(t) = tP. Assume all input numbers are polynomially bounded in m. We can solve £, QRJA in time

O(m' M) with exp(— log® m) additive error for any constant ¢ > 0.
Proof of Theorem [I| (when p = 1): We proved Theorem[I]for p > 1 in Section[4.1] It remains to
consider p = 1.

When p = 1, the overall loss function of QRJA is a sum of absolute values of some linear terms. We
can therefore formulate /1 QRIJA as the following linear program (LP), as observed in [Zhang et al.,
2019]:

minimize ., w; (Z;r +z; )

subjectto 2}t > @, —xp, —yi Vi € [m]
Syt aw Vic [m]
zF >0,27 >0 Vi € [m]
x; €ER Vi € [n]

For this LP, [Zhang et al.| [[2019] gave a faster algorithm than using general-purpose LP solvers.

Lemma 3 (Zhang et al.|[2019). There is a reduction from £1 QRJA to Minimum Cost Flow with O(n)
vertices and O(m) edges in O(Tsssp(n, m, W)) time, where Tsssp(n, m, W) is the time required
to solve Single-Source Shortest Path with negative weights on a graph with n vertices, m edges, and
maximum absolute distance W.

Using this reduction (Lemma [3) together with the SSSP algorithm in Bernstein ez al| [2022]] and the
minimum cost flow algorithm in|Chen et al.|[2022]], we have an algorithm for ¢; QRJA that runs in
time O(m!' o), ]
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B.2 Proof of Theorem2]

Theorem 2. For any p < 1, there exists a constant ¢ > 0 such that it is NP-hard to approximate ¢,
ORJA within a multiplicative factor of (1 + ng)

Recall the reduction from Max-Cut to £, QRJA: Given an instance of Max-Cut with an undirected
graph G = (V,E), letn = |V|,m = |E| and let wy = ff"p + 1,w; = nws + 1. We construct

an instance of £, QRJA with n + 2 candidates V U {v(*), v} and O(n + m) quantitative relative
judgments. Specifically, we construct the followings judgments:

o (v, () 1) with weight w .

(
e (v, u,0) with weight w, for each u € V.
(
(

v® u, 0) with weight ws for each u € V.
u,v,1), (v,u, 1) with weight 1 for each (u,v) € E.

To show validity of the reduction above, we will first establish integrality of any optimal solution.
Lemma 4. Any optimal solution of the £, QRJA instance described in the above reduction is integral.
Moreover, all variables must be either 0 or 1 up to a global constant shift.
We need an inequality for the proof of Lemma 4]
Lemma 5. Foranyd € (0, 3], p € (0,1),

1—(1—d)? < pdP.

Proof of LemmafS} Fix p € (0,1). Let f(d) = pd? — 1 + (1 — d)P. We have
f1(d) = p(pd"™" — (1 = d)*71).

Note that f’ is decreasing for d € (0, 1). In other words, f is single peaked on (0, %] and continuous
at 0. Now we only have to check that f(0) > 0, which is trivial, and f (%) > 0. For the latter, let

g(p) = (p+1)0.57 — 1.

g(p) > 0 for p € [0, 1] since g(p) is concave on [0, 1] and g(0) = g(1) = 0. The lemma then follows.
|

We then proceed to prove Lemma 4]

Proof of LemmaEl]: Let z, be the potential of candidate a in £, QRJA. W.l.o.g. assume that in any
solution, x,sy = 0. We first show that if ) # 1, then moving it to 1 strictly improves the solution.
Suppose |z, — 1| = d. By moving 2, to 1, we decrease the loss on the judgment (v, (%) 1)
by wydP. For other judgments (v(), 1) incident on v, the loss increase by no more than wyd?,
since
|($U<t) + d) — :L’u|p S |£L'U(t) — (Eu|p + dp.
Overall, the cost decreases by at least
wid? — nwod? = dP > 0.

Now we show moving any fractional z,, to the closest value in {0, 1} strictly improves the solution.
There are two cases:

e z, €(0,1). Wlo.g. z, € (1, %] and we try to move it to 0 by a displacement of d = x,,. The
total loss on (v(®), u, 0) and (v*), u, 0) decreases by wo(dP + (1 — d)P — 1), while the total cost
on judgments of form (u, v, 1) and (v, u, 1) can increase by no more than n(dP 4 (2 + d)? — 27).
With Lemma[5} we see that

wa(dP + (1 —d)P — 1) > wa(dP — pdP)
> 2ndP
>n(dP + (2+d)P —2P).

So, there is a positive improvement from rounding x,,.
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e 1, ¢[0,1]. Wlo.g. 2, < 0and we try to move it to 0 by a displacement of d = —x,,. The total
loss on (v(®), u,0) and (v®), u, 0) decreases by ws(d? + (1 + d)? — 1), while the total cost on
edges of form (u, v, 1) and (v, u, 1) can increase by no more than n(d? + (2 + d)? — 2?). And

’(UQ(dp —+ (1 —+ d)p — 1) Z wgd”
> 2nd?
>n(dP + (24 d)P —2P).

We conclude that in any optimal solution, ) = 0, ) = 1, and forany u € V, z,, € {0,1}. ®

Next, we present a lemma that shows the connection between solutions in the Max-Cut instance and
those in the constructed £, QRJA instance.

Lemma 6. A Max-Cut instance has a solution of size at least k iff its corresponding £, ORJA instance
has a solution of loss at most nwg + 2(m — k) + k2P. Moreover, with such a solution to the £, QRJA
instance, one can construct a Max-Cut solution of the claimed size.

Proof of LemmaEl: Given a Max-Cut solution (S, T) of size at least k, setting the potentials of
the vertices in S and 7" to be 0 and 1 respectively gives an £, QRJA solution with loss at most
nws + 2(m — k) + k2P.

Given a £, QRJA solution of loss at most nwy + 2(m — k) + k2P, we first round the solution to the
form stated in Lemma 4] This improves the solution. The two vertex sets U = {u € V | z(u) = 0}
andV ={veV| x(v%l: 1} then form a Max-Cut solution of size at least k. [

We are now ready to prove Theorem 2]

Proof of Theorem 2} According to Lemma [6] any approximation with an additive error less
than 2 — 27 of the constructed £, QRJA instance can be rounded to produce an optimal solution to
Max-Cut. Since Max-Cut is NP-Hard and the constructed £, QRJA instance’s optimal solution has
loss ©(n? + m), the theorem follows. [ |

C Additional Experiments

C.1 L2 Variant of Quantitative Loss
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Figure 6: L2 quantitative loss of the algorithms on all four datasets used in Section Error bars
are not shown here as the algorithms are deterministic. Similar to Fig.[4] the results show that both
versions of QRJA perform consistently well across the tested datasets.

We include in this subsection experiment results using average squared error as the quantitative metric.
We call this metric L2 quantitative loss. Specifically, for each contest, we predict the difference
in numerical scores of all pairs of contestants that have both appeared before. We then compute
the L2 quantitative loss as the average squared error of the predictions, and normalize it by the L2
quantitative loss of the trivial prediction that always predicts O for all pairs.
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The results are shown in Fig.[6] We observe that both versions of QRJA still perform consistently
well compared to other algorithms across the tested datasets. This is consistent with the results using
the (L1) quantitative loss in Section [3]

Additionally, ¢5 QRJA performs slightly better than £; QRJA on this metric. This is expected because
this metric is more aligned with the {5 QRJA’s loss function.

C.2 Performance Experiments on More Datasets

We include in this subsection the performance experiments on three more datasets. The new datasets
are listed below.

e Cross-Tables. This dataset contains the results of cross-tables (a crossword-style word game)
tournaments (https://www.cross-tables.com/) from 2000 to 2023. Each contest is a
round-robin tournament involving around 8 contestants. A contestant’s numerical score is
his/her number of wins in the tournament. There are 1215 contests and 1912 contestants in this
dataset.

e F1-Full. This dataset is an alternative version of F1. In F1-Full, we choose to additionally
include contestants who do not complete the whole race. Now the contestants are ranked first by
the number of laps they finish, and then their finishing time. A contestant’s numerical score is
the negative of the contestant’s finishing time (in seconds). If the contestant does not finish all
laps, we add a large penalty (1000 seconds) for each lap the contestant fails to finish. There are
878 contests and 606 contestants in this dataset.

e Codeforces-Core. This dataset is a modified version of Codeforces. We only keep contestants
who have participated in at least half of the contests in this dataset. We test on this modified
dataset because all other datasets we use in the experiments are sparse datasets (i.e., contestants
participate in a small fraction of the contests on average), so we want to see what happens on
dense ones. There are 327 contests and 17 contestants in total.

We evaluate {1 and /> QRJA using the same metrics against the same set of benchmarks as in Section|[J]
on these three datasets. The results are shown in Fig.[7]] We highlight a few extra observations below.

Extra observations on Cross-Tables. In terms of ordinal accuracy, Median performs the best among
the tested algorithms on Cross-Tables. However, in terms of quantitative loss, Median is the worst
algorithm among the tested ones. Moreover, it mostly performs suboptimally on other datasets as
shown in Figs.dand[7] This shows that although Median is occasionally good in performance, it
fails in other cases.

Extra observations on F1-Full. On F1-Full, both MF and ¢5 QRJA and perform considerably worse
than ¢; QRJA. This is not seen in other datasets. We believe this is because our score calculation
results in a large variance in contestants’ scores on F1-Full, which makes it harder for these methods to
make good predictions. This also shows that /1 QRJA is more robust to datasets with large variances
in contestants’ performance than these methods. We also notice that Borda and Kemeny-Young
perform well on F1-Full, which is consistent with their good performance on F1.

Extra observations on Codeforces-Core. In terms of ordinal accuracy, all tested algorithms except
Borda perform well. In terms of quantitative loss, MF and Median are worse than the other ones.
This shows that on a dense dataset like Codeforces-Core, most algorithms can make good predictions.
Moreover, MF does not have a clear advantage over other algorithms in our problem even if the
dataset is dense.

C.3 Subsampling Experiments on More Datasets

We also conduct the subsampling experiments in Appendix [A.2]on all other 5 datasets. The results
are shown in Fig.[§]

Experiment results. The message here is the same as that in Appendix[A.2] In particular, Algorithml]T]
can reduce the number of judgments with only a minor loss in performance as long as the subsample
rate « is not too small. Note that in some of the figures, like Fig. the errors seem to be large
visually. This is because of the small scale of the y-axis (only 0.6% for Fig. . The actual errors are
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Figure 7: The performance of the algorithms on Cross-Tables, F1-Full, and Codeforces-Core. Error
bars are not shown as the algorithms are deterministic. The results show that £; QRJA still performs
consistently well across the tested datasets. However, £ QRJA performs considerably worse than ¢;
QRIJA on F1-Full. This is not seen in other datasets.

small. Moreover, we observe that the performance of /o QRIJA is slightly more robust to subsampling
than that of /1 QRJA. This is consistent with the results in Appendix [A.2}]

C.4 Experiments about Matrix Factorization

Recall that in Section |§|, we only show results of one version of Matrix Factorization (MF). We
include in this subsection the experiments involving different variants of Matrix Factorization as well
as their implementation details.

Implementation details. We have implemented two variants of MF: Low-Rank MF and Additive
MEF. The MF algorithm used in Section [3] is Low-Rank MF with rank » = 1. We describe the
implementation details below.

e Low-Rank MF. Recall that in the context of our experiments, we can view each contestant as
a row and each contest as a column. The score of a contestant in a contest is the entry in the
corresponding row and column. A classical model of MF |[Koren et al.|[2009] is factorizing
A € R™™ as the product of two low-rank matrices UV ', where U € R"X" V ¢ R™*"
for some small 7. Note that in our experiments, the algorithm is required to predict a new
column of A with no known entries. Therefore, we cannot directly apply this method since
the corresponding row of V will remain unchanged after initialization. To solve this problem,
we instead predict every column with known entries in A and then take the average of the
predictions as the prediction for the new column. We use the standard loss function that sums up
the squared errors of all observed entries. We implement this method with SciPy
and use gradient descent for a fixed number of epochs on a deterministic initialization to
keep the results deterministic. We test r = 1, 2, 5 in this subsection.

e Additive MF. We also consider an additive variant of MF. For x € R",y € R™, this method
predicts A; ; = z; + y;. Here, ; can be viewed as contestant ¢’s skill level, and y; can be
interpreted as the (inversed) difficulty of contest 5. We then use the vector x to make predictions.
Note that this version of MF resembles QRIJA in that for each of these two methods, the loss
function is 0 if A; ; = x; + y; holds for the known entries. We also use the standard sum of the
squared loss function and use gradient descent for a fixed number of epochs on a deterministic
initialization to keep it deterministic.

Performance experiments. We first evaluate these variants of MF using the same metrics as in
Section 3] on all datasets. The results are shown in Fig.[9] We can see that R1 MF and Additive MF
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Figure 8: The performance of ¢; and 2 QRIJA after subsampling judgments using Algorithmwith
equal weights for all judgments. The subsample rate « means M = |am| in Algorithm Error
bars indicate the standard deviation. The results show that Algorithm|[I]can reduce the number of
judgments to a factor less than 1.0 with a minor loss in performance in the used datasets. Note that
errors in some figures appear large because of the small scale of the y-axis. The actual errors are

small.
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Figure 9: The performance of different variants of Matrix Factorization. The results show that R1
MF and Additive MF generally have similar performance. In contrast, R2 and R5 MF perform worse

than the former.
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Figure 10: The performance of Matrix Factorization with different numbers of training epochs on
all datasets. The results generally show that R1 MF outperforms R2 and R5 MF. Moreover, on
some datasets, R2 and RS MF’s performance worsens as the number of training epochs increases. In
contrast, R1 MF’s performance improves as the number of training epochs increases.
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Figure 11: Entrywise L1 and L2 loss of Matrix Factorization, Mean, and Median. The results
show that on most datasets, R1 MF outperforms R2 and R5 MF. The exceptions are F1-Full and
Codeforces-Core. Moreover, Matrix Factorization does not have a clear advantage over Mean and
Median on any dataset in terms of entrywise metrics.
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generally have similar performance. In contrast, R2 and R5 MF perform worse than the former. We
therefore choose to present R1 MF in Section 3]

Low-Rank MF’s performance over training. The observation that R2 and R5 MF perform worse
than R1 MF is surprising to us. To confirm this observation, we plot the performance of these variants
of MF with different numbers of training epochs on all datasets. The results are shown in Fig.
We can see that R1 MF generally outperforms R2 and R5 MF in terms of both ordinal accuracy and
quantitative loss when trained for long enough. Moreover, R1 MF’s performance on both metrics
generally improves as the number of training epochs increases (the only exception is quantitative
loss on F1-Full). In contrast, R2 and RS MF’s performance in terms of both metrics worsens as the
number of training epochs increases on Chess, F1, and Codeforces. These observed phenomena
suggest that R2 and R5 MF tend to overfit the data. The problem for R1 MF is less severe.

Experiment results on entrywise metrics. As the metrics in Section [5] are defined in a pairwise
fashion and might not be well-suited for MF, we also evaluate the performance of MF in terms of
entrywise L1 and L2 loss (i.e., the average absolute and squared error of the predictions on each
contestant’s actual score in each contest). We also normalize each of these losses by the corresponding
loss of the trivial all-zero prediction. The results are shown in Fig. Note that QRJA and Additive
MF are not included, because their predictions can be shifted by an arbitrary constant, and thus
entrywise losses do not apply to them. We can see that in terms of entrywise L1 and L2 loss, R1
MF outperforms R2 and R5 MF on most datasets. The exceptions are F1-Full and Codeforces-Core.
These two datasets are different from the other ones in that F1-Full’s scores are calculated with two
numbers (the number of laps finished and the finishing time) and Codeforces-Core is a dense dataset
constructed from Codeforces. Therefore, on these datasets, MF with higher ranks might be more
suitable than R1 MF, while on the other datasets, they tend to overfit the training data. Moreover, we
note that on entrywise metrics, MF generally performs worse than Mean and Median.

Summary of experiment results. In summary, experiments in this subsection show that on our
datasets, R1 MF and Additive MF, which are similar in performance, generally perform better than
R2 and R5 MF. Therefore, we choose to include only the results of R1 MF in SectionE}

D Axiomatic Characterization of /, QRJA

We characterize £, QRJA by giving a set of axioms for the family of transformation functions f of
pairwise loss that we consider. We show that those transformation functions considered in £, QRJA
are essentially the minimum set of functions satisfying these axioms.

Recall that for each judgment about a and b where a is better b by y units, the absolute error of the
prediction vector x on this pair is |z, — x, — y|. Using this as the loss function, we obtain the ¢;
QRIJA rule, which has been characterized using axioms in the context of social choice theory |Conitzer
et al.|[2016]. Below we extend this characterization to £, QRJA for any positive rational number
p € Q4. Note that restricting p to be rational is without loss of generality, since the output of Z,
QRIJA is continuous in p.

We consider transforming the absolute error by a transformation function f to obtain the actual
pairwise loss, which is f(|z, — z» — y|). For £, QRIJA, the transformation function is f(¢) = t*. To
characterize QRJA as a family of rules (for different p € Q. ), we give axioms for the corresponding
family of transformation functions, i.e., t¥ for p € Q. Let F be a family of transformation functions.

Below are the axioms we consider:

e Identiry. There is an identity transformation fy € F, such that fo(¢) = ¢ for any ¢ > 0.
o [nvertibility. For each f; € F, there is an fo € F such that f; composed with f5 is identity, i.e.,

for any ¢t > 0,
filf2(t)) =t
e Closedness under multiplication. For any f1, fo € F, there exists f3 € F such that for any
t>0,
f1(t) - f2(t) = f3(2).

We show below that the family of transformation functions corresponding to the ¢, QRJA rules is
the minimum family of functions F* satisfying the above axioms. By the first axiom, the identity
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transformation fo where fo(t) = ¢ is in F*. (This corresponds to ;1 QRJA.) Then by the third axiom,
for any k € Z,, f¥ is also in F*, where f(t) = t*. And by the second axiom, for any k € Z,
£3/%is also in F*, where f)/*(t) = t1/*_ This is because f)’*(f%(t)) = t. Finally, for any r € Q,
where r = p/q for p, q € Z, by the third axiom, fj = (f(}/q)p is in F*, where f{(t) =1t".

Note that the above argument establishes that 7* contains all transformation functions corresponding

to QRJA, ie.,
{t"|reQy} CF".

Below we show the other direction, i.e., {t" | r € Q4 } satisfy the 3 axioms, and as a result,
FrC{t" | reQqy}.
For f1(t) = t", fo(t) = t" where r1, 72 € Q, we have

fi(t) - falt) =277,
where 1 + o € Q4, and
Hi(fa(t) = (7)™ =77,
where 71 - 72 € Q4. This implies F* C {t" | r € Q4 }. Thus F* = {t" | r € Q. } as desired.

E Copyright Information for Datasets Used

The datasets used in this paper are collected from publicly available websites either manually or
through an API. We provide the following information about these datasets.

* Chess. Copyright: © 2023 - Tata Steel Chess Tournament. Data collected is sub-
ject to the website’s Terms of Conditions, available at https://tatasteelchess.com/
terms-and-conditions/|

* F1. Copyright: © 2003-2024 Formula One World Championship Limited. Data collected is
subject to the website’s Terms of Use, available at https://account.formulal.com/#/
en/terms-of -use,

e Marathon. Copyright: © 2000-2024, All Rights Reserved by MarathonGuide.com
LLC. Data collected is subject to the website’s Policy, available at https://wuw.
marathonguide.com/Policy.cfm.

* Codeforces. Copyright: © 2010-2024 Mike Mirzayanov. Data collected is subject to the
website’s Terms and Conditions, available at https://codeforces.com/terms.

* Cross-Tables. Copyright: © 2005-2024 Seth Lipkin and Keith Smith. Data collected is
subject to the website’s Policy, available at https://www.cross-tables.com/privacy!
html.
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some way (e.g., to registered users), but it should be possible for other researchers
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automated test script to reproduce the experimental results stated in the paper.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experiment settings in Section [5|and Appendices[A]and[C|aim to provide
necessary details to understand the results. The full details are provided with the code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We state in the caption of the figures that “error bars are not shown here as the
algorithms are deterministic”, which is appropriate information about statistical significance.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: It is stated in Section [5]that “All experiments are done on a server with 56 CPU
cores and 504G RAM. The experiments in Section[5]and Appendices [A]and [C|take around 2
weeks in total to run on this server. No GPU is used.”

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have reviewed the Code of Ethics and believe that our paper conforms to it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We briefly discuss the boarder impacts of our work in Section[7]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

29


https://neurips.cc/public/EthicsGuidelines

11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not release data or models that have a high risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Any existing code package used in the paper is properly cited in Section [3]
The datasets used in the paper are publicly available and their copyright information are
explicitly mentioned in Appendix

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The uploaded code is accompanied by a README file that documents the
overall usage of it, and for each individual source file, comments are provided to explain the
purpose of the file and the functions defined in it.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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