
Chapter 9 
Fourier Series for Fractals in Two 
Dimensions 

John E. Herr, Palle E. T. Jorgensen, and Eric S. Weber 

Dedicated to the memory of Robert Strichartz.1 

9.1 Introduction 

The past two decades have seen a flurry of interest in exploring Fourier expansions 
for .L2(µ) in the case that . µ is in a class of fractal measures, with particular emphasis 
on the case when . µ is singular with respect to Lebesgue measure. These studies have 
fallen into two groups: (i) the case of orthogonal expansions (analyzed for Cantor 
measures and related IFS measures) and (ii) the case of frame-like expansions. In 
both cases, there now exist explicit algorithms for analysis and synthesis for the 
corresponding Hilbert spaces .L2(µ) [22, 28]. By this we mean that there exists a 
sequence of frequencies .{λn} such that for every .f ∈ L2(µ), 

.f (x) =
∞∑

n=0

cne
2π iλn·x. (9.1) 

1 The present chapter expands on a talk by the second named author at the 7th Cornell Conference 
on Analysis, Probability, and Mathematical Physics on Fractals, June 4–8, 2022, in the memory of 
R. S. Strichartz. 
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The coefficients are given by inner products, which in many circumstances are 
not taken against the exponentials themselves. Moreover, the convergence may be 
conditional only. 

Orthogonal expansions of the form in Eq. (9.1) for fractal measures were initiated 
by Pedersen and the second named author in [28] and have been built upon by 
numerous authors; we highlight just a few subsequent papers [14, 15, 32], particu-
larly those by Strichartz [51, 52]. We note that the initial constructions of [28] were  
in one spatial dimension but are generalizable to higher dimensions. However, only 
certain fractal measures (namely spectral measures) admit an orthogonal expansion. 
Non-orthogonal expansions as in Eq. (9.1) for arbitrary singular measures . µ were 
introduced by the first and third named authors in [22] using so-called effective 
sequences obtained via the Kaczmarz algorithm. Recent work by all three co-authors 
[19–21] has focused on connections between these Fourier expansions and model 
spaces in the form of de Branges Hilbert spaces of analytic functions. However, 
up to now these methods have been largely limited to the cases when the measure 
. µ at hand has its support in one spatial dimension. Our chapter will extend the 
Kaczmarz Fourier expansions to measures in two spatial dimensions that satisfy a 
“slice-singular” condition. We will do so by developing a theory of an operator-
valued Kaczmarz algorithm. 

In this chapter, we present a generalized Fourier expansion for a specific family 
of singular measures . µ admitting realizations in . R2. The family we consider, 
called slice-singular measures, includes IFS measures . µ, and it covers in particular 
a variety of Sierpinski IFS measure constructions. In this multi-variable setting, 
we present explicit non-orthogonal Fourier series expansion in .L2(µ). These 
Fourier series expansions go far beyond the related and better-known orthogonal 
expansions, first introduced by Jorgensen and Pedersen [28] and explored later in 
multiple papers by Strichartz [49–52]. Still, the Sierpinski-type class comprises 
only a small class of Cantor-type measures. In the present chapter, we cover . L2(µ)

Fourier expansions for all slice-singular multivariable measures . µ. We also stress 
why the orthogonality requirement for the earlier .L2(µ) Fourier expansions in the 
Jorgensen-Pedersen/Strichartz family is extremely restrictive. 

Our main result can be loosely stated thusly: 

Theorem Suppose that . µ is a slice-singular Borel probability measure on .[0, 1]2. 
For any .f ∈ L2(µ), there exists a sequence of coefficients .{cnm} such that 

. f (x, y) =
∞∑

n,m=0

cnme
2π i(nx+my),

where the sum converges in norm, possibly conditionally. #$
The order of the double sum depends on the slice-singular nature of the measure . µ
(see Theorem 9.1 and the discussion following). 

The chapter is organized as follows: The remainder of this section discusses 
the requisite measure theory (e.g., the Rokhlin Decomposition Theorem and the
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Kakutani Dichotomy Theorem) and discusses the Kaczmarz construction of Fourier 
series expansions for singular measures in one dimension. Section 9.2 defines slice-
singular measures and derives several properties of such measures. We show that the 
Sierpinski gasket and carpet are both slice-singular. Section 9.3 lays out the proof 
of our main results concerning the construction of Fourier series expansions for 
slice-singular measures. Our proof utilizes the Kaczmarz algorithm for operators, 
described in Sect. 9.4. The proof of our main results uses the crucial result of 
Sect. 9.4, which is that the operators we define in Sect. 9.3 are effective. 

Remark 9.1 While the present work is focused on a particular Fourier-based 
harmonic analysis on affine IFS-fractal structures, we stress that there are many 
other approaches. The following list gives a glimpse into these diverse approaches: 
[6, 7, 12, 13, 17, 33, 40]. 

9.1.1 Self-similar Fractals and Measures 

Self-similar fractals are the invariant set of an iterated function system (IFS) 
consisting of transformations acting on Euclidean space. Well-known examples of 
such fractals are Cantor sets and Mandelbrot sets. Fractals are commonly studied 
objects in many contexts. Cantor sets, in particular, appear in the context of analysis 
[5, 50], number theory [8, 48], probability [4, 27, 36], geometry [41, 42], physics 
[1, 53, 54], and harmonic analysis [28, 44, 51]. 

Our main results concerning Fourier series expansions will apply to a large class 
of measures, those that we refer to as “slice-singular” (Definition 9.6). Notably, a 
common set of measures that satisfy our definition are fractal measures generated 
by IFSs. 

Definition 9.1 Suppose .# = {ψ1, . . . ,ψN } is a set of maps acting on a metric 
space .(X, d). We say that .A ⊂ X is invariant for . # if .A = ∪N

i=1ψi (A). 

In [25], Hutchinson laid out the main relationship between fractals and iterated 
function systems (IFS); this relationship is the foundation of our results. Recall that 
.ψ : X → X is Lipschitz if for all .x, y ∈ X, there exists .C > 0 such that 

. d(ψ(x),ψ(y)) ≤ Cd(x, y).

The Lipschitz constant of . ψ is the infimum of all such C. We say that . ψ is a 
contraction if it has Lipschitz constant less than 1. Hutchinson’s Theorem is as 
follows: 

Theorem A Let .X = (X, d) be a complete metric space and .# = {ψ1, . . . ,ψN } a 
finite set of contraction maps on X. Then there exists a unique closed bounded set 
A such that
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. A =
N⋃

i=1

ψi (A).

Furthermore, A is compact and is the closure of the set of fixed points of finite 
compositions of members of . #. Moreover, for a closed and bounded set K , 
.#p(K) → A in the Hausdorff metric. 

Moreover, given a set of weights .w1, . . . , wN > 0 such that .
∑

wj = 1, there 
exists a unique Borel probability measure . µ supported on A that satisfies the 
invariance equation 

.

∫
f dµ =

N∑

j=1

wj

∫
f ◦ ψj dµ (9.2) 

for every continuous function f . #$
The measure . µ is called the invariant measure for the IFS .{ψ1, . . . ,ψN } with 
weights .{w1, . . . , wN }. 

Note that in Eq. (9.2), some of the . ψj ’s can be repeated, in which case we can 
sum the corresponding weights together to obtain the same invariance equation but 
with the . ψj ’s all distinct. We shall use this observation in several of our examples, 
and unless otherwise stated, we assume this distinctiveness condition on our IFS. 

Our IFSs often take the form of affine transformations acting on . Rd . We do this  
by specifying a scaling parameter .R > 1 and a set of digits .B = {bj }Nn=1 ⊂ Rd and 
defining 

. ψj (x) =
x + bj

R
.

As we will discuss in the examples in Sect. 9.2.3, the Sierpinski gasket and 
Sierpinski carpet both arise in this fashion. 

An application of the Kakutani Dichotomy Theorem [23, 30] says that given two 
invariant measures of an IFS acting on the same metric space with corresponding 
weights, the measures are either identical or mutually singular. Consequently, if their 
weights are different, then the two measures are mutually singular. We formalize this 
statement for future reference; though Kakutani’s Theorem did not concern invariant 
measures directly, we present the result as such: 

Theorem B (Kakutani Dichotomy Theorem) Suppose .{ψ1, . . . ,ψN } are distinct 
contractions acting on the metric space .(X, d). Let . µ and . µ̃ denote the invari-
ant measures arising from these contractions using weights .{w1, . . . , wN } and 
.{w̃1, . . . , w̃N }, respectively. Then: 
1. The measures .µ = µ̃ if and only if .wj = w̃j for all j . 
2. The measures . µ and . µ̃ are mutually singular whenever .wj *= w̃j for some j . #$
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9.1.2 Review of Fourier Series for 1D Fractals 

Let .d ∈ N be a number of dimensions, let .X ⊆ Rd , and let . µ be a probability 
measure on X. By a Fourier series for .f ∈ L2(µ), we mean an ordered countable 
set of frequencies .% ⊂ Rd and sequence of coefficients .{cλ}, where .cλ ∈ C for all 
.λ ∈ %, such that 

. f =
∑

λ∈%

cλe
2π i〈λ,x〉,

where the convergence occurs in the norm of .L2(µ). For concision, we will adopt 
the notation .eλ := e2π i〈λ,x〉, and we will refer to such functions as “(complex) 
exponential functions.” 

We begin by reviewing the method used in [22] to establish Fourier series for 
functions in .L2(µ), where . µ is a one-dimensional singular probability measure on 
.[0, 1). The present work generalizes this method. 

Remark 9.2 The expansions here are done with a choice of Hilbert space and inner 
products in the context of .L2(µ) for some Borel measure . µ on . Rd or, in our discus-
sion of general frame expansions, an abstract Hilbert space (Definitions 9.2, 9.3, 9.4, 
and 9.5). In each case, the inner products occurring inside the expansions are written 
.〈·, ·〉, and they will correspond to these Hilbert spaces. In Theorem D we return to 
the case of .L2(µ). 

Such a new method was necessary due to the general insufficiency of orthonormal 
bases and frames to yield such series. For example, if there exists a countable set 
.% ⊆ R such that .

{
e2π iλx

}
λ∈%

is an orthonormal basis of .L2(µ), then clearly 

. f =
∑

λ∈%

〈f, eλ〉 e2π iλx

for any .f ∈ L2(µ). The measure . µ is then said to be spectral with spectrum . %, and 
we have Fourier series representations. 

Sometimes .L2(µ) is spectral, and sometimes it is not [28]. For example, in the 
case .d = 1, .R = 4, and .B = {0, 2}, we get the IFS .

{
ψ0(x) = x

4 ,ψ2(x) = x+2
4

}
, 

set invariant set A from Hutchinson’s Theorem is the quaternary Cantor set, and 
the corresponding invariant measure is the quaternary Cantor measure, denoted . ν4, 
which is spectral. On the other hand, in the case that .d = 1, .R = 3, and .B = {0, 2}, 
the set A is the famous ternary or “middle-thirds” Cantor set, and . µ is the ternary 
Cantor measure, denoted . ν3. Jorgensen and Pedersen showed that there cannot exist 
three mutually orthogonal complex exponential functions in this situation, and so 
there cannot be an orthonormal basis of complex exponential functions. Therefore, 
we cannot rely on orthonormal bases of complex exponential functions for the 
construction of Fourier series.
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Frames would be another option [16, 34]: 

Definition 9.2 A sequence .{fn}∞n=0 in a Hilbert space . H is said to be Bessel if there 
exists a constant .B > 0 such that for any .x ∈ H, 

.

∞∑

n=0

|〈x, fn〉|2 ≤ B‖x‖2. (9.3) 

This is equivalent to 

. 

∥∥∥∥∥

K∑

n=0

cnfn

∥∥∥∥∥ ≤

√√√√B

K∑

n=0

|cn|2

for any finite sequence .{c0, c1, . . . , cK } of complex numbers. The sequence is called 
a frame if in addition there exists a constant .A > 0 such that for any .x ∈ H, 

.A‖x‖2 ≤
∞∑

n=0

|〈x, fn〉|2 ≤ B‖x‖2. (9.4) 

If .A = B, then the frame is said to be tight. If .A = B = 1, then .{fn}∞n=0 is a 
Parseval frame. The constant A is called the lower frame bound and the constant B 
is called the upper frame bound or Bessel bound. 

If .{fn} is a frame, then there exists a dual frame .{gn} such that for all .x ∈ H, 

. x =
∑

〈x, gn〉 fn =
∑

〈x, fn〉 gn.

Therefore, if there were a collection of exponential functions .
{
e'n

}
that is a frame 

in .L2(µ), then taking a dual frame . {gn}, we would have  

. f =
∞∑

n=0

〈f, gn〉 e'n .

Unfortunately, for non-spectral singular probability measures . µ, it is generally 
unknown whether .L2(µ) possesses a complex exponential frame. In fact, it is still 
an open question of whether the middle-third Cantor set possesses an exponential 
frame, first posed by Strichartz [49]. 

Moreover, the full sequence .{en}∞n=1 is not Bessel if . µ is singular, and so it cannot 
be a frame. The fact that orthogonal bases and frames do not readily work to yield 
Fourier series inspired the authors in [22] to turn to effective sequences: 

Definition 9.3 (Effective Sequences) Let .{ϕn}∞n=0 be a linearly dense sequence of 
unit vectors in a Hilbert space . H. Given any element .x ∈ H, we may define a
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sequence .{xn}∞n=0 in the following manner: 

. x0 = 〈x,ϕ0〉ϕ0

xn = xn−1 + 〈x − xn−1,ϕn〉ϕn.

If .limn→∞‖x − xn‖ = 0 regardless of the choice of x, then the sequence .{ϕn}∞n=0 is 
said to be effective. 

The above formula for producing .{xn} is known as the Kaczmarz algorithm. The 
Kaczmarz sequence begins with the projection of x onto . ϕ0. Each next . xn is then 
the result of moving from .xn−1 in the direction of . ϕn to the extent that it takes us 
closer to x. In other words, . xn is the projection of .xn−1 onto the affine subspace of 
. H containing x parallel to the subspace . ϕ⊥

n . 
In 1937, Stefan Kaczmarz [29] proved the effectivity of linearly dense periodic 

sequences in the finite-dimensional case. In 2001, these results were extended 
to infinite-dimensional Banach spaces under certain conditions by Kwapień and 
Mycielski [31]. These two also gave the following formula for the sequence .{xn}∞n=0, 
which we state here for the Hilbert space setting: Define 

.

g0 = ϕ0

gn = ϕn −
n−1∑

i=0

〈ϕn,ϕi〉gi.
(9.5) 

Then 

.xn =
n∑

i=0

〈x, gi〉ϕi . (9.6) 

As shown by [31], and also more clearly for the Hilbert space setting by [18], we 
have 

. ‖x‖2 − lim
n→∞‖x − xn‖2 =

∞∑

n=0

|〈x, gn〉|2,

from which it follows that .{ϕn}∞n=0 is effective if and only if 

.

∞∑

n=0

|〈x, gn〉|2 = ‖x‖2. (9.7) 

That is to say, .{ϕn}∞n=0 is effective if and only if the associated sequence .{gn}∞n=0 is 
a Parseval frame. We call .{gn}∞n=0 the auxiliary sequence of .{ϕn}∞n=0.
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If .{ϕn}∞n=0 is effective, then .(9.6) implies that for any .x ∈ H, . 
∑∞

i=0〈x, gi〉ϕi

converges to x in norm, and as noted, .{gn}∞n=0 is a Parseval frame. This does not 
mean that .{gn}∞n=0 and .{ϕn}∞n=0 are dual frames, since .{ϕn}∞n=0 need not even be a 
frame. However, .{ϕn}∞n=0 and .{gn}∞n=0 are pseudo-dual in the following sense, first 
given by Li and Ogawa in [35]: 

Definition 9.4 Let . H be a separable Hilbert space. Two sequences .{ϕn} and .{ϕ)
n} in 

. H form a pair of pseudoframes for . H if for all .x, y ∈ H, .〈x, y〉 =
∑

n

〈x,ϕ)
n〉〈ϕn, y〉. 

All frames are pseudoframes, but not the converse. Observe that if .x, y ∈ H and 
.{ϕn}∞n=0 is effective, then 

. 〈x, y〉 =
〈 ∞∑

m=0

〈x, gm〉ϕm, y

〉

=
∞∑

m=0

〈x, gm〉 〈ϕm, y〉

and so .{ϕn}∞n=0 and .{gn}∞n=0 are pseudo-dual. 
Of course, since .{gn}∞n=0 is a Parseval frame, it is a true dual frame for itself. We 

also employ the following definition: 

Definition 9.5 (Dextroduality) Let . H be a separable Hilbert space. Let .{fn} and 
.{gn} be two sequences in . H. We say that .{gn} is dextrodual to .{fn} if 

. 

∞∑

n=0

〈x, gn〉 fn = x

for all .x ∈ H. 

In other words, if . Tg is the analysis operator of .{gn} and . T ∗
f is the synthesis operator 

of .{fn}, then .T ∗
f Tg = IH. The appearance of the synthesis operator . Tg on the right 

side of the product is the reason for using the prefix “dextro-.” 
Thus, if .{ϕn} is effective, then .{gn} is dextrodual to .{ϕn}. 
The aforementioned theorem of Kwapień and Mycielski in [31] demonstrates a 

condition under which .{ϕn} may be effective in an infinite-dimensional separable 
Hilbert space: 

Theorem C (Kwapień and Mycielski) A stationary sequence of unit vectors that 
is linearly dense in a Hilbert space is effective if and only if its spectral measure 
either coincides with the normalized Lebesgue measure or is singular with respect 
to Lebesgue measure. #$

By a stationary sequence, it is meant a sequence .{ϕn} such that . 〈ϕm,ϕn〉 =
〈ϕm+k,ϕn+k〉 for all .m, n, k ∈ N0. Thus, the expression .〈ϕm,ϕm+k〉 depends on
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k alone. Then the spectral measure of .{ϕ} is the unique positive Borel measure . σ
satisfying 

. 〈ϕm,ϕm+k〉 =
∫ 1

0
e−2π ikx dσ (x).

It was observed in [22] that in the case that . µ is a Borel probability measure on 
.[0, 1), then the sequence .{en}∞n=0 of complex exponential functions is stationary and 
linearly dense in .L2(µ), and . µ is itself the spectral measure of . {en}. It follows by  
the theorem of Kwapień and Mycielski that .{en} is effective in .L2(µ) if and only 
if . µ is Lebesgue measure or singular with respect to Lebesgue measure. Thus, the 
following result was obtained: 

Theorem D (Herr and Weber) If . µ is a singular Borel probability measure on 
.[0, 1), then the sequence .{en}∞n=0 is effective in .L2(µ). As a consequence, any 
element .f ∈ L2(µ) possesses a Fourier series 

. f (x) =
∞∑

n=0

cne
2π inx,

where 

. cn =
∫ 1

0
f (x)gn(x) dµ(x)

and .{gn}∞n=0 is the auxiliary sequence associated to .{en}∞n=0 via Equation .(9.5). The 
sum converges in norm, and Parseval’s identity .‖f ‖2 = ∑∞

n=0 |cn|2 holds. #$
Thus, singular probability measures on .[0, 1) do yield Fourier series, and they 

come from performing the Kaczmarz algorithm with the sequence . {en}∞n=0. In this  
chapter, we turn to the problem of obtaining the same result in higher dimensions. 
The main obstacle to applying the Kwapień-Mycielski Theorem in the same way as 
before is the condition of stationarity. In .[0, 1)d with . µ a Borel probability measure 
on .[0, 1)d , the complex exponential functions are now of the form .eλ := e2π i〈λ,x〉, 
where .λ, x ∈ Rd . The set .

{
en : n ∈ Nd

0

}
can be shown to be linearly dense in .L2(µ), 

but when ordered into a sequence will not be stationary. It is this issue that we 
address in this chapter. 

The construction of Fourier Series for singular measures in 1 dimension via 
the Kaczmarz algorithm is enriched by its connection to the de Branges-Rovnyak 
subspaces of the classical Hardy space. By the Herglotz Representation Theorem, 
there is a 1-to-1 correspondence between the singular nonnegative Borel measures 
. µ on .[0, 1) and the nonconstant inner functions b in the Hardy space .H 2 given by 
the Poisson integral:
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. Re
(

1 + b(z)

1 − b(z)

)
=

∫ 1

0

1 − |z|2
∣∣e2π ix − z

∣∣2 dµ(x).

Since b is inner, the de Branges-Rovnyak subspace .H(b) of .H 2 is equal to . H 2 2
bH 2 with the same norm as . H 2. The normalized Cauchy transform .Vµ gives a 
mapping of .L2(µ) onto .H(b) via 

. Vµf (z) =
∫ 1

0
f (x)

1−ze−2π ix dµ(x)
∫ 1

0
1

1−ze−2π ix dµ(x)
.

In the case that . µ is a probability measure (i.e., .‖µ‖ = 1, or equivalently . b(0) =
0), which is the case to which we restrict ourselves in this chapter, . Vµ is a unitary 
transformation. 

Suppose . µ is a singular Borel probability measure on .[0, 1), and .f ∈ L2(µ). Let  
.Vµf (z) =

∑∞
n=0 anz

n. Then, Theorem 1.1 of [43] implies that 

.

∞∑

n=0

ane
2π inx = f (x) (9.8) 

in the .L2(µ) norm. In fact, however, this series turns out to be the same series as 
constructed from the Kaczmarz algorithm in Theorem D via the Kwapień-Mycielski 
Theorem. 

9.1.3 Rokhlin Disintegration Theorem 

The notion of direct integrals in the setting of analysis of operators in Hilbert spaces 
arises in such diverse applications as the theory of unitary representations of groups, 
decompositions used in the study of von Neumann algebras, mathematical physics, 
ergodic theory, machine learning models, statistics, and probability theory [24, 26, 
38, 39, 46, 47]. 

Perhaps closest to our present analysis is the use of “slice decompositions” 
arising in Bayesian probability theory. There one studies joint distributions of 
systems of random variables, and then one introduces associated marginal measures 
and the corresponding conditional distributions. “Bayesian” derives from Thomas 
Bayes, who offered the first mathematical treatment of statistical data analysis, 
introducing what is now known as Bayesian inference. 

For our purpose at hand, the readers might find it useful to think of our present 
direct integrals as extensions of orthogonal direct sums (the case of counting 
measure) to direct integrals, or alternatively, extending the notion of discrete frame 
expansions to their wider measurable counterparts.
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Here, we stress the use of direct integrals in a very specific context: that of reduc-
ing a particular harmonic analysis in two variables to the study of one-dimensional 
slices, which then comprise the particular direct integral decompositions at hand. In 
our present application, we make precise our particular direct integrals, both for the 
Hilbert spaces at hand and for the resulting direct integral operators. 

The Rokhlin Disintegration Theorem [46] generalizes the Fubini-Tonelli the-
orems for product measures. It allows for measures on product spaces to be 
decomposed in such a way that integration can be accomplished using iterated 
integrals. 

Theorem E (Rokhlin Disintegration Theorem) If . µ is a Borel probability mea-
sure on .A×B (with A, B metric spaces), then there exist a Borel probability measure 
. σ on B and a parametrized family of Borel probability measures .{γ b}b∈B on A such 
that 

1. For a Borel set .E ⊂ A × B, .µ(E) =
∫
B γ b(E ∩ (A × {b})) σ (db). 

2. For .f ∈ L1(µ), for .σ -a.e. b, .f (·, b) ∈ L1(γ b). 
3. For .f ∈ L1(µ), the mapping .b 5→

∫
B f (a, b)γ b(da) is measurable and 

integrable w.r.t . σ . #$
The measure . σ is called the B-marginal of . µ, and we refer to the .{γ b} as the slice 

measures. 
Note that the disintegration of . µ can also be done using the A-marginal and the 

slices .{γa}a∈A in the obvious manner. Further discussion of the Rokhlin theory can 
be found in [2, 3, 9, 45]. 

9.2 Slice-Singular Measures 

In this section we present the analytic details needed for our direct integral 
decomposition of slice-singular measures . µ in two dimensions. We shall refer to 
these direct integral decompositions as slice decompositions, and the measures . µ
considered in two dimensions are assumed to be slice-singular. Our aim is multi-
variable Fourier expansions for .L2(µ), generally non-orthogonal. 

For a given measure . µ in two dimensions, the notion “slice-singular” is made 
precise below; it refers to assumptions regarding both the marginal measures defined 
from . µ and the corresponding conditional measures. The resulting decompositions 
for . µ may be viewed as Bayes rules, but our setting is more general, and we shall 
refer to the general decompositions as Rokhlin-disintegration-decompositions. 

If . µ is supported in a subset of . R2, then there are two marginal measures, 
each one a one-dimensional measure. To each of these marginal measure there is 
associated a one-dimensional conditional measure. Our singularity assumptions will 
pertain to these measures that are obtained after disintegration.
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9.2.1 Projections of Invariant Measures 

We let . π1 and . π2 be the projections of . R2 onto . R given by .(x, y) 5→ x and . (x, y) 5→
y, respectively. 

We consider a set .{ψ1, . . . ,ψN } of strict contractions on . R2. Fix nonnegative 
weights .{c1, . . . , cN } such that .

∑
cj = 1, and let . µ be the invariant measure given 

by Hutchinson’s Theorem. 
We say that the mapping .ψ : R2 → R2 is Cartesian if there exist mappings 

.η1, η2 : R → R such that .ψ(x, y) = (η1(x), η2(y)). This is equivalent to the 
condition .η1 ◦ π1 = π1 ◦ ψ and .η2 ◦ π2 = π2 ◦ ψ . 

If .{ψ1, . . . ,ψN } are Cartesian, then the maps .{φ1, . . . ,φN } given by 

.φj ◦ π1 = π1 ◦ ψj (9.9) 

are a set of strict contractions on . R. Therefore, again by Hutchinson’s Theorem, 
there exists a unique probability measure . ρ such that for every continuous function 
.g : R → R, 

. 

∫
g ρ(dx) =

N∑

j=1

cj

∫
g ◦ φj ρ(dx).

Lemma 9.1 Let .{ψ1, . . . ,ψN } be a set of Cartesian strict contractions on . R2 with 
invariant measure . µ for the weights .{c1, . . . , cN }. Let . µ1 be the marginal of . µ in 
the x-direction. Let .{φ1, . . . ,φN } be given by Eq. (9.9). Then, for every continuous 
function .g : R → R, 

. 

∫
g µ1(dx) =

N∑

j=1

cj

∫
g ◦ φj µ1(dx).

In other words, the x-marginal for . µ is the (unique) invariant probability measure 
for the contractions .{φ1, . . . ,φN } with weights .{c1, . . . , cN }. 
Proof Let g be a continuous function on . R. We have that 

.

∫
g ◦ π1 µ(dx dy) =

N∑

j=1

cj

∫
g ◦ π1 ◦ ψj µ(dx dy). (9.10) 

= 
N∑

j=1 

cj

∫
g ◦ φj ◦ π1 µ(dx dy) (9.11) 

and
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. 

∫
g ◦ π1 µ(dx dy) =

∫
g µ1(dx).

Consequently, we have 

. 

∫
g µ1(dx) =

N∑

j=1

cj

∫
g ◦ φj µ1(dx).

#$
Remark 9.3 Even though the contractions .{ψ1, . . . ,ψN } in Lemma 9.1 may be 
distinct, there may be repetition in the projected contractions .{φ1, . . . ,φN }. 

9.2.2 Slice-Singular Measures 

Let . µ be a Borel measure on .[0, 1] × [0, 1]. The Rokhlin decomposition states that 
there exists a measure . µ1 on .[0, 1], and for every .x ∈ [0, 1], there exists a measure 
. ρx on .[0, 1] such that 

. µ(dx dy) = ρx(dy)µ1(dx).

The measure . µ1 is called the marginal of . µ (in the x-direction). It is given by 

. µ1(A) = µ(π−1
1 (A))

for Borel sets .A ⊂ R. In short, .µ1 = µ ◦ π−1
1 . 

Likewise, the decomposition can be obtained in the other order: 

. µ(dx dy) = ρy(dx)µ2(dy),

where .µ2 = µ ◦ π−1
2 . 

Definition 9.6 We say that a Borel measure on .[0, 1] × [0, 1] is x-slice-singular if 
in the Rokhlin decomposition .µ(dx dy) = ρx(dy)µ1(dx): 

1. . µ1 is singular. 
2. For . µ1 a.e. x, . ρx is singular. 

Similarly, we say that a Borel measure on .[0, 1] × [0, 1] is y-slice-singular if in 
the Rokhlin decomposition .µ(dx dy) = ρy(dx)µ2(dy): 

1. . µ2 is singular. 
2. For . µ2 a.e. y, . ρy is singular.
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We say that . µ is slice-singular if it is so in either direction, and we say that . µ is 
bi-slice-singular if it is slice-singular in both directions. 

Our canonical examples of slice-singular measures correspond to affine fractals, 
such as the Sierpinski gasket and the Sierpinski carpet. These are generated by 
affine iterated function systems and generally are bi-slice-singular, as we show in 
Sect. 9.2.3. However, we also give an example of a measure that is slice-singular in 
one direction but not both in Example 3. 

The following is a useful lemma for determining when a measure is slice-
singular. We let . λ denote Lebesgue measure on . R. 

Lemma 9.2 Suppose . µ is a Borel probability measure on .[0, 1]2 such that both the 
x- and y-marginal measures are singular. Then, . µ is bi-slice-singular. 

Proof Since the x-marginal measure . µ1 is singular, there exists a Borel set . A ⊆
[0, 1] such that .λ(AC) = 0 and .µ1(A) = 0. It follows that 

. µ(A × [0, 1]) =
∫

A

∫ 1

0
ρx(dy) µ1(dx) = 0.

Assume, for the sake of contradiction, that there exists a Borel set . B ⊆ [0, 1]
of positive . µ2 measure such that for each . y ∈ B, the  y-marginal measure . ρy is not 
purely singular, say .ρy = ν

y
sing + ν

y
cont, where .νysing is singular, .νycont is absolutely 

continuous, and .ν
y
cont *≡ 0. It follows that .ν

y
cont(A

C) = 0, and so .ν
y
cont(A) > 0. Thus, 

.ρy(A) > 0 for each .y ∈ B. Therefore, 

. µ(A × [0, 1]) ≥µ(A × B) =
∫

B
ρy(A)µ2(dy) > 0,

which is a contradiction. By a symmetric argument, . µ is also x-slice-singular, and 
so . µ is bi-slice-singular. #$
Lemma 9.3 Suppose that . µ is slice-singular. Then the set of exponential functions 

. {e2π i(nx+my) : n,m ∈ N0}

is dense in .L2(µ). 

Proof Suppose that . µ is y-slice-singular. Let .f ∈ L2(µ) be such that 

. 〈f (x, y), e2π i(nx+my)〉µ = 0, ∀n,m ∈ N0.

For a fixed n, we have that 

.

∫ (∫
f (x, y)e2π inxρy(dx)

)
e2π imyµ2(dy) = 0.
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Since . µ2 is singular, .{e2π imy : m ∈ N0} is dense in .L2(µ2), so we must have that 

. 

∫
f (x, y)e2π inxρy(dx) = 0

for .µ2-a.e. y. It follows that for .µ2-a.e. y, 

. 

∫
f (x, y)e2π inxρy(dx) = 0

for every .n ∈ N0. Since . ρy is also singular for .µ2-a.e. y, for .ρy-a.e. x, we have  
.f (x, y) = 0. It follows that .f (x, y) = 0 for .µ-a.e. .(x, y). #$

9.2.3 Examples 

We will now give some examples. Of special interest are choices of planar measures 
. µ that have the structure of IFS measures defined from the family of systems of 
2D affine maps. We concentrate on Sierpinski constructions from the more familiar 
Sierpinski geometries in the plane, the Sierpinski gasket and carpet. As we will 
show, they are slice-singular IFS measures. In each case, using our results above 
applied to the particular .L2(µ)-settings at hand, we can obtain corresponding non-
orthogonal Fourier expansions. 

Lemma 9.4 Suppose . µ is a Borel probability measure on .[0, 1]2 that is invariant 
under the reflection about the line .y = x. Then . µ is x-slice-singular if and only if it 
is y-slice-singular. 

Proof The proof is easy and is left as an exercise to the reader. #$
Lemma 9.5 Suppose .# = {ψ1, . . . ,ψN } are affine contractions of the form 

. ψj (x) =
x + bj

R

with .{bj } ⊂ Z2 ∩ [0, R)2 and .R ! N . If . µ is the invariant measure for . # with equal 
weights . 1N , then the marginal measures . µ1 and . µ2 of . µ are singular with respect to 
Lebesgue measure. 

Proof By Lemma 9.1, the marginal measure . µ1 is obtained by projecting . # onto 
the x-axis in . R2. Doing so yields the IFS acting on . R with generators 

.φj (x) =
x + π1(bj )

R
(9.12)
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with weights . 
1
N

. If there are no repetitions among the .{φj } in Eq. (9.12), we must  

have that .{π1(bj )} " {0, . . . , R − 1}, so . µ1 is singular. If there are repetitions, then 
we combine the generators by summing the corresponding weights to obtain . µ1 as 
the invariant measure for an IFS with generators 

.φ̃k(x) =
x + ck

R
, k = 0, . . . , K − 1 (9.13) 

with weights .{w̃0, . . . , w̃K−1}. Since .R ! N , we must have that these weights are 

not uniformly . 
1
K

, and so, by the Kakutani Dichotomy Theorem, . µ1 is singular. #$

Example 1 Our first example is the Sierpinski gasket, which for convenience we 
align with the coordinate axes. The generators for the gasket are given by 

. ϕ0(x, y) =
(x

2
,
y

2

)
ϕ1(x, y) =

(
x + 1

2
,
y

2

)
ϕ2(x, y) =

(
x

2
,
y + 1

2

)
.

(9.14) 

The measure for the gasket is obtained by using equal weights. The projection onto 
the x-axis yields the IFS with generators 

.ψ0(x) =
x

2
ψ1(x) =

x + 1
2

ψ2(x) =
x

2
(9.15) 

with equal weights, which is equivalent to the IFS .{ψ0,ψ1} with weights .( 2
3 ,

1
3 ). 

Thus, by the Kakutani Dichotomy Theorem, the x-marginal measure for the 
Sierpinski gasket is singular. 

It follows by symmetry that the y-marginal measure is also singular. Hence, by 
Lemmas 9.2 and 9.4, the Sierpinksi gasket is bi-slice-singular. 

Example 2 Our second example is the Sierpinski carpet. The IFS generators are 
given by 

.

ϕ0(x, y) =
(x

3
,
y

3

)
ϕ1(x, y) =

(
x + 1

3
,
y

3

)

ϕ2(x, y) =
(
x + 2

3
,
y

3

)
ϕ3(x, y) =

(
x

3
,
y + 1

3

)

ϕ4(x, y) =
(
x + 2

3
,
y + 1

3

)
ϕ5(x, y) =

(
x

3
,
y + 2

3

)

ϕ6(x, y) =
(
x + 1

3
,
y + 2

3

)
ϕ7(x, y) =

(
x + 2

3
,
y + 2

3

)
.

(9.16)
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The projection onto the x-axis is equivalent to 

.ψ0(x) =
x

3
ψ1(x) =

x + 1
3

ψ2(x) =
x + 2

3
(9.17) 

with weights .( 3
8 ,

2
8 ,

3
8 ). Thus, by the Kakutani Dichotomy Theorem, the x-marginal 

is singular. By symmetry, it now follows by Lemmas 9.2 and 9.4 that the Sierpinksi 
carpet is bi-slice-singular. 

Remark 9.4 Observe that Examples 1 and 2 also follow immediately from 
Lemma 9.5. 

The next example illustrates that slice-singular measures can be so in one 
direction but not the other. 

Example 3 Consider the IFS generated by the functions 

.

ϕ0(x, y) =
(x

4
,
y

4

)
ϕ1(x, y) =

(
x + 1

4
,
y

4

)

ϕ2(x, y) =
(
x + 2

4
,
y + 2

4

)
ϕ3(x, y) =

(
x + 3

4
,
y + 2

4

)
,

(9.18) 

and let . µ be the invariant measure corresponding to equal weights. We immediately 
see that the projection of this IFS onto the x-axis yields the following generators: 

.ψ0(x) =
x

4
ψ1(x) =

x + 1
4

ψ2(x) =
x + 2

4
ψ3(x) =

x + 3
4

(9.19) 

together with equal weights. Consequently, the x-marginal of the invariant measure 
. µ is Lebesgue measure on . [0, 1], so . µ is not x-slice-singular. 

On the other hand, the projection onto the y-axis yields the generators 

.γ0(y) =
y

4
γ1(y) =

y

4
γ2(y) =

y + 2
4

γ3(y) =
y + 2

4
(9.20) 

with equal weights (of . 14 ), whose invariant measure is identical to that with 
generators .{γ0, γ2} with equal weights (of . 12 ). Therefore, the y-marginal of . µ is 
the (singular) spectral measure . ν4 of Jorgensen and Pedersen [28] supported on the 
Cantor set . C4. 

We claim that for .y ∈ C4, the slice measure . ρy is a translation of the invariant 
measure . ν for the IFS .{λ0, λ1}, with equal weights, where 

.λ0(x) =
x

4
, λ1(x) =

x + 1
4

. (9.21) 

Indeed, we claim that . ρy is . ν shifted by y:
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.

∫
f (x)ρy(dx) =

∫
f (x − y)ν(dx). (9.22) 

This can be seen by showing that the measure .µ̃(dxdy) = ρy(dx)ν4(dy) is invariant 
under the IFS in Eq. (9.18). For a continuous function f , we calculate 

. 

∫
f

(x
4
,
y

4

)
µ̃(dxdy)+

∫
f

(
x + 1

4
,
y

4

)
µ̃(dxdy)

=
∫

f
(x

4
,
y

4

)
ρy(dx)ν4(dy)+

∫
f

(
x + 1

4
,
y

4

)
ρy(dx)ν4(dy)

=
∫

f

(
x − y

4
,
y

4

)
ν(dx)ν4(dy)

+
∫

f

(
x − y + 1

4
,
y

4

)
ν(dx)ν4(dy)

= 2
∫

f
(
x − y,

y

4

)
ν(dx)ν4(dy)

= 2
∫

f
(
x,

y

4

)
ρy(dx)ν4(dy).

Therefore, we have 

. 
1
4

[∫
f

(x
4
,
y

4

)
µ̃(dxdy)+

∫
f

(
x + 1

4
,
y

4

)
µ̃(dxdy)

+
∫

f

(
x + 2

4
,
y + 2

4

)
µ̃(dxdy)+

∫
f

(
x + 3

4
,
y + 2

4

)
µ̃(dxdy)

]

= 1
4

[
2
∫

f
(
x,

y

4

)
ρy(dx)ν4(dy)+ 2

∫
f

(
x,

y + 2
4

)
ρy(dx)ν4(dy)

]

=
∫

f (x, y)ρy(dx)ν4(dy).

Therefore, the y-slice measures are singular, and so . µ is y-slice-singular. 

9.3 Fourier Series for Slice-Singular Measures 

In this section, we present the analytic details of the Kaczmarz algorithm that yield 
the generalized Fourier expansions for .L2(µ), when . µ is defined in two dimensions. 
However, we shall present the Kaczmarz algorithm in the framework of (infinite-
dimensional) Hilbert spaces and operator theory. The main features of our algorithm 
will be reviewed below, and we shall refer to our earlier papers, especially [19–22],
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for additional details. Our recent application is to slice-singular measures . µ and 
associated multi-variable Fourier expansions for .L2(µ), generally non-orthogonal. 

Our main result is the following: 

Theorem 9.1 Suppose . µ is a y-slice-singular Borel probability measure on .[0, 1)2. 
For any .f ∈ L2(µ), f possesses a Fourier series expansion of the form 

.f (x, y) =
∞∑

n=0

∞∑

m=0

dnme
2π i(nx+my). (9.23) 

The series converges conditionally in norm, and the coefficients are as expressed in 
(9.46). 

The notation presented in (9.23) is of an iterated sum and must be interpreted as 
such. For each fixed n, the series on m converges conditionally in norm. The series 
on n also converges conditionally in norm. 

Note that the order of the double sum is dependent on the decomposition of the 
measure . µ. If the measure is bi-slice-singular, then the Fourier series expansions 
can be obtained in either order. However, the coefficients still depend on the 
decomposition: 

Corollary 9.1 Suppose . µ is a bi-slice-singular Borel probability measure on 
.[0, 1)2. For any .f ∈ L2(µ), f possesses Fourier series expansions of the form 

.f (x, y) =
∞∑

m=0

∞∑

n=0

cmne
2π i(nx+my)

. (9.24) 

= 
∞∑

n=0 

∞∑

m=0 

dnme
2π i(nx+my) . (9.25) 

The series converge conditionally in norm. 

For the remainder of this section, we will assume that . µ is y-slice-singular. Our 
construction is oriented in the y direction; for a measure that is x-slice-singular, our 
construction can be modified in the obvious manner. 

Our proof of the existence of the Fourier series expansions will utilize the for 
operators. We will construct a sequence of operators corresponding to projections 
onto subspaces of .L2(µ) that are effective in the following operator-theoretic sense, 
which is explained in full detail in Sect. 9.4: 

Definition (Effective Sequences of Operators) Let . H be a Hilbert space, and for 
each . j ∈ N0, let .Hj be a Hilbert space and let .Rj : H → Hj be a bounded 
surjective operator. For .x ∈ H, define .x0 = R∗

0R0x, and for each . j ∈ N, let . xj be 
the orthogonal projection of .xj−1 onto the affine subspace of . H containing x parallel 
to .kerRj . If for any .x ∈ H, .

{
xj

}
→ x, then we say the sequence of operators . 

{
Rj

}

is effective. If the .Hj are closed subspaces of . H and the .Rj are the orthogonal
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projections onto the . Hj , then we may also say that .{Hj } is a sequence of effective 
subspaces of . H. #$

The subspaces will have the property that functions within the subspaces have 
Fourier series expansions arising from the Kaczmarz algorithm. Then, we will 
obtain that for .f ∈ L2(µ), the sequence of projections can be used to reconstruct f 
in the form of a Fourier series, yielding a doubly indexed Fourier series expansion 
for f as in Eq. (9.23). The coefficients of the expansion are obtained via a careful 
analysis of the operator auxiliary sequence, which is defined by matrix inversion as 
described in Sect. 9.4. 

Specifically, for . µ a y-slice-singular measure, we will apply the Kaczmarz 
algorithm to the following sequences (indexed by . N0) of subspaces and operators: 

. Mn = span{e2π i(nx+my) : m ∈ N0};
Pn = orthogonal projection onto Mn;

Rn : L2(µ) → L2(µ2) : f (x, y) →
(
y 5→

∫
f (x, y)e−2π inxρy(dx)

)
; . 
(9.26) 

S : L2(µ) → L2(µ) : f (x, y) 5→ e2π ix  f (x, y). (9.27) 

By the Rokhlin decomposition theorem, .Rn is well-defined. Simple calculations 
show that 

.Mn = {e2π inxg(y) : g ∈ L2(µ2)}; . (9.28) 

R∗
n : L2(µ2) → L2(µ) : g(y) 5→ e2π inx  g(y); 

Pn = R∗
nRn; 

Rn+j = RnS
−j for n, j ≥ 0. (9.29) 

Our aim is to show that the sequence of operators .{Rn}∞n=0 as defined above is 
effective (Def 9.8), which will then be used to show that every .f ∈ L2(µ) can 
be written as a doubly indexed Fourier series. To that end, we make the following 
definition: 

Definition 9.7 For a sequence of operators .{Bn}∞n=0 ⊂ B(H,K), we say the  
sequence is stationary if there exists a unitary .S ∈ B(H) such that . Bn+j = BnS

−j

for .n, j ≥ 0. 

We immediately see that our operators .{Rn} form a stationary sequence. Sec-
tion 9.4 will be devoted to proving that the sequence .{Rn} is an effective sequence. 
Utilizing this fact, as articulated in Theorem 9.3, we can present the proof of 
Theorem 9.1. 

The following lemma is an immediate consequence of Theorem D:
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Lemma 9.6 If . µ is y-slice-singular, with Rokhlin decomposition . µ(dx dy) =
ρy(dx)µ2(dy), then .{e2π imy}∞m=0 is an effective sequence in .L2(µ2), and conse-
quently for every .f ∈ L2(µ2), there exists a sequence of coefficients . {am}∞m=0 ⊂ C
such that 

. f (y) =
∞∑

m=0

ame
2π imy,

with convergence of the series in norm, given by .am = 〈f, gm〉µ2
, where .{gm} is the 

auxiliary sequence of .
{
e2π imy

}
in .L2(µ2). 

Proposition 9.1 Suppose . µ is y-slice-singular, with Rokhlin decomposition given 
by .µ(dx dy) = ρy(dx)µ2(dy). For  .f ∈ L2(µ), the function .Pnf possesses a 
Fourier series expansion of the form 

.Pnf (x, y) =
∞∑

m=0

anme
2π i(nx+my). (9.30) 

Proof The sequence .{e2π i(nx+my)}m∈N0 is a stationary sequence with .µ2 as its 
spectral measure, by virtue of Lemma 9.6 and the fact that . R∗

n is an isometry. The 
result now follows from Theorem D. #$

We can say more about the nature of the Fourier series expansion in Eq. (9.30). 
For .fn ∈ Mn, we have  

. fn(x, y) = e2π inx[Rnfn](y),

since .Pn = R∗
nRn. Therefore, if .{gm(y)}m∈N0 is the auxiliary sequence of 

.{e2π imy}m∈N0 in .L2(µ2), then by Lemma 9.6, 

.[Pnf ](x, y) = e2π inx[Rnfn](y). (9.31) 

= e2π inx

( ∞∑

m=0

〈[Rnfn](y), gm(y)〉µ2 e
2π imy

)

. (9.32) 

Thus far, we have used only the auxiliary sequence .{gm} of .
{
e2π imy

}
in . L2(µ2)

coming from the vector Kaczmarz algorithm used in Theorem D, but the operator 
Kaczmarz algorithm applied to sequence of operators also induces an auxiliary 
sequence of operators .{Gn}. The general construction of .{Gn} is described in 
Sect. 9.4.1. The sequence .{Gn} is given explicitly by Eq. (9.47). 

In our present setting, the auxiliary sequence of .{Rn} is concretized as follows: 
For each y such that . ρy is singular, we have that .

{
e2π inx

}∞
n=0 is effective in .L2(ρy). 

We let .{g(y)n }∞n=0 denote the corresponding auxiliary sequence. When . µ is y-slice-
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singular, this holds for .µ2 a.e. y. We first claim that for each n, .g(y)n (x) is a 
measurable function of x and y: 

Lemma 9.7 Let . µ be a y-slice-singular measure on .[0, 1)2, and .
{
g
(y)
n

}
the 

auxiliary sequence of .L2(ρy). Then, for each n, .g(y)n (x) : [0, 1)2 → C is 
measurable as a function of two variables. 

Proof By [22, Prop 1], we have that .g(y)n (x) = ∑n
j=0 αn−j (y)en(x), where for each 

fixed y, the sequence .{αk(y)} is defined by 

. 
1

∑∞
j=0 ρ̂y(j)zj

=
∞∑

j=0

αj (y)z
j .

Now, .ρ̂y(j) =
∫ 1

0 e2π ijx ρy(dx) is a measurable function of y by the Rokhlin 
Disintegration Theorem. It follows that each .αj (y) is a measurable function of y 
(cf. [22, Lemma 2]). Therefore, each .g(y)n (x) is measurable in the variable y and 
continuous in the variable x and hence measurable. #$

We now explicitly identify .{Gn} in our present setting: 

Proposition 9.2 We have that 

.[Gnf ](y) =
∫

f (x, y)g
(y)
n (x)ρy(dx). (9.33) 

Proof In Sect. 9.4.1, Eq. (9.48), we observe that the auxiliary sequence . {Gn}
uniquely solves the system 

.Rn =
n∑

j=0

RnR
∗
jGj (9.34) 

for all .n ∈ N0. Thus, we need only to show that .Gj as defined in Eq. (9.33) satisfies 
Eq. (9.34). 

Now a simple calculation shows that 

.[RnR
∗
j h](y) =

∫
e2π ijxh(y)e−2π inxρy(dx). (9.35) 

= ρ̂y(n − j)h(y). (9.36) 

Thus, from [18], we have that for any fixed y, 

.

n∑

j=0

ρ̂y(n − j)g
(y)
j (x) = e2π inx . (9.37)
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We therefore calculate 

.

n∑

j=0

[RnR
∗
jGjf ](y) =

n∑

j=0

ρ̂y(n − j)

∫
f (x, y)g

(y)
j (x)ρy(dx). (9.38) 

=
∫

f (x, y) 
n∑

j=0

ρ̂y(n − j)g  (y) j (x)ρ
y (dx). (9.39) 

= [Rnf ](y). (9.40) 

Equation (9.33) now follows immediately. #$
We will prove in Theorem 9.3 that the sequence .{Rn} is effective. As a 

consequence of this theorem, we have the following: 

Proposition 9.3 Suppose . µ is y-slice-singular, with Rokhlin decomposition given 
by .µ(dx dy) = ρy(dx)µ2(dy). For every .f ∈ L2(µ), we can express f as 

.f (x, y) =
∞∑

n=0

[Gnf ](y)e2π inx
. (9.41) 

= 
∞∑

n=0

[ ∞∑

m=0 

anme
2π imy

]

e2π inx  , (9.42) 

where the sequence .{Gn}∞n=0 is defined by Eq. (9.33). The convergence is in norm, 
conditional, and order-dependent. 

Proof Since the sequence of operators .{Rn} is effective, Theorem F implies that the 
sum .

∑∞
n=0 R

∗
nGn converges in the SOT. Consequently, 

.f =
∞∑

n=0

R∗
nGnf . (9.43) 

= 
∞∑

n=0

( ∞∑

m=0

〈[Gnf ](y), gm(y)〉µ2e
2π imy

)

e2π inx (9.44) 

by applying Lemma 9.6 to .Gnf . #$
Combining these results, we are ready to prove our main result: 

Proof of Theorem 9.1 By combining (9.44) and (9.33), for any .f ∈ L2(µ), we  
have 

.f =
∞∑

n=0

( ∞∑

m=0

(∫
f (x, y)g

(y)
n (x)gm(y) µ(dx dy)

)
e2π imy

)

e2π inx
. (9.45)
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= 
∞∑

n=0 

∞∑

m=0

〈
f (x, y), g (y) n (x)gm(y)

〉
e2π i(nx+my) . (9.46) 

Thus, setting .dnm =
〈
f (x, y), g

(y)
n (x)gm(y)

〉

µ
, Theorem 1 is established. #$

The convergence in (9.46) is in norm and conditional. Therefore, we have a 
pseudo-duality between the sequence .{e2π i(nx+my)}∞m,n=0 and .{g(y)n (x)gm(y)}∞m,n=0. 
We will expand on this in Appendix 9.5.1. 

9.4 The Kaczmarz Algorithm for Bounded Operators 

The purpose of the present chapter is to establish explicit multi-variable Fourier 
expansions for .L2(µ) in the case of planar measures . µ that are assumed to satisfy 
the slice-singular property (see Sect. 9.2.2). In principle (as noted in Sect. 9.1), these 
multi-variable Fourier series results parallel the corresponding results for the case 
when . µ is instead assumed to be singular and supported on an interval. 

In both cases, for the proofs, we rely on our (infinite-dimensional) Hilbert space 
framework for the Kaczmarz algorithm (see Sect. 9.1.2). However, the extension 
to the case of planar measures . µ is non-trivial. It entails additional considerations 
involving operator theory, in particular a new analysis of infinite-by-infinite block-
matrices, i.e., referring to the case of operator-valued entries (see, e.g., Theorem 9.2 
below). It also entails a new framework involving general Hardy spaces (Sect. 9.4.3) 
relying on ideas from de Branges, especially from [11]. Since this material is not 
readily available, or widely known, it will be presented in the present section. 

Let . H be a Hilbert space, and for each . j ∈ N0, let .Hj be a Hilbert space (which 
in some situations may be closed subspaces of . H). Let .Rj : H → Hj be bounded 
surjective operators. In the classical case, we typically have a sequence of vectors 
.{φn} ⊂ H (ultimately identified as an “effective” sequence), .Hj = C for all j , and 
the operators . Rj are the analysis operators of the . φj , that is to say, .Rjf =

〈
f,φj

〉
H. 

Thus, in the classical case, .kerRj = {f ∈ H : f ⊥ φj }. 
Let .bj ∈ Hj for all j . The objective of the Kaczmarz algorithm is to find an 

.f ∈ H that solves the system .Rjf = bj for all j . 
With the . bj ’s fixed, for each .j ∈ N0, let .hj ∈ H be the unique solution to . Rjhj =

bj lying in .(kerRj )
⊥, that is, .hj = R∗

j (RjR
∗
j )

−1bj . Let .Qj be the orthogonal 
projection onto .kerRj . 

Suppose we create such a situation as described above by fixing an .x ∈ H and 
then letting .bj = Rjx. Define . Pj by 

.Pj = Qj + hj

= Qj + R∗
j (RjR

∗
j )

−1bj
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= Qj + R∗
j (RjR

∗
j )

−1Rjx. 

Observe that .Pjf is the orthogonal projection of f onto the affine subspace of . H
containing x parallel to .kerRj . 

In a typical situation, we will know the . bj measurements, but we will not know 
the vector x by which the measurements were made. We attempt to recover x by 
carrying out the Kaczmarz algorithm: Define the Kaczmarz sequence .

{
xj

}
by . x0 =

R∗
0b0 = R∗

0R0x, and for .j > 0, 

. xj = Pjxj−1

= Qjxj−1 + R∗
j (RjR

∗
j )

−1Rjx

= Qjxj−1 + R∗
j (RjR

∗
j )

−1Rjxj−1 − R∗
j (RjR

∗
j )

−1Rjxj−1 + R∗
j (RjR

∗
j )

−1Rjx

= xj−1 + R∗
j (RjR

∗
j )

−1Rj (x − xj−1)

= xj−1 + R∗
j (RjR

∗
j )

−1(bj − Rjxj−1).

Definition 9.8 If .
{
xj

}
→ x regardless of which x was chosen, then we say the 

sequence of operators .
{
Rj

}
is effective. If the .Hj are closed subspaces of . H and 

the . Rj are the orthogonal projections onto the . Hj , then we may also say that . {Hj }
is a sequence of effective subspaces of . H. 

Natterer [37] introduces the Kaczmarz algorithm for bounded operators in the 
finite regime–there exist finitely many . Hj ’s and . Rj ’s, and he proves, in analogy to 
Kaczmarz’s original paper [29], that the periodized sequence of . Rj ’s is effective. We 
will prove an operator analogue of the Kwapień-Mycielski result [31] for stationary 
sequences. 

Definition 9.9 Given a sequence of Hilbert spaces .{Hj }, we will need the following 
spaces: 

1. .⊕Hj denotes the vector space of sequences of vectors whose j -th component is 
a vector in . Hj . 

2. .F(⊕Hj ) denotes the inner-product space consisting of sequences in .⊕Hj with 
all but finitely many components equal to 0. 

3. .'2(⊕Hj ) denotes the Hilbert space consisting of sequences in .⊕Hj that are 
square-summable in norm. 

We will consider sequences in these spaces as column vectors.
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9.4.1 The Auxiliary Sequence for the Operator Kaczmarz 
Algorithm 

We define the auxiliary sequence .
{
Gj

}
of .

{
Rj

}
as follows: Let . M : ⊕∞

k=0Hk →
⊕∞

j=0Hj be defined by the infinite strictly lower-triangular matrix of operators 
whose .j, k-th entry is .RjR

∗
k if .j > k and the zero operator . 0 : Hk → Hj

otherwise. (Here, the indices j and k start at 0.) Let I be the identity operator on 
.⊕∞

k=0Hk , which can be defined by the infinite diagonal matrix whose .j, j -th entry 
is the identity operator on . Hj . 

Define .R : H → ⊕∞
j=0Hj to be the 1-column matrix consisting of the . Rj ’s. 

Since .(I + M) is lower-triangular, it is invertible. Therefore, we may define . G :
H → ⊕∞

j=0Hj to be the unique 1-column matrix satisfying 

.(I +M)G = R. (9.47) 

The m-th entry of G, .Gm : H → Hm, is the m-th auxiliary sequence operator. 
Because .(I +M)G = R, we have  

.Rn =
n∑

j=0

RnR
∗
jGj (9.48) 

for each .j ∈ N0. 
Note that there exists an operator .U : ⊕∞

j=0Hj → ⊕∞
k=0Hk such that 

. (I +M)−1 = (I + U),

where U is realizable as an infinite strictly lower-triangular matrix whose .j, k-th 
entry is an operator .Cjk : Hk → Hj if .j > k and the zero operator . 0 : Hk → Hj

otherwise. Then, 

.G := (I + U)R. (9.49) 

Theorem F (Natterer) .
∑n

k=0 R
∗
kGkx = xn. 

The proof can be found in [37, Page 133]. 

Proposition 9.4 For .n ≥ 1, 

. ‖x − xn−1‖2
H = ‖x − xn‖2

H +
∥∥R∗

nGnx
∥∥2
H .

Proof Recall that 

.xn = xn−1 + R∗
n(RnR

∗
n)

−1(Rnx − Rnxn−1).
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Applying . Rn to both sides, 

. Rnxn = Rnxn−1 + Rnx − Rnxn−1 = Rnx.

It follows that .(x − xn) ∈ kerRn. Since by the Fredholm Alternative the range of 
. R∗

n is perpendicular to . kerRn, it follows that  

. ‖x − xn‖2
H +

∥∥R∗
nGnx

∥∥2
H =

∥∥x − xn + R∗
nGnx

∥∥2
H

= ‖x − xn−1‖2
H

by Theorem F. #$
Corollary 9.2 If . R∗

n is an isometry (as is the case in the classical situation when 
the . φj are unit vectors), then .

∥∥R∗
nGnx

∥∥2
H = ‖Gnx‖2

Hn
, and consequently it is also 

true that 

. ‖x − xn−1‖2
H = ‖x − xn‖2

H + ‖Gnx‖2
Hn

.

Corollary 9.3 The sequence .{Rn}∞n=0 is effective if and only if . 
∑∞

n=0

∥∥R∗
nGnx

∥∥2
H =

‖x‖2
H. 
Moreover, under the assumption that each . R∗

n is an isometry, .{Rn}∞n=0 is effective 
if and only if .

∑∞
n=0 ‖Gnx‖2

Hn
= ‖x‖2

H. 

Proof Note that .G0 = R0. Since .x0 = R∗
0R0x, . x0 is in the range of .R∗

0 and is 
therefore perpendicular to .x − x0. So by Proposition 9.4, 

. 

k∑

n=0

∥∥R∗
nGnx

∥∥2
H =

∥∥R∗
0R0x

∥∥2
H +

k∑

n=1

(‖x − xn−1‖2
H − ‖x − xn‖2

H)

= ‖x0‖2
H + ‖x − x0‖2

H − ‖x − xk‖2
H (9.50) 

= ‖x‖2 
H − ‖x − xk‖2 

H . 

Taking a limit of both sides as .k → ∞, the result follows. #$

9.4.2 A Matrix Characterization of Effectivity 

Haller and Szwarc [18] prove a general statement about when a sequence of vectors 
.{φj }∞j=0 ⊂ H is effective. Specifically, they prove that the sequence is effective if 
and only if the matrix . U is a partial isometry on .'2(N0), where
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. (I +U )(I +M ) = I, Mj,k =
{

〈φk,φj 〉, for j > k,

0, otherwise.

We prove the analogue of the Haller-Szwarc Theorem for the Kaczmarz Algorithm 
for Operators. The proof proceeds nearly identically to the proof presented in [18]; 
we include it here for completeness. 

Theorem 9.2 Suppose every . R∗
n is an isometry. Then, .

{
Rj

}∞
j=0 is effective if and 

only .∪(ker(Rj )
⊥) is linearly dense in . H and the matrix 

. U =





0 0
C10 0
C20 C21 0
C30 C31 C32 0
...

. . .





is a partial isometry on .'2(⊕∞
j=0Hj ). 

To prove this theorem, we first establish some lemmas and definitions. 
For a matrix A with operator entries, let . Ân denote the nth principal submatrix of 

A, that is, the matrix A with entries changed to the zero operator in rows or columns 
beyond the nth. 

If .A : ⊕Hj → ⊕Hj , we say that A is positive definite on .F(⊕Hj ) if 

.

〈
Ânx, x

〉

F(⊕Hj )
> 0 for all .x ∈ F(⊕Hj ) and all .n ∈ N0. 

Proposition 9.5 U is a contraction on .'2(⊕∞
j=0Hj ) if and only if .M +M∗ + I is 

positive definite on .F(⊕∞
j=0Hj ). 

Proof .M̂n and .Ûn are bounded on .'2(⊕∞
j=0Hj ), and by assumption, . M̂nÛn =

ÛnM̂n = −Ûn − M̂n. Assume the matrix .M + M∗ + I is positive definite on 
.F(⊕∞

j=0Hj ). Then, the matrix .M̂n + M̂∗
n + I corresponds to a positive bounded 

operator on .'2(⊕∞
j=0Hj ). Thus, 

.0 ≤ (Û∗
n + I )(M̂n + M̂∗

n + I )(Ûn + I )

= (Û∗
n + I )((M̂n + I )(Ûn + I )+ M̂∗

n(Ûn + I ))

= (Û∗
n + I )(I + M̂∗

nÛn + M̂∗
n)

= (Û∗
n + I )(M̂∗

n + I )+ (Û∗
n + I )M̂∗

nÛn

= I + Û∗
n M̂

∗
nÛn + M̂∗

nÛn

= I + (−Û∗
n − M̂∗

n)Ûn + M̂∗
nÛ

∗
n

= I − Û∗
n Ûn.
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Hence, .

∥∥∥Ûn

∥∥∥ ≤ 1, where this denotes the operator norm of .B('2(⊕Hj )). 
Consequently, we obtain .‖U‖ ≤ 1. 

Conversely, suppose .‖U‖ ≤ 1, where this is the norm of .B('2(⊕Hj )). Then, 

.

∥∥∥Ûn

∥∥∥ ≤ 1 for all n, and so .I − Û∗
n Ûn ≥ 0 on .'2(⊕Hj ). Therefore, 

. 0 ≤ (M̂∗
n + I )(I − Û∗

n Ûn)(M̂n + I )

= (M̂∗
n + I )(M̂n + I − Û∗

n ÛnM̂n − Û∗
n Ûn)

= (M̂∗
n + I )(M̂n + I − Û∗

n (−Ûn − M̂n) − Û∗
n Ûn)

= (M̂∗
n + I )(M̂n + I + Û∗

n M̂n)

= M̂∗
nM̂n + M̂∗

n + M̂∗
nÛ

∗
n M̂n + M̂n + I + Û∗

n M̂n

= M̂∗
nM̂n + M̂∗

n + (−Û∗
n − M̂∗

n)M̂n + M̂n + I + Û∗
n M̂n

= M̂n + M̂∗
n + I.

It follows that .M +M∗ + I is positive definite. 
#$

Lemma 9.8 Suppose every . R∗
n is an isometry. Then, .

∑∞
n=0 G

∗
nGn = IH in the weak 

operator topology, if and only if .
{
Rj

}∞
j=0 is effective. 

Proof Suppose .
∑∞

n=0 G
∗
nGn = IH in the weak operator topology. Let .x ∈ H. 

Observe that 

.

∞∑

n=0

∥∥R∗
nGnx

∥∥2
H =

∞∑

n=0

‖Gnx‖2
Hn

=
∞∑

n=0

〈Gnx,Gnx〉Hn

=
∞∑

n=0

〈
G∗

nGnx, x
〉
H

= lim
k→∞

〈
k∑

n=0

G∗
nGnx, x

〉

H

= 〈Ix, x〉H
= ‖x‖2

H .
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Therefore, by Corollary 9.3, the Kaczmarz sequence .xn → x. Since x was arbitrary, 
it follows that .

{
Rj

}
is effective. 

Conversely, suppose .
{
Rj

}∞
j=0 is effective. Let .x ∈ H. Then, the Kaczmarz 

sequence .xn → x. Because of (9.50), we may define .T : H → '2(⊕Hn) by 

.T x =





G0x

G1x

G2x
...




. (9.51) 

(Indeed, by (9.50), it follows that .‖T ‖'2(⊕Hj )
≤ 1 regardless of whether . 

{
Rj

}∞
j=0

is effective.) By Corollary 9.3, since .
{
Rj

}∞
j=0 is effective, we have 

. ‖T x‖'2(⊕Hj )
=

√√√√
∞∑

n=0

‖Gnx‖2
Hn

= ‖x‖H .

Thus, T is an isometry. Let .y ∈ H. Then, 

.

〈x, y〉H = 〈T x, T y〉'2(⊕Hj )

=
∞∑

n=0

〈Gnx,Gny〉Hn

=
∞∑

n=0

〈
G∗

nGnx, y
〉
H

= lim
k→∞

〈
k∑

n=0

G∗
nGnx, y

〉

H
.

(9.52) 

Since x and y were arbitrary, it follows that .
∑∞

n=0 G
∗
nGn = IH in the weak operator 

topology. #$
Suppose .

{
Rj

}
is effective. Then, by Lemma 9.8, .

∑∞
n=0 G

∗
nGn = IH in the weak 

operator topology. It follows that for any .j, k ∈ N0, 

.RjR
∗
k =

∞∑

n=0

RjG
∗
nGnR

∗
k (9.53) 

in the weak operator topology.
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For each j , define .Dj : Hj → ⊕∞
k=0Hk to be the 1-column matrix whose nth 

entry is the zero operator .0 : Hj → Hn if .n *= j and the identity operator .IHj
if 

.n = j . 

Lemma 9.9 

. RjG
∗
n = D∗

j (UM∗ +M∗ + I )∗Dn.

Proof Set .Cnn = Mnn = IHn
. Recall that since .G = (I + U)R, we have  

. Gn =
n∑

k=0

CnkRk.

Therefore, 

. RjG
∗
n = Rj

(
n∑

k=0

R∗
kC

∗
nk

)

=
n∑

k=0

RjR
∗
kC

∗
nk

=
{∑n

k=0 MjkC
∗
nk if j > n

∑j−1
k=0 MjkC

∗
nk +

∑n
k=j RjR

∗
kC

∗
nk if j ≤ n

=






∑n
k=0 MjkC

∗
nk if j > n

∑j−1
k=0 MjkC

∗
nk +

∑n
k=j

(
RkR

∗
j

)∗
C∗
nk if j ≤ n

=
{∑n

k=0 MjkC
∗
nk if j > n

∑j−1
k=0 MjkC

∗
nk +

∑n
k=j

(
Mkj

)∗
C∗
nk if j ≤ n

=






∑n
k=0 MjkC

∗
nk if j > n

∑j−1
k=0 MjkC

∗
nk +

(∑n
k=j CnkMkj

)∗
if j ≤ n.

Since .(I + U)(I +M) = I , for .j ≤ n, we get 

. 

n∑

k=j

CnkMkj = Djn.

Therefore,
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. RjG
∗
n =

{∑n
k=0 MjkC

∗
nk if j > n

∑j−1
k=0 MjkC

∗
nk +D∗

jn if j ≤ n

=
{
D∗

jM(U∗ + I )Dn if j > n

D∗
jMU∗Dn +D∗

jDn if j ≤ n

=
{
D∗

jM(U∗ + I )Dn +D∗
jDn if j > n

D∗
jMU∗Dn +D∗

jDn +D∗
jMDn if j ≤ n

because .D∗
jDn : Hn → Hj is the zero operator when .j *= n and because . D∗

jMDn :
Hn → Hj is the zero operator when .j ≤ n. Therefore, 

. RjG
∗
n = D∗

j

(
MU∗ +M + I

)
Dn

= D∗
j

(
UM∗ +M∗ + I

)∗
Dn. #$

Lemma 9.10 .
∑∞

n=0 DnD
∗
n = I in the weak operator topology. 

Proof Let .x, y ∈ '2(⊕Hj ). We have  

. lim
k→∞

〈
k∑

n=0

DnD
∗
nx, y

〉

'2(⊕Hj )

= lim
k→∞

k∑

n=0

〈
DnD

∗
nx, y

〉
'2(⊕Hj )

= lim
k→∞

k∑

n=0

〈
D∗

nx,D
∗
ny

〉
Hn

=: 〈x, y〉'2(⊕Hj )
.

#$
Proof of Theorem 9.2 Let .A = UM∗+M∗+ I . Let .j, k ∈ N0, and let .x ∈ Hk and 
.y ∈ Hj . By applying Lemmas 9.9 and 9.10 and Eq. (9.53), we get 

.

〈
(RjR

∗
k − D∗

jA
∗ADk)x, y

〉

Hj

= lim
N→∞

〈(

RjR
∗
k −

N∑

n=0

D∗
j A

∗DnD
∗
nADk

)

x, y

〉

Hj

= lim
N→∞

〈(

RjR
∗
k −

N∑

n=0

RjG
∗
nGnR

∗
k

)

x, y

〉

Hj

=
〈(
RjR

∗
k − RjR

∗
k

)
x, y

〉
Hj

= 0.



9 Fourier Series for Fractals in Two Dimensions 215

Since y was arbitrary, it follows that 

. RjR
∗
k = D∗

j A
∗ADk.

We claim that 

. D∗
jMU∗UM∗Dk = D∗

jMM∗Dk.

By the relation .MU = −U − M , we have  

. A∗A = (UM∗ +M∗ + I )∗(UM∗ +M∗ + I )

= (MU∗ +M + I )(UM∗ +M∗ + I )

= MU∗UM∗ +MU∗M∗ +MU∗ +MUM∗ +MM∗

+M + UM∗ +M∗ + I

= MU∗UM∗ +MU∗M∗ +MU∗ − UM∗ − MM∗ +MM∗

+M + UM∗ +M∗ + I

= MU∗UM∗ +MU∗M∗ +MU∗ +M +M∗ + I

If .j > k, then .D∗
jDk = 0 and .D∗

jM
∗Dk = 0, so . D∗

jMDk+D∗
jM

∗Dk+DjDk =
D∗

jMDk = RjR
∗
k . 

If .j < k, then .D∗
jDk = 0 and .D∗

jMDk = 0, so . D∗
jMDk +D∗

jM
∗Dk +DjDk =

D∗
jM

∗Dk = (RkR
∗
j )

∗ = RjR
∗
k . 

If .j = k, then .D∗
jMDk = 0 and .D∗

jM
∗Dk = 0, so . D∗

jMDk + D∗
jM

∗Dk +
DjDk = D∗

jDj = I = RjR
∗
j . 

Hence, 

. RjR
∗
k = D∗

j A
∗ADk =

D∗
jMU∗UM∗Dk +D∗

jMU∗M∗Dk +D∗
jMU∗Dk

+D∗
jMDk +D∗

jM
∗Dk +D∗

jDk

= D∗
jMU∗UM∗Dk +D∗

jMU∗M∗Dk +D∗
jMU∗Dk + RjR

∗
k .

Therefore, 

. D∗
jMU∗UM∗Dk = D∗

j (−MU∗M∗ − MU∗)Dk

= D∗
j (M(−U∗M∗ − U∗))Dk (9.54) 

= D∗
j MM∗Dk.
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Recall that .F(⊕Hj ) is the subspace of .⊕Hj consisting of elements whose entries 
are zero in all but finitely many components, i.e., .x ∈ ⊕Hj such that . D∗

nDnx *= 0
for only finitely many .n ∈ N0. Now, define 

. H = M∗F(⊕Hj ).

Let .x, y ∈ F(⊕Hj ). This means there exist .x0, x1, . . . , xN and .y0, y1, . . . , yN , 
where .xj , yj ∈ Hj , such that .x = ∑N

n=0 Dnxn and .y = ∑N
n=0 Dnyn. By Eq. (9.54), 

we then have 

. 
〈
UM∗x,UM∗y

〉
'2(⊕Hj )

=
〈

UM∗
N∑

n=0

Dnxn,UM∗
N∑

m=0

Dmym

〉

'2(⊕Hj )

=
N∑

n=0

N∑

m=0

〈
D∗

mMU∗UM∗Dnxn, ym
〉
Hm

=
N∑

n=0

N∑

m=0

〈
D∗

mMM∗Dnxn, ym
〉
Hm

=
〈
M∗x,M∗y

〉
'2(⊕Hj )

.

This establishes that U is isometric on .M∗F(⊕Hj ). Because U is represented by 
a matrix, it must be the unique bounded extension of its restriction to .M∗F(⊕Hj ), 
and hence U is isometric on .H = M∗F(⊕Hj ). 

It suffices to show that U vanishes on . H⊥. To this end, observe that the matrices 
.U∗ and .M∗ leave the subspace .F(⊕Hj ) invariant. We have 

. M∗(U∗ + I ) = M∗U∗ +M∗

= −U∗.

Therefore, 

. U∗(F(⊕Hj )) = −M∗(U∗ + I )(F(⊕Hj ))

⊆ −M∗(F(⊕Hj ))

⊆ H.

Thus, by the Fredholm Alternative, 

.H⊥ ⊆ (U∗(F(⊕Hj )))
⊥

⊆ (U∗M∗F(⊕Hj ))
⊥
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= (ranM∗F(⊕Hj )U
∗)⊥ 

= kerM∗F(⊕Hj )U 

⊆ kerHU. 

Thus, U is a partial isometry. 
Conversely, let U be a partial isometry on .'2(⊕Hj ). Hence, U is isometric on 

. (ker'2(⊕Hj )
U)⊥ = ran'2(⊕Hj )

U∗

= ranF(⊕Hj )U
∗.

The formula .U∗(M∗ + I ) = −M∗ implies that U is isometric on .M∗(F(⊕Hj )). 
This is equivalent to 

. 
〈
UM∗x,UM∗y

〉
'2(⊕Hj )

=
〈
M∗x,M∗y

〉
'2(⊕Hj )

for .x, y ∈ F(⊕Hj ). Tracking backward, the proof of the first part implies the 
formula (9.53). That is to say, we obtain 

. RjR
∗
k =

∞∑

n=0

RjG
∗
nGnR

∗
k

in the weak operator topology of .B(Hk,Hj ). 
Let .T : H → '2(⊕Hj ) be as in (9.51), and note that .‖T ‖ ≤ 1. By (9.52), 

.
∑∞

n=0 G
∗
nGn = T ∗T in the weak operator topology of .B(H). 

Let .x̂0, x̂1, . . . , x̂N and .ŷ0, ŷ1, . . . , ŷN be such that .x̂j , ŷj ∈ Hj . Then, 

.

〈

T ∗T
N∑

k=0

R∗
k x̂k,

N∑

j=0

R∗
k ŷk

〉

H

= lim
m→∞

〈
m∑

n=0

G∗
nGn

N∑

k=0

R∗
k x̂k,

N∑

j=0

R∗
j ŷk

〉

H

= lim
m→∞

m∑

n=0

N∑

j=0

N∑

k=0

〈
G∗

nGnR
∗
k x̂k, R

∗
j ŷj

〉

H

= lim
m→∞

m∑

n=0

N∑

j=0

N∑

k=0

〈
RjG

∗
nGnR

∗
k x̂k, ŷj

〉
Hj

=
N∑

j=0

N∑

k=0

lim
m→∞

m∑

n=0

〈
RjG

∗
nGnR

∗
k x̂k, ŷj

〉
Hj
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= 
N∑

j=0 

N∑

k=0

〈
RjR

∗
k x̂k, ŷj

〉
Hj 

=
〈

N∑

k=0 

R∗
k x̂k, 

N∑

j=0 

R∗
j ŷj

〉

H 

. 

Then, by the assumption that .∪(kerRj)
⊥ is linearly dense in . H and the fact that 

.T ∗T is a bounded operator, we have that .T ∗T = I . It follows that . 
∑∞

n=0 G
∗
nGn = I

in the weak operator topology. Therefore, .
{
Rj

}∞
j=0 is effective by Lemma 9.8. #$

9.4.3 Stationary Sequences of Operators 

Recall from Eq. (9.29) that .Rn+j S
−j = Rn. This provides an operator analogue of 

a stationary sequence of vectors. We want to show that for a slice-singular measure, 
the stationary sequence of operators .{Rn} is effective. We need to show that the 
operators satisfy Theorem 9.2. First, consider .(I +M), which becomes 

.I +M =





I 0
R0S

−1R∗
0 I

R0S
−2R∗

0 R0S
−1R∗

0 I

R0S
−3R∗

0 R0S
−2R∗

0 R0S
−1R∗

0
. . .

...
...

. . .




. (9.55) 

Note that in our notation, .Hj = H0 = L2(µ2) (or .L2(µ1), depending on the 
direction of the slice-singularity of . µ). We will think of .H0 as a subspace of . L2(µ)

via its image under . R∗
0 . 

We write the formal inverse of .I +M as 

.I + U =





I 0
A1 I

A2 A1 I

A3 A2 A1
. . .

...
...

. . .




. (9.56) 

By Theorem 9.2, the stationary sequence of operators .{Rn}∞n=0 is effective if and 
only if U is a partial isometry on .'2(⊕H0). We will show that if the unitary S has a 
spectral representation that corresponds to a slice-singular measure, then the matrix 
is an isometry.
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Inspired by [11, Lemma 2], we will define .B(z) ∈ B(H0) by 

.(I − B(z))−1 =
∞∑

n=0

R0S
−nR∗

0z
n (9.57) 

so that .B(z) = ∑∞
n=1 Anz

n. In this form, .B(z) also acts on the space 

. H0(z) =
{ ∞∑

n=0

fnz
n

∣∣∣∣∣ fn ∈ H0, ‖
∞∑

n=0

fnz
n‖2 =

∑

n

‖fn‖2

}

.

From [11, Lemma 2], we have that there exists an operator-valued function . B(z)
that satisfies the equation 

.

〈
I + B(z)

I − B(z)
a, c

〉

H0

=
〈
I + zS∗

I − zS∗ a, c
〉

L2(µ)

(9.58) 

for .a, c ∈ H0. We claim that the .B(z) as defined in Eqs. (9.57) and (9.58) coincide. 
As calculated in de Branges’s proof of [11, Lemma 2], the power series expansion 

of the RHS of Eq. (9.58) can be written as 

. 〈I + 2zS−1 + 2z2S−2 . . . a, c〉,

which we write as 

. 〈a, c〉 + 2z〈R0S
−1R∗

0a, c〉 + 2z2〈R0S
−2R∗

0a, c〉 + · · ·

or 

. 2〈S+(z)a, c〉 − 〈a, c〉 = 〈(2S+(z) − I )a, c〉,

with .S+(z) =
∑∞

n=0 R0S
−nR∗

0z
n. 

Formally, then, we have that 

. 
I + B(z)

I − B(z)
= 2S+(z) − I.

Solving for .B(z) (as in the scalar case), we obtain 

. B(z) = I − [S+(z)]−1,

from which our claim follows. 
Now, we want to calculate explicitly the action of .B(z) on .H0(z). We suppose 

that . µ is y-slice-singular and write .µ(dx dy) = ρy(dx)µ2(dy) as before. We let
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.by(z) be the inner function associated with the singular measure . ρy according to the 
Herglotz representation: 

. 
1 + by(z)

1 − by(z)
=

∫
e2π ix + z

e2π ix − z
ρy(dx).

Note that for a fixed z, by the Rokhlin Disintegration Theorem, .by(z) is a measurable 
function in y. 

Consider .a = a(y) and .c = c(y) as elements of .H0 = L2(µ2). By the functional 
calculus, the action of .(I+zS∗)(I −zS∗)−1 on .L2(µ) corresponds to multiplication 
by .(1 + ze−2π ix)(1 − ze−2π ix)−1. Therefore, we have 

. 

〈
1 + zS∗

1 − zS∗ a, c
〉

L2(µ)

=
∫

1 + ze−2π ix

1 − ze−2π ix
a(y)c(y)µ(dx dy)

=
∫ ∫

1 + ze−2π ix

1 − ze−2π ix
ρy(dx) a(y)c(y) µ2(dy)

=
∫

1 + by(z)

1 − by(z)
a(y)c(y)µ2(dy)

=
〈

1 + B(z)

1 − B(z)
a, c

〉

H0

. (9.59) 

Again, by the functional calculus, we have that the action of .B(z) on .H0 is given by 

. [B(z)a](y) = by(z)a(y).

Consider .F ∈ H0(z), which we write as 

. F(z) =
∞∑

n=0

fnz
n

Fy(z) =
∞∑

n=0

fn(y)z
n.

The action of .B(z) on .H0(z) can then be written as 

. [BF ]y(z) = B(z)Fy(z)

= by(z)Fy(z).

For . µ2 a.e. y, .Fy ∈ H 2(D), and .‖byFy‖H 2 = ‖Fy‖H 2 . Moreover, 

.‖F‖2
H0(z)

=
∫

‖Fy‖2
H 2µ2(dy),
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so we obtain that 

.‖BF‖H0(z) = ‖F‖H0(z). (9.60) 

We now have that B, whose matrix representation is given by U in Eq. (9.56), is an  
isometry on .'2(⊕∞

n=0H0). We therefore obtain the following theorem. 

Theorem 9.3 Suppose . µ is a Borel probability measure on .[0, 1]2 and is y-slice-
singular. The operators .{Rn} as defined in Eq. (9.26) are effective in .L2(µ). 

9.5 Appendix 

9.5.1 Duality 

In Sect. 9.3, we derived our multi-variable .L2(µ) Fourier expansions with the use of 
some lemmas from the theory of Parseval frames in Hilbert spaces (see especially 
Sects. 9.1.2 and 9.4.1). The purpose of the present section is to present certain 
needed parts of frame theory. 

Proposition 9.6 If .{gn} is a Parseval frame in .L2(µ), then .‖gn‖µ ≤ 1. 

Proof For any .k ∈ N0, 

. ‖gk‖2
µ =

∑

n

∣∣〈gk, gn〉µ
∣∣2 = ‖gk‖4

µ +
∑

n *=k

∣∣〈gk, gn〉µ
∣∣2
.

Therefore, 

. ‖gk‖2
µ (1 − ‖gk‖2

µ) =
∑

n *=k

∣∣〈gk, gn〉µ
∣∣2
.

It follows that .‖gk‖µ ≤ 1, or else the left side above would be negative, contrary to 
the right side being nonnegative. #$
Proposition 9.7 If . µ disintegrates as .ρy(dx) µ2(dy), then .g

(y)
n (x)gm(y) ∈ L2(µ). 

Proof 

.

∫ ∫ ∣∣∣g(y)n (x)gm(y)
∣∣∣
2
dρx(y) µ2(dy) =

∫
|gm(y)|2

∫ ∣∣∣g(y)n (x)
∣∣∣
2

ρy(dx) µ2(dy)

=
∫

|gm(y)|2
∥∥∥g(x)n (·)

∥∥∥
2

ρx
µ2(dy)

≤
∫

|gm(y)|2 µ2(dy)
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= ‖gm(·)‖2 
µ1 

< ∞. 

#$
Proposition 9.8 If .F(x, y) ∈ L2(µ), then .

∫
F(·, y)g(·)n (y) ρy(dx) ∈ L2(µ2). 

Proof 

. 

∫ ∣∣∣∣

∫
F(x, y)g

(y)
n (x) ρy(dx)

∣∣∣∣
2

µ2(dy)

≤
∫ (∫ ∣∣∣∣F(x, y)g

(y)
n (x)

∣∣∣∣ ρy(dx)

)2

µ2(dy)

≤
∫ (

‖F(x, ·)‖ρx

∥∥∥g(x)n (·)
∥∥∥

ρx

)2

µ2(dy)

≤
∫

‖F(x, ·)‖2
ρx

µ2(dy)

=
∫ ∫

|F(x, y)|2 ρy(dx) µ2(dy)

= ‖F(x, y)‖2
µ < ∞.

#$
Let . µ be a y-slice-singular measure on . [0, 1)2. Let .n = (m, n). Define 

.gn(x, y) = gm(y)g
(y)
n (x), where .{gm} is the auxiliary sequence of the marginal 

measure . µ2, and for .µ2-almost-every y, .g(y)n is the auxiliary sequence of the slice 
measure . ρy . Also, define .en(x, y) := e2π imye2π inx . (Note: for an  x-slice-singular 
measure, we would define .gn(x, y) = gm(x)g

(x)
n (y) and .en(x, y) := e2π imxe2π iny .) 

Theorem 9.4 If . µ is y-slice-singular, then .{gn}n∈N2
0
is a Parseval frame in . L2(µ)

in the y-x order. 

Let .F ∈ L2(µ). Then, 

.

∑

n

∑

m

∣∣∣∣
〈
F, gm(y)g

(y)
n (x)

〉

µ

∣∣∣∣
2

=
∑

n

∑

m

∣∣∣∣

∫ ∫
F(x, y)gm(y)g

(y)
n (x) ρy(dx) µ2(dy)

∣∣∣∣
2

=
∑

n

∑

m

∣∣∣∣

∫
gm(y)

∫
F(x, y)g

(y)
n (x) ρy(dx) µ2(dy)

∣∣∣∣
2
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=
∑

n

∑

m

∣∣∣∣∣

〈∫
F(x, y)g (y) n (x) ρy (dx), gm(y)

〉

µ2

∣∣∣∣∣

2 

[By Proposition 9.8] 

=
∑

n

∥∥∥∥

∫
F(x, y)g (y) n (x) ρy (dx)

∥∥∥∥
2 

µ2 

[Because {gm} is a Parseval frame in L2(µ2)] 

=
∑

n

∫ ∣∣∣∣

∫
F(x, y)g (y) n (x) ρy (dx)

∣∣∣∣
2 

dµ2(y) 

=
∫ ∑

n

∣∣∣∣

∫
F(x, y)g (y) n (x) ρy (dx)

∣∣∣∣
2 

dµ2(y) 

=
∫ ∑

n

∣∣∣∣
〈
F(x, y), g (y) n (x)

〉

ρy

∣∣∣∣
2 

dµ2(y) 

=
∫

‖F(x, y)‖2 
ρy dµ2(y) [Because

{
g (y) n

}
is a Parseval frame in L2(ρy )] 

=
∫ ∫

|F(x, y)|2 ρy (dx) dµ2(dy) 

= ‖F‖2 
µ . 

Theorem 9.5 If . µ is y-slice-singular, then .{gn}n∈N2
0
is dextrodual to .{en}n∈N2

0
in 

.L2(µ) in the y-x order. 

Proof 

.

∑

n

∑

m

〈F, gn〉µ en(x̃, ỹ)

=
∑

n

∑

m

(∫ ∫
F(x, y)gm(y)g

(y)
n (x) ρy(dx) µ2(dy)

)
e2π imỹe2π inx̃

=
∑

n

∑

m

(∫ ∫
F(x, y)g

(y)
n (x) ρy(dx) e2π inx̃gm(y) µ2(dy)

)
e2π imỹ

=
∑

m

(∫ (
∑

n

∫
F(x, y)g

(y)
n (x) ρy(dx) e2π inx̃

)

gm(y) µ2(dy)

)

e2π imỹ

=
∑

m

(∫ (
∑

n

〈
F(x, y), g

(y)
n (x)

〉

ρy
en(x̃)

)

gm(y) µ2(dy)

)

e2π imỹ

=
∑

m

(∫
F(x̃, y)gm(y) µ2(dy)

)
e2π imỹ
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=
∑

m

〈F(x̃, y), gm(y)〉µ2 
em(ỹ) 

= F(x̃, ỹ). 

#$

9.5.2 Direct Integrals 

The proof of Theorem 9.3 can be simplified by using the formalism of direct-integral 
theory. Doing so also reveals additional structure of the Kaczmarz algorithm in 
terms of the action of .B(z) on .H0 in analogy to the one-dimensional version as 
we presented in Eq. (9.8), namely in terms of the Clark theory [22]. We avoided 
the direct-integral theory in our initial proof for the benefit of the reader who is not 
familiar with the subject. 

For the y-slice-singular measure . µ, we can obtain a direct-integral decomposition 
of our space as 

. L2(µ) =
∫ ⊕

L2(ρy) µ2(dy).

In the context of the Kaczmarz algorithm, the subspace .H0 = L2(µ2) then yields a 
similar direct integral decomposition 

. H0(z) =
∫ ⊕

H 2
y (D) µ2(dy).

Here, .H 2
y (D) = H 2(D); we simply use the subscript y to indicate the fibers of the 

decomposition are indexed by y. 
Now, the action of the operator .B(z) has a particularly simple form: for . F =∫ ⊕
fy µ2(dy) ∈ H0(z), 

. BF =
∫ ⊕

byfy µ2(dy).

From here, we immediately see that B is an isometry. However, we see even more, 
since we obtain that the range of B is given by 

. B (H0(z)) =
∫ ⊕

H(by) µ2(dy),

where .H(by) is the de Branges-Rovnyak space .H 2 2 byH
2.
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Moreover, we see the dilation theory of de Branges [11] as well as a significant 
part of the Clark theory on model subspaces and the Normalized Cauchy Transform 
[10]. 

Indeed, recall that in the one-variable case, the Normalized Cauchy Transform 
acts as a unitary operator from .L2(ν) to .H(b), where . ν is a singular measure on . T
and .H(b) ⊂ H 2(D) is the model subspace corresponding to the inner function b. 
Via the direct integral theory, we can identify .L2(µ) :

∫ ⊕ H(by) µ2(dy) via the 
operator .

∫ ⊕
Vρy µ2(dy) acting on .

∫ ⊕
L2(ρy) µ2(dy). 

Regarding the dilation theory of de Branges, the direct integral decomposition 
also provides a concrete representation of the dilation spaces that de Branges 
constructs, e.g., [11, Lemmas 4 and 11]. In fact, in de Branges’ notation, we have 
.C = L2(µ2) and .C (z) =

∫ ⊕
H 2

y (D)µ2(dy). Then, the operator .B(z) arising from 
the Herglotz representation decomposes the dilation space .

∫
H 2

y (D)µ2(dy) into 

. B(C (z)) =
∫ ⊕

H(by) µ2(dy) :
∫ ⊕

L2(ρy) µ2(dy) = L2(µ).

This space de Branges refers to as .H(B), the operator-valued analogy of the model 
space .H(b). In this view, we can extend the Normalized Cauchy Transform to act 
on .L2(µ) by the mapping 

.f 5→
∑

n

∑

m

〈f (x, y), g(y)n (x)gm(y)〉zn1zm2 , (9.61) 

which is a function in .H 2(D2). This mapping is an isometry (as a consequence 
of Theorem 9.4), and its image is a vector-valued analog of the model space 
.H(b). Moreover, this mapping can be represented as an iteration of one-variable 
Normalized Cauchy Transforms, as follows: 

Let .Vµ2 : L2(µ2) → H 2 and .Vρy : L2(ρy) → H 2 be the normalized Cauchy 
transforms of . µ2 and . ρy , respectively. Then, for an .f (x, y) ∈ L2(µ), . f (·, y) ∈
L2(ρy) for .µ2-almost-every .y ∈ [0, 1]. 

Then, for .f (x, y) ∈ L2(µ), consider .Vµ2 [Vρy [f (·, y)](z2)](z1), where first 
.Vρy acts on .f (x, y) as a function of x, returning for .µ2-almost-every . y ∈ [0, 1]
a function .Fy(z2) := Vρy [f (·, y)](z2) ∈ H 2. Then, regarding . z2 as fixed, . Vµ2

acts on .Fy(z2) as a function of y, returning for each fixed .z2 ∈ D a function 
.G(z1, z2) := Vµ2 [Fy(z2)](z1) ∈ H 2 as a function of . z1. We will now verify that 
.G(z1, z2) is the function returned by the mapping (9.61). 

Recall that for a measure . ν on .[0, 1], the normalized Cauchy transform . Vνf :
L2(ν) → H 2(D) is given by 

.Vνf (z) =
∫ 1

0
f (x)

1−ze−2π ix ν(dx)
∫ 1

0
1

1−ze−2π ix ν(dx)
.
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In [22, Proposition 1], it was proved that if . ν is singular, then . Vνf (z) =∑∞
n=0 〈f, gn〉 zn, where .{gn} is the auxiliary sequence of .{en} in .L2(ν). Therefore, 

we have 

. Vµ2 [Vρy [f (·, y)](z2)](z1)

=Vµ2 [
∞∑

n=0

〈
f (x, y), g

(y)
n (x)

〉

ρy(x)
zn2](z1)

=
∞∑

m=0

〈 ∞∑

n=0

〈
f (x, y), g

(y)
n (x)

〉

ρy(x)
zn2, gm(y)

〉

µ2(y)

zm1

=
∞∑

m=0

∞∑

n=0

〈∫
f (x, y)g

(y)
n (x) ρy(dx)zn2, gm(y)

〉

µ2(y)

zm1

=
∞∑

m=0

∞∑

n=0

∫ (∫
f (x, y)g

(y)
n (x) ρy(dx)zn2

)
gm(y) µ2(dy)z

m
1

=
∞∑

m=0

∞∑

n=0

∫ ∫
f (x, y)g

(y)
n (x)gm(y) ρ

(y)(dx) µ2(dy)z
m
1 z

n
2

=
∞∑

m=0

∞∑

n=0

∫
f (x, y)g

(y)
n (x)gm(y) µ(dx dy)z

m
1 z

n
2

=
∞∑

m=0

∞∑

n=0

〈
f (x, y), g

(y)
n (x)gm(y)

〉

µ
zm1 z

n
2 .

We will expound on these connections more in a subsequent paper. In addition, 
this dilated view also presents the opportunity for analyzing the boundary represen-
tations of subspaces of .H 2(D2) as we did in [20, 21]; this too will be expounded 
upon in a subsequent paper. 

9.5.3 Higher Dimensions 

Our results have concerned two-dimensional slice-singular measures. Much of our 
work can be extended easily to higher dimensions once we have a definition of 
slice-singular. 

We define a d-dimensional slice-singular measure by the .d − 1-dimensional case 
as follows. A positive Borel measure . µ in .Rd is said to be .xj -slice-singular if its 
marginal measure .µ ◦ π−1

j is singular and the corresponding conditional measures 
are .d − 1 slice-singular. We then say that . µ is slice-singular if it is .xj -slice-singular
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for some .j ∈ {1, . . . , d}. Recall that when . µ is a measure on . Rd , then each of the 
indexed systems of conditional measures .µ(·|πj = a), .a ∈ R, is supported in a 
“hyperplane,” or rather subspace, and so is a measure in .d − 1 dimensions. The 
conditional measures may be viewed as Borel measures on .Rd−1, allowing us to 
define slice-singular by induction. 

Our results in Sects. 9.2.1 and 9.2.2 extend naturally in the higher dimensional 
case. The results in Sect. 9.4 are dimension independent. The one result that is not 
immediate in higher dimensions is Theorem 9.3, particularly the question of whether 
the operator .B(z) is an isometry on .H0(z). We will address this issue in a subsequent 
paper. 
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