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Abstract

On-chip analog Ising Machines (IMs) are a promising
means to solve difficult combinatorial optimization prob-
lems. For scalable on-chip realizations to be practical, 1)
the problem should map scalably to Ising form, 2) inter-
connectivity between spins should be sparse, 3) the num-
ber of bits of coupling resolution (BCR) needed for pro-
gramming interconnection weights should be small, and 4)
the chip should be capable of solving problems with differ-
ent connection topologies. We explore these issues for the
SATisfiability problem and devise FPIM, a reconfigurable
on-chip analog Ising machine scheme well suited for SAT.
To map SAT problems onto FPIMs, we leverage Boolean
logic synthesis as a first step, but replace synthesized logic
gates with Ising equivalent circuits whose analog dynamics
solve SAT by minimizing the Ising Hamiltonian. We apply
our approach to 2000 benchmark problems from SATLIB,
demonstrating excellent scaling, together with low sparsity
and low BCR that are independent of problem scale. Place-
ment/routing reveals a very feasible requirement of less than
10 routing tracks to implement all the benchmarks, trans-

lating to an area requirement of about 10mm2 for a pro-
grammable 1000-spin FPIM in 65nm technology.

I Introduction

In recent years, Ising Machines (IMs) have gained trac-
tion as a viable approach for solving hard combinatorial
optimization (CO) problems. IMs use specialized hard-
ware, typically based on quantum, probabilistic or analog
physics/mathematics, for attacking CO problems reformu-
lated in so-called Ising form. Though IMs were initially in-
spired by quantum computers [1, 2], a class of analog IMs
that operate on purely classical principles has arisen. Such
analog IMs are able to solve many standard CO problems
competitively vs. quantum IMs, while typically being far
simpler, smaller and cheaper. Particularly promising are
analog Ising solvers that can be fabricated on chip, e.g.,
in standard CMOS technologies examples include OIM

[3], BRIM/BLIM [4, 5] and related approaches [6].1 The
potential benefits of such on-chip analog IMs over quan-
tum/optical ones include reductions in physical size, energy
consumption and cost of many orders of magnitude, as well
as feasible scaling to large problem sizes.

However, delivering the above-noted promise for practical
CO problems requires careful consideration of the scala-
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1In analog Ising solvers, circuits such as oscillators or analog latches func-
tion as Ising “spins”. Complex analog dynamics engendered by physical
connections between the spins underlie their ability to solve CO problems.
A very different approach for solving Ising problems is digital emulation,
i.e., solving mathematical models of analog Ising machines using fixed-
or floating-point numerical methods implemented as custom ICs or on
standard FPGAs (e.g., [7, 8]). This work is not directly relevant to digital
emulation approaches.

bility of problem mapping to Ising form and the type of
connectivity required (dense or sparse). For example, the
number of Ising spins needed for the Travelling Salesman
Problem (TSP) grows quadratically wrt problem size [9].
Mapping the MU-MIMO detection problem does not lead
to more spins [10, 11], but all-to-all connectivity is required,
presenting an on-chip implementation challenge [12]. An-
other key issue for on-chip realization is configuring differ-
ent connectivity patterns to address different problems. Pre-
vious work has relied on re-mapping the Ising problem onto
a larger Ising fabric with a fixed sparse connection topol-
ogy, such as Chimera, Pegasus or King’s graphs [13, 6, 14].
Re-mapping typically increases Ising problem size greatly
[15], severely limiting the sizes of CO problems that can be
solved with a fixed number of spins on an IC.

To realize the potential benefits of analog Ising solvers, a
CO problem class must have an Ising mapping that does
not explode with problem size and also satisfies other con-
straints tied to realistic on-chip implementation. In this pa-
per, we show that SAT problems can be mapped to a practi-
cal reconfigurable Ising solver architecture, dubbed FPIM,
that we propose. FPIM is not tied to a specific analog Ising
scheme; it can use spins based on, e.g., oscillators [16],
ZIV diodes [4], CMOS latches [5], etc.. While the design
of FPIMs leverages ideas from FPGAs, there are key dif-
ferences between the two. In FPIMs, analog spin circuits
(not, e.g., digital LUTs) are coupled bi-directionally using
programmable resistive connections that implement Ising

weights.2 Analog operation enables an FPIM to solve a
CO problem using mechanisms completely different from
the digital computations that FPGAs accelerate.

Our core contribution is a novel, effective way to design
practical FPIMs for SAT problems. First, we employ logic
synthesis tools (yosys [17], ABC [18]) to obtain gate-level
circuits for the SAT functions to be solved. Then, we use
a SAT-to-Ising mapping procedure that replaces each logic
gate with an “Ising equivalent” consisting of a few spin units

with weighted couplings.3 Analog dynamics enables the
Ising network to settle to a SAT solution if the output spin
is set to +1.

Three metrics are important in determining the size/area and
routing architecture of an FPIM: 1) the number of spins, 2)
the number of couplings per spin (sparsity), and 3) the num-
ber of bits of coupling resolution (BCR) needed. These met-
rics depend not only on the specific SAT problem, but also
on choices that can be exercised during SAT-to-Ising map-
ping. We assess FPIM using these metrics on 2000 prob-
lems (uf20 and uf50 sets) from DIMACS SATLIB [19],
exploring three different choices of technology mapping
(gate libraries). We find that the number of spins needed

grows almost linearly as O(n1.1) as SAT problem sizes

2i.e., there is no concept of directional signal flow, unlike in digital circuits.
3Ising equivalents are defined at the Ising graph level; they can be imple-
mented using any circuit level analog spin scheme.
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increase. Moreover, sparsity and BCR stay at small values
that do not grow with the SAT problem’s size. These are
significant results, indicating that FPIMs can be scaled eas-
ily to large SAT problem sizes. Running place and route,
we find that all 1000 uf20 problems can be mapped to an
FPIM with fewer than 6 tracks, and that 9 tracks suffice for
the 1000 uf50 problems. Our results suggest that scalable
FPIMs for SAT will be practical in the near term.

II Background

The Boolean Satisfiability (SAT) problem is a fundamental,
classically difficult NP-complete/hard CO problem [20, 21]
with a wide variety of practical applications [22]. A SAT
problem is typically expressed in conjunctive normal form
(CNF [21]), where each conjunct is the OR of a set of vari-
ables or inverted variables. This is a logical expression;
the problem is to determine if there exists an assignment of
truth values to the variables where the Boolean expression
is satisfied. The Ising model is a general formulation for
CO problems [9], including SAT, based on a cost function

H(s1, · · · ,sn)≜=−
1

2

n

∑
i=1

n

∑
j=1

Ji j sis j, (1)

called the Ising Hamiltonian. In (1), Ji j is a real-valued
weight associated with the connection or coupling between

the ith and jth spins, n is the total number of spins, and si ∈

±1 is the value of the ith spin.4 The Ising problem is to find
a set of spin assignments that minimizes the Hamiltonian.

In analog Ising machines, spins are implemented using
analog circuits. For example, Oscillator Ising Machines
(OIMs) [16] use oscillators whose phases encode spins,
BRIM [4, 5] uses ZIV diodes and BLIM [5] uses latches,
all in analog operation. Connections between spins, or cou-
pling weights, are typically implemented using resistors.

As noted earlier, to implement an Ising machine on chip at
scale, the number of spins in the Ising form of a CO prob-
lem should scale only modestly with problem size. Three
further metrics are important: the number of spins needed,
the connection sparsity and the Bits of Coupling Resolution
(BCR) required to implement the weights. The number of
spins directly determines the number of hardware modules
needed on chip. Sparsity refers to the average number of
spins each spin is coupled to. If a problem (or more pre-

cisely, its Ising formulation) is sparse,5 then on-chip hard-
ware implementation becomes substantially simpler than if,

e.g., the coupling is dense.6 This is due to the difficulty of

routing dense connections, requiring
(

n
2

)

= n(n−1)
2

wires,7

on chip; this rapidly becomes very difficult as n increases.
However, if the problem is sparse, with average node degree
d ≪ n− 1, then the total number of coupling interconnec-

tions needed is n d
2

, which is easily routable. Indeed, in al-
most all existing ICs, d is typically a small constant, much
lower than the number of units that need to be connected;

4The weights are symmetric, i.e., Ji j = J ji; also, Jii ≜ 0. Note also that
so-called bias or “magnetic-field” terms of the form ∑i bi si added to the
right-hand side of (1), are included in (1), by using an extra spin set to 1.

5i.e., each spin is coupled to only a few other spins, on average.
6i.e., each spin is coupled to every other spin.
7For example, for n= 1000 spins, the number of coupling interconnections
needed is about half a million.

for example, d for a digital CMOS chip is typically between
three and four.

Bits of Coupling Resolution (BCR) refers to the number of
bits needed to program the coupling resistors in analog IMs.

A BCR of b bits supports 2b different settable coupling val-
ues. The required BCR depends on the nature of the Ising
problem to be solved. The complexity of the circuit im-
plementation of each programmable coupling (resistor) de-
pends directly on the BCR, since a switched ladder network,
requiring b switching elements, is typically employed.

Sparsity and BCR both depend on the problem to be solved
and its Ising mapping. For easy IC implementation, a prob-
lem would ideally be sparse and also feature low BCR.

III FPIMs: Field-Programmable Ising
Machines

A central goal of this work is to design an analog Ising chip
that can solve problems featuring different (sparse) cou-
pling connectivities on the same chip. Prior chip-based ap-
proaches towards this goal focussed on mapping problems
onto a fixed connectivity topology such as Chimera and Pe-
gasus [13] and King’s graphs [15, 6]. We propose a much
more general scheme involving programmable connectivity
fabrics, with significant advantages. We leverage the flexi-
bility of CMOS, and draw inspiration from a wealth of prior
research into the design and implementation of FPGA ar-
chitectures. The ideas behind FPIMs are developed here in
the context of SAT problems, though we anticipate uses for
other problem classes as well.

The key steps in our FPIM synthesis flow for SAT are 1) to
synthesize a SAT problem given in CNF (or any other form)
as a standard gate level circuit implementation whose out-
put is logic 1 iff the problem is SATisfiable; 2) to map this
logic circuit implementation into an Ising problem, using
“Ising equivalents” of the logic gates, with a known ground

state8 that provably corresponds to the original problem
being SAT; and 3) to devise an FPGA-like Ising solver
chip that connects gates’ Ising equivalents reconfigurably.
Sparse connectivity between logic gates translates to sparse
connectivity in the Ising equivalent network. Since widely
available logic synthesis tools (e.g., yosys, ABC [17, 18])
are very good at synthesizing sparsely connected, practi-
cally routable gate-level circuit implementations of virtu-
ally any multi-input logic function, this flow maps SAT
problems into sparse, routable Ising solver ICs. More-
over, the BCR needed for the Ising network is proportional
to the maximum number of connections to/from any sin-
gle gate (i.e., maximum fan-in + fan-out) in this scheme.
Since any combinational logic gate/function can be broken
down into connections/compositions of e.g., two-input, one-
output gates, the typical BCR does not increase with the size
of the SAT problem; indeed, it can be limited to a low value,
as seen in Sec. IV. These features of our FPIM flow are well
suited for practical on-chip implementation at scale.
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logic cz cza czb ca cb cab HSAT

z = false 1 0 0 0 0 0 -1
z = ¬a∧¬b 2 2 2 1 1 1 -3
z = a∨b -2 -2 -2 1 1 1 -3
z = a∧¬b 2 -2 2 -1 1 -1 -3
z = ¬a 0 1 0 0 0 0 -1
z = ¬a∨¬b -2 2 2 -1 -1 1 -3
z = a∧b 2 -2 -2 -1 -1 1 -3
z = ¬b∨a∧b -2 -2 2 1 -1 -1 -3
z = a 0 -1 0 0 0 0 -1

Table 1: Ising 2inp technology map.

III.A SAT to Ising mapping for flexible on-
chip implementation

The first step in our SAT-to-Ising flow is to map a given log-
ical expression for SAT to a gate-level circuit using logic
synthesis tools. Given a user-specified gate library, such
tools can realize a Boolean expression as a logic network
using gates from the library. Different problems will, in
general, map to gate-level networks with different connec-
tivities and primitive gates from the specified library.

sa

sb

sd

a

b d

+1

−2

−2

−21

1

1

Figure 1: Ising equivalent of 2-
input OR gate. The spin in the
center is fixed at value +1.

Simply realizing a prob-
lem’s Boolean function as
a logic gate-level network
does not help solve it for
SAT, however. It is here
that conversion to an Ising
machine makes the key dif-
ference, i.e., the network
becomes capable of solv-
ing the SAT problem, even
though the connection of
logic gates it is based on
cannot. To achieve an IM,
each logic gate maps to a
small Ising equivalent network, in which the inputs and out-
put of the logic gate are represented by Ising spins. The
coupling weights between the spins are carefully chosen
to correspond to the specific type of logic gate in question
(e.g., see Table 1). The key property that is met by a cor-
rect choice of coupling weights is that if the gate’s I/O spins
satisfy the Boolean relationship of the desired type of gate,
then the Ising Hamiltonian of the Ising equivalent network
is the minimum possible, i.e., it is the global minimum. The
converse is also true, i.e., if spin assignments are not com-
patible with the logic function of the gate, then the Ising
equivalent’s Hamiltonian value is strictly greater than its
minimum. Importantly, this property also holds for arbi-
trary connections of Ising equivalent gates, implying that
the overall synthesized Hamiltonian reaches its minimum
possible Hamiltonian if, and only if, the logical relation-
ships of all the connected gates are satisfied.

a

b

c

d

z

Figure 2: Example: z = a+ b+ c syn-
thesized with 2-input OR gates.

The crucial step that
enables the Ising ver-
sion of the synthe-
sized gate-level cir-
cuit to implement a
SAT solver is that its

8Minimum-Hamiltonian states are termed “ground states”.

output spin can be set
to 1 very easily in
hardware this enforces the SAT condition. Fixing the
output node to spin 1 constrains the network’s minimum
Hamiltonian solutions to correspond automatically to SAT
solutions; the system’s analog dynamics tends to settle nat-
urally to minimum-Hamiltonian solutions. No similar so-
lution mechanism is available in the (otherwise closely re-
lated) gate-level digital circuit, because it implements a di-
rectional signal flow graph; “setting an output” does not
even make conceptual sense.

We have devised techniques to find Ising equivalents of 1-

and 2-input logic gates.9 The general expression for the
Hamiltonian of an Ising graph with up to 3 spins is given by

H = czz+ czaza+ czbzb+ caa+ cbb+ cabab, (2)

where a and b will map to the inputs, and z to the output,
of the gate. Given any 1- or 2-input logic gate (with one
output), we find coefficients cz, cza, czb, ca, cb and cab such
that (2) is strictly minimized iff the truth table defining the
logic gate is satisfied. Table 1 shows the coefficients for the
Ising equivalents of a gate library, dubbed 2inp, that we use

in Sec. IV.10 The last column of Table 1 also shows the min-
imum Hamiltonian value; by construction, this is achieved
iff the correct logical relationship between the gate’s inputs
and output is met. For the purposes of this paper, it suffices
to verify that for each logic gate in Table 1, the coefficients
listed indeed correspond to an Ising equivalent, i.e., the min-
imum Hamiltonian is obtained iff the gate’s truth table is
satisfied. This check is easily performed by calculating the
Hamiltonian (2) for each entry in each gate’s truth table.

a
b d
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−2

−2

1
1

1
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1
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sd

sc

sz

SAT condition
enforced

Figure 3: Ising equivalent of the gate-level circuit in Fig. 2, with
the output spin set to +1 to enforce SAT.

We illustrate Ising equivalents and their composition for
solving SAT using a simple OR gate example. Fig. 1 shows

the Ising equivalent of a 2-input OR gate.11 Now consider
the following SAT problem in 3 variables a, b and c, with
only one CNF clause:

z ≜ a+b+ c = 1. (3)

This is easily synthesized using two 2-input OR gates as

d = a+b, z = c+d. (4)

as shown in Fig. 2. By connecting the OR gates’ Ising
equivalents in exactly the same manner as in Fig. 2, and in
addition (crucially) setting the output z to spin value +1, the

9Owing to DAC’s page limits, we are unable to present our gate-to-Ising-
equivalent techniques in detail here; a separate publication is planned.

10Note that 2inp includes the standard logic functions AND and OR, as
well as 1-input NOT and through-buffer functions.

11The coefficients in (2) for OR are the edge weights shown in Fig. 1.
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Ising-mapped version of the SAT problem (3) is obtained,

as shown in Fig. 3.12

III.B Reconfigurable networks of gate Ising-
equivalents: FPIMs

The basic idea of FPIM is to implement Ising equivalent
networks reconfigurably, using techniques similar to those
used in FPGAs. Instead of LUTs as primitive building
blocks (as in FPGAs), FPIMs use hardware spin represen-
tations (e.g., oscillators for OIM, ZIV diodes for BRIM,
CMOS latches for BLIM, etc.) as primitive elements. In
addition to programmable interconnect, FPIMs also re-
quire programmable weights with a resolution determined
by the BCR supported by the FPIM architecture. We use
an island-style architecture, where each Ising cluster con-
sists of a small array of spins, each with programmable
resistance values between them in a dense sub-array. For
SAT problems, the average node connectivity d can be quite
small, as global connectivity between spins is sparse, as
seen in Sec. IV.
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Figure 4: An example island-style FPIM architecture. For il-
lustration purposes, we have shown one spin per Ising block. Pro-
grammable state-bits used to configure the programmable resistors
and coupling switch are shown in red. The entire logic block con-
tains a single hardware implementation of a spin. A direct connec-
tion to the analog voltage in the spin is also a primary bidirectional
pin for the logic block. We use an oscillator for our OIM-based
FPIM in our evaluation.

There are at least four points of departure for FPIMs com-
pared to traditional FPGA architectures. First, our results
(see Sec. IV) show a slightly higher connectivity require-
ment compared to traditional FPGAs, which can be com-
pensated for by increasing the number of routing tracks.
Second, connectivity requirements for coupling resistors are
bi-directional, which requires pass-transistor based configu-
ration rather than the direct drive architectures seen in mod-
ern FPGAs. Third, much larger pass transistors will be
needed to ensure that coupling resistance values are pri-
marily determined by programmable resistors rather than
the interconnect. Fourth, a suitable choice of logic block
I/O connectivity must be selected for the local island in the
island-style architecture.

An example overall architecture with one spin per logic
block is shown in Fig. 4. Note that this is a logical di-
agram, not a physical one because the wires will be par-

12Multiple edges between spin pairs have been merged (weights summed).

tially routed over the Ising logic block. The connection
box and switch box will contain programmable cross-points
implemented with large pass transistors to reduce the re-
sistance of the programmable interconnect relative to the
explicit coupling resistors required. Switch boxes permit
programmable connectivity between horizontal and vertical
routing tracks, while connection boxes provide connectivity
between the Ising logic block and the interconnect tracks.
We can use pass-transistors to build switches that have neg-
ligible additive resistance values compared to the desired
coupling values. We also observe that the bi-directional
nature of coupling in FPIM implies that the FPGA archi-
tecture and interconnect problem for FPIM is not exactly
the same as that in traditional synchronous FPGAs, where
the switch boxes can be used to split and fanout digital sig-
nals to multiple end-points without any loss/impact on cor-
rect operation. However, the routing problem is similar to
the point-to-point pipelined interconnect required in high-
throughput asynchronous FPGAs [23].

Finally, if a spin has extremely high connectivity, we can
introduce mirror spins and force these spins to match each
other. This permits decomposition of the small number of
spins that have large connectivity for embedding into the
FPIM architecture.

In a traditional FPGA architecture, the programmable rout-
ing fabric dominates the area, delay, and energy of the
FPGA. While we will show that the area overhead of rout-
ing is slightly lower than a traditional FPGA for FPIMs, the
energy and delay metrics for FPIMs are quite different. In
particular, the goal of the programmable routing is to resis-
tively couple slow, time-varying, analog voltages to each
other, rather than transmitting a digital signal transition.
The programmable resistors that are part of the logic block
are designed to have significantly higher resistance values
(20× or more) than the pass transistor logic for the inter-
connect, permitting us to treat the interconnect resistance as
negligible. Hence, the performance and power consumption
of the entire system will be dominated by the non-linear dy-
namics of the spin-coupled analog Ising hardware i.e., an
FPIM will be logic-block dominated, unlike FPGAs that are
interconnect dominated. The key question to answer is: can
we design an interconnect that is routable, i.e., supports a
wide range of Ising-mapped SAT problems? We focus on
this in the evaluation next.

IV FPIM metrics on SAT benchmarks

We mapped two sets of SAT problems, uf20 and uf50

from DIMACS SATLIB [19] (each consisting of 1000 prob-
lems), into Ising form using the above techniques. uf20

problems each have 20 variables and 91 clauses, while
uf50 problems feature 50 variables and 218 clauses. Em-
ploying yosys/ABC, we synthesized each problem using
three different technology libraries: 1) the 2inp set of logic
gates shown in Table 1, 2) NAND gates only, and 3) OR and

NOT gates only.13 Note that all the Ising equivalent weights
for gates in the 2inp library are between -2 and +2, which
bodes well for the BCR of our Ising formulation of SAT.

The Ising equivalent network is generated from the SATLIB
problem (in .cnf format) via automated custom tools we

13Being logically complete, NAND and OR-NOT are capable of synthe-
sizing any SAT problem.
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have written. These tools perform gate-level synthesis using
yosys and ABC, calculate Ising equivalents for the gates
needed (e.g., like those in Table 1) and use them to translate
the gate-level netlist into an Ising-equivalent one.

To assess hardware requirements for FPIMs, we study the
characteristics of the Ising formulation of SAT problems
that directly impact hardware resource requirements for a
programmable architecture. In particular, we looked at the
distributions of the number of spins needed, the sparsity
of connections (degree of each spin node), and the BCR
needed to program each weight value. The distributions
over the 1000 problems in each set are shown in Tables 2
to 4. Each table shows distributions for the three technol-
ogy mappings used.

It can be seen in Table 2 that over the 1000 problems in the
uf20 benchmark set, the majority (more than 900) require
between 151 and 200 spins if the 2inp technology library is

applied.14 However, if the NAND-only and OR-NOT-only
libraries are used, the range shifts to 251-300 and 301-350,
respectively. The sparsities (average number of nodes each
node is connected) over all the uf20 problems are shown
in Table 3. The table reveals that all three technology map-
pings have roughly the same sparsity characteristics, with
the majority of nodes having between 1 and 5 connections.
The BCR distribution, i.e., the count of connections that
need a given number of bits to program their weight values,
is shown in Table 4. It can be seen that 3 bits of coupling
resolution suffice for the majority of connections over all
the problems, with a smaller number of 4 and 5 bit connec-
tions also needed; and that these requirements are largely
independent of the technology mapping used. This consti-
tutes important information for planning and designing an
FPIM for uf20 problems.

lib→ 2inp NAND N/OR 2inp NAND N/OR

# spins uf20 uf50

0-150 1 (0)
151-200 760 (346)
201-250 239 (654) 61
251-300 0 (29) 845 76
301-350 94 862
351-400 62

500-600 922 (557)
601-701 78 (443)
701-801 27
801-901 783 411
901-1000 190 589

Table 2: Problem counts vs. number of Ising-mapped spins. The
numbers in parentheses for the 2inp library correspond to values
after spin mirroring. N/OR = OR-NOT library.

Similar data on the 1000 uf50 problems is shown in the lat-
ter columns of Tables 2 to 4. Since these have more Boolean
variables than uf20, it is not surprising that larger num-
bers of spins are required in their Ising mappings. Like for
uf20, the 2inp library results in significantly more com-
pact mappings from a number-of-spins perspective, with
every problem mapped using between 601 and 800 spins.
We determined empirically that the number of Ising spins

14The numbers in parentheses in Table 2 are for a modified mapping, ex-
plained below.

grows as O(n1.1) with respect to the number of SAT vari-
ables n. Note, however, that the sparsity (Table 3) and BCR
(Table 4) distributions are very similar to those of uf20.
This provides the important insight that while the number
of spins increases as SAT problem sizes increase, the num-
ber of connections each spin requires, as well as the num-
ber of bits required to program those connections, remains
roughly the same. This directly implies that scalable FPIM
architectures for arbitrary SAT-to-Ising problem sizes are
possible without having to scale up connectivity and BCR
requirements with problem size.

lib→ 2inp NAND NOT/OR 2inp NAND NOT/OR

degree uf20 uf50

1-5 160.1 225.9 225.9 501.4 749.6 783.7
6-10 12.6 36.4 36.7 22.3 60.6 60.8
11-20 16.3 14.1 14.2 23.3 58.4 58.5
21-31 2.5 0.01 0.013 25.3 3.489 1.124
32-41 0.817

Table 3: Average number of nodes/problem vs. node degree.

lib→ 2inp NAND NOT/OR 2inp NAND NOT/OR

BCR uf20 uf50

1 223.4 319.3 476.4 745.3 1056 1375.0
2 357.0 409.0 457.9 1070.5 1300.6 1326.9
3 110.6 133.0 20.0 287.01 318.3 32.645
4 0.798 14.2 14.1 4.301 56.015 56.074
5 0.001 0.085 0.087 0.06 3.489 3.535

Table 4: Avg. number of weights/problem vs. BCR needed.

To determine the interconnect complexity required for an
FPIM, we used the open-source VPR FPGA place-and-
route software package [24]. We created an FPGA architec-
ture description file for VPR that treats each spin as a place-
able component. Connectivity is determined by the Ising
problem generated via our SAT-to-Ising automated map-
ping flow. The interconnect has half-populated connection
blocks, with a standard Wilton-style switch block, with di-
rect connections to resistors connected to spins. The routing
tracks are all singles (i.e., single-hop per switch point). We
ran the uf20 and uf50 problems through place-and-route
to determine the number of routing tracks necessary to sup-
port each problem. Fig. 5 shows an example uf20 problem
placed and routed on an FPIM. All the uf20 benchmarks
can be mapped to an FPIM with less than 20 routing tracks,
and all the uf50 benchmarks can be mapped to an FPIM
with less than 36 routing tracks. While these numbers are
slightly higher than conventional FPGAs given the prob-
lem size, they are well within the capabilities of a modern
CMOS process.

To reduce the interconnect requirements at the cost of
slightly increased spins, we incorporated a spin mirror step
after the Ising problems were created. The spin mirror step
examines spins that have high connectivity (more than 8),
and introduces a replica spin to reduce the connectivity in
the Ising formulation where the replica is generated by in-
serting a buffer gate prior to Ising mapping. The numbers
in parentheses in Table 2 show the increase in spins as a re-
sult of this transformation. This is similar to the process of
buffer insertion in digital logic to reduce delay, but our mo-
tivation is to reduce the complexity of the programmable in-
terconnect. We re-ran VPR on the 6,000 benchmarks (2,000
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problems, 3 libraries per problem). We found that all the
uf20 benchmarks were routable with 6 tracks for a 6.3%
increase in number of spins, and all the uf50 benchmarks
were routable with 9 tracks for a 3.9% increase in num-
ber spins a 3.3×-4× reduction in the number of routing
tracks. Fig. 6 shows the histogram of routing track require-
ments across all libraries and benchmarks (3,000 scenarios
for uf20 and for uf50).

Using the above information, we have estimated the ar-
eas of all the components needed to make an FPIM, in-

cluding analog spin circuits,15 programmable resistors im-
plemented using transmission gate ladders, and transmis-
sion gate based switch boxes, connection boxes and input

MUXes. The overall estimate came to about 10Mλ 2 per
spin, where λ represents half of the technology’s feature
size. Unlike in FPGAs, this area is strongly dominated
by the analog components, i.e., the analog spins and pro-
grammable coupling resistors. In a 65nm process, for ex-
ample, a 1000-spin FPIM, which is more than adequate
for all the uf50 and uf20 problems, would occupy about

10mm2. This shows that FPIMs are in fact a practical way
to implement configurable IM solvers.

Figure 5: Placement/routing of example uf20 problem.

Conclusion

Specializing analog Ising solver ICs for problem classes
is likely a more practically feasible and competitive ap-
proach than re-mapping onto fixed, regular Ising connec-
tion topologies. We have shown that SAT problems can
be mapped onto a novel but very realistic reconfigurable
analog Ising solver architecture, FPIM. We have assessed
feasibility using key metrics: the number of spins needed,
connection sparsity, and the number of bits needed to pro-
gram connection weights (BCR). FPIM is not limited to a
specific electronic spin circuit, but can employ spin circuits

15assuming ring oscillators, which require more devices than, e.g., CMOS
latches.

Figure 6: uf20 and uf50: routing tracks needed by problems.

from several available analog Ising schemes. A 1000-spin
FPIM, which suffices for all 2000 SAT benchmark prob-

lems we considered, would occupy about 10mm2 in a 65nm
process. FPIM is a significant step towards practical analog
Ising solver ICs for SAT and possibly other CO problems.
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