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Abstract— This paper introduces a framework for interactive
navigation through adaptive non-prehensile mobile manipula-
tion. A key challenge in this process is handling objects with un-
known dynamics, which are difficult to infer from visual obser-
vation. To address this, we propose an adaptive dynamics model
for common movable indoor objects via learned SE(2) dynamics
representations. This model is integrated into Model Predictive
Path Integral (MPPI) control to guide the robot’s interactions.
Additionally, the learned dynamics help inform decision-making
when navigating around objects that cannot be manipulated.
Our approach is validated in both simulation and real-world
scenarios, demonstrating its ability to accurately represent
object dynamics and effectively manipulate various objects. We
further highlight its success in the Navigation Among Movable
Objects (NAMO) task by deploying the proposed framework
on a dynamically balancing mobile robot, Shmoobot. Project
website: https://cmushmoobot.github.io/AdaptivePushing/.

I. INTRODUCTION

Interactive navigation refers to a navigation task where the
robot interacts with the environment to successfully navigate,
such as by moving obstacles that obstruct its path. This
task is critical for robots operating in indoor environments,
where numerous objects such as chairs, boxes, and other
obstacles are frequently moved around by human activity.
Non-prehensile mobile manipulation is an effective way
for robots to interact with obstacles, particularly in tasks
where the robot needs to reposition objects to make way for
navigation. To enable this, there remain two main challenges
that need to be addressed:

The first challenge is to adapt the manipulation strategy
based on the object’s dynamic properties such as mass,
friction, and motion constraints. While some of these prop-
erties can be inferred from the visual classification of the
object’s category, relying solely on visual information may
be insufficient when dealing with objects with irregular
characteristics. For instance, the dynamics of a wheelchair,
when one wheel has more friction than the other, a heavily
loaded box, or a cart with locked wheels, can be challenging
to identify only using vision. In such cases, accurately
identifying the object’s dynamic properties often requires
physical interaction and observation of its motion, similar
to the way humans assess objects. Furthermore, this is even
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Fig. 1. Interactive Navigation with Adaptive Pushing: Time-lapse of
interactive navigation with adaptive pushing on Shmoobot, demonstrating
the robot’s ability to either push or plan a collision-free path (CF-Path)
to navigate around an obstructing object based on its manipulability. The
figure showcases two common object types: a light, manipulable box and a
non-manipulable wheeled cart (e.g., a wheelchair with locked wheels).

more challenging for dynamically balancing robots due to
the planning and control complexity for both the object and
the robot [1]–[3].

The second challenge is to effectively utilize the identified
object dynamics for planning in interactive navigation. For
instance, if the obstructing object is not manipulable (e.g., it
is too heavy or locked), the robot must plan a potentially
more costly route around the obstacle. Conversely, if the
object is manipulable, the robot should reposition it to a
desirable location where it will not collide with the environ-
ment and also facilitate smooth navigation.

We propose a framework that addresses these two chal-
lenges by utilizing an adaptive dynamics model for the
object that enables non-prehensile manipulation and nav-
igation decision-making. This framework achieves rapid
adaptation to the object dynamics by leveraging a learned
shared representation for common object dynamics in indoor
settings. Objects such as boxes, shelves, carts, chairs, etc.
are considered. We separated the learning for robot and
object dynamics based on the observation that the robot
dynamics remain consistent across different tasks, reducing
the need for online adaptation. As a result, we only need to
fine-tune the robot model with approximately 5 minutes of
real-world data before deployment on the real robot, while
directly utilizing object dynamics learned from simulations.
Both the robot dynamics and object dynamics are integrated
into a Model Predictive Path Integral Control (MPPI) method
for effective planning and control for non-prehensile mobile
manipulation [4]. Additionally, we use model prediction roll-
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outs from MPPI to inform decision-making during interactive
navigation tasks. Finally, we evaluated our framework using
a new type of indoor service robot, named Shmoobot, that
balances on a single spherical wheel.

The main contributions of this paper are as follows:
1) We present a novel adaptive dynamics model that

rapidly identifies object dynamics by leveraging a
shared representation learned in simulation and directly
applied to the real world. The framework accurately
captures various planar object dynamics, as demon-
strated through both simulation and real-world exper-
iments.

2) We introduce a holistic interactive navigation frame-
work that utilizes the model to reposition manipulable
obstacles with unknown dynamics while avoiding non-
manipulable ones during navigation.

3) The proposed framework realized novel applications
on a dynamically balancing single-spherical-wheel
robot (Shmoobot), allowing it to interactively navigate
cluttered indoor environments with objects of unknown
dynamic properties. The robot can clear a path by repo-
sitioning manipulable objects and skillfully navigate
around non-manipulable ones.

II. RELATED WORK

Our work focuses on learning a shared representation for
object dynamics to facilitate adaptive non-prehensile mobile
manipulation and integration in interactive navigation. Here,
we briefly discuss the fields related to our work.

A. Non-prehensile Mobile Manipulation
In a mobile manipulation setting, non-prehensile manip-

ulation such as pushing can be useful when the object is
infeasible for grasping. Several researchers used a statically
stable mobile base and a rigid end-effector [6], [7]. In these
cases, quasi-static assumptions are often posed due to the
static nature of these tasks. However, for those cases using
dynamic mobile manipulators [8]–[12], the robot’s whole-
body motion can be utilized for object manipulation and are
optimized as part of the problem. For more complex and
varying objects, previous work utilized system identification
techniques [13], [14]. Such methods utilize an update law for
the model parameters, and are limited to the expressiveness
of the specified model.

B. Learning Adaptive Dynamics
Model-free methods typically train a network that aids the

control policy by recovering environment parameters based
on history I/O [15], [16], or learning adaptive weights to
achieve fast online-adaptation to new tasks [17]. Although
these methods proved to be robust, the identified parameter
cannot be directly used for long-term decision-making. Other
model-based approaches combine forward predictive models
with an optimizer to evaluate multiple action parameters and
execute an optimal action to achieve the desired goal [18].
Another line of research leverages representation learning, to
acquire encoders for system inputs for interaction with the
environment [19].

C. Interactive Navigation

Navigation among movable obstacle (NAMO) problems
are studied to improve performance in cluttered environ-
ments, where only partial knowledge of objects is available.
Previous research has primarily focused on geometry-based
approaches, such as those in [20], [21]. More recent studies
have adopted learning-based methods, but these often rely
on predefined skills to engage with objects [22]–[24]. One
recent study updates object dynamics through physical in-
teraction [25], yet still employs quasi-static assumptions, as
seen in earlier works. These assumptions may be inadequate
when object dynamics significantly influence the success of
manipulation.

III. ADAPTIVE PUSHING

The overall framework is illustrated in Fig.2. In this
section, we first elaborate on how the adaptive dynamics
model is structured, and then we discuss the data collection
and learning process of the adaptive dynamics model and
their integration into the adaptive pushing controller.

The robot platform we tested our method on is a dy-
namically balancing robot with a single spherical wheel
called Shmoobot [26], [27]. We added a pair of 3-DoF
arms to enable physical interaction with the environment. An
advantage of Shmoobot is to utilize body-leaning to stably
exert force on objects while moving [14]. The low-level
controller of Shmoobot includes the balancing controller and
the arm controller. The balancing controller is a cascaded-
PID controller that controls the body-leaning angle φx and φy
with feed-forward Center-of-Mass (CoM) compensation for
arm movements as discussed in [2] and [28]. For the arm
controllers, we adopt impedance control in Cartesian space
and a steering controller to guide end-effector placement
pdes

l , pdes
r w.r.t. robot frame {R} as shown in Fig. 2, thus en-

abling more stable pushing [14]. The heuristic is formulated
as

[
pdes

l , pdes
r

]
= [x,y]⊤±Rz(γ)

⊤l/2, where x,y indicates the
center of the object’s contact surface, Rz is rotation matrix on
z-axis and γ is the steering angle. Therefore, the controller
input to the robot is ut = [φx,φy,γ].

A. Model Overview

To enable a robot to manipulate objects with unknown
dynamics, it’s essential to account for both the dynamics of
the robot and the object being manipulated. Given the full
system state xt at time t partitioned as xt = [qt , q̇t ]

⊤, where qt
and q̇t are the system configuration and its time-derivative,
we seek a function f so that the full state transition F is:

xt+1 = F (xt ,ut) =

[
qt + q̇t∆t

q̇t + f (xt ,ut ;c)∆t

]
, (1)

where ∆t is the discrete-time increment, and c is the object
dynamics condition. Since the robot’s dynamics remain con-
sistent across different manipulation tasks, we decouple the
learning of the robot’s dynamics model R from the object’s
dynamics model O and only perform adaptation on O. The
following elaborates on the details of this structure.



Fig. 2. Overall framework: In the offline phase, we first create simulation environments in Bullet [5] with three types of objects with randomized
physical properties and train the basis function ψ and robot model R. The learned ψ are then used as parts of the adaptive dynamics, as described in
Section.III. In step 2, we utilize the adaptive dynamics to formulate the controller for interactive navigation. Given a pre-built map, the controller switches
between adaptive pushing and collision-free navigation based on whether the object is manipulable or is blocking the way. The details of the interactive
navigation framework are described in Sec. IV. Finally, the controller sends control actions to the low-level controller of Shmoobot as described in Sec. VI.
On the bottom-right corner, we show the schematic of Shmoobot and the necessary frames and notations.

B. Adaptive Dynamics Model Structure

For ease of elaboration on the model structure with two
models, we introduce another partition of full state xt as xt =
[xr

t ,xo
t ]
⊤, where the robot state is xr

t = [qr
t , q̇r

t ]
⊤ and the object

state xo
t = [qo

t , q̇o
t ]
⊤. We formulate f as a combination of R

and O that predicts q̈r
t and q̈o

t , the second-order derivative of
robot and object configuration separately:

f (xt ,ut ;c) =
[

q̈r
t

q̈o
t

]
=

[
R(xr

t ,ut)[1]
O(xo

t ,Γ
o;c)

]
, (2a)

R(xr
t ,ut) =

[
q̈r

t
Γr

]
, O(xo

t ,Γ
o;c) = q̈r

o, (2b)

where Γr and Γo are the interaction force between the robot
end-effector and the object represented in the robot and
object frame. We represent R with a multi-layer perceptron
(MLP) and O with a cross product of an object-invariant
shared representation ψ and object-specific linear coefficient
a(c):

O(xo
t ,Γ

o;c)≈ ψ (xo
t ,Γ

o)a(c), (3)

where O ∈ SE(2) since we focus on the planar dynamics of
the objects, ψ is a deep neural network (DNN) learned from
simulation, and a(c) is a 1-dimensional vector conditioned on
object dynamics condition c. This structure has been proven
to be able to represent O with arbitrary precision given that
ψ has enough neurons [19].

C. Data Collection

1) Simulation: We collected time-sampled data in simula-
tion with human teleoperation over three different categories
over common indoor objects (box, cart, wheelchair) with ran-
domized dynamic characteristics (mass, dynamic constraints,
friction, etc.) as Dc = {(xt , ẋt ,ut ,Γ) | t = 1, . . . ,T}, where Γ

is the interaction force between the robot’s end-effector and
object in the world frame W acquired from simulation. We
can then calculate Γr =

{R}
{W}T Γ and Γo =

{O}
{W}T Γ, where {R}

is the robot frame defined in Fig.2, {O} is object frame
at the object center,{R}{W}T and {O}

{W} are the transformation
matrices between these frames. We collect time-stamped
data [qt , q̇t ,ut ] and compute the acceleration q̈t by numerical
differentiation.

D. Learning Adaptive Dynamics

1) Adaptive Object Dynamics: Objects have various dy-
namic properties that affect their motion. For example,
wheelchairs typically have non-holonomic constraints con-
straining lateral movement while the cart box can be moved
omnidirectionally. We aim to learn a shared representa-
tion that encodes the similarities in these unique dynam-
ics and leverage this to make online adaptation faster. To
learn ψ , we adopt a Domain Adversarial Invariant Meta-
Learning (DAIML) framework proposed by O’Connell et al.
for quadcopters [19], which utilizes an adversarial learning



Fig. 3. Interactive Navigation Schematic: First, the robot approaches the
object that obstructs the planned path, followed by adaptive pushing towards
the desired placement generated by the object planner. Some infeasible
placement positions are shown respectively; 1: collision with the map and
2: collision with the planned path. If the object planner concludes that the
object is not manipulable, the object is registered as an obstacle in the map
and the robot re-plans with the updated map.

framework to overcome domain shift and learns an invariant
representation among different conditions. To apply DAIML
to object dynamics prediction, we modified it to use multi-
step loss that provides better long-term prediction [29]–[31].
The multi-step loss function Lmultistep is:

Lmultistep(yc,xo
c) =

1
H ∑

h∈H
E⊤Σ

−1
C E, (4a)

E =
(

yh
c−ψ

(
xo,h

c ,Γo,h
)

a(c)
)
, (4b)

where H is length of steps used to calculate the loss, yc is the
ground truth data and ΣC is the covariance matrix of dataset
C. During training of DAIML, the optimal linear coefficient
a∗ is calculated as:

a∗(c) = argmin
a ∑

i∈Ba

∥∥yi
c−ψ

(
xo,i

c ,Γo,i)a(c)
∥∥2

, (5)

where Ba is the data batch used to calculate the coefficient
a∗. Then the final training loss Lo is formulated as:

Lo = max
h

min
ψ,a1,...,ac

∑
c∈C

∑
i∈c

(Lmultistep(yi
c,x

i
c)

−α ·LCE(h(ψ(xo(i)
c ,Γo(i))),c))

, (6)

where h is another DNN that works as a discriminator to
predict the object condition index c out of C, α is the
regularization ratio, and LCE is the cross-entropy loss.

2) Robot Dynamics: To learn the dynamics model for the
robot, we used supervised learning via stochastic gradient
descent (SGD) to train the MLP, where the learning loss Lr
formulated is:

Lr =
1
n

n

∑
i=1
∥yr−R(xr

t ,ut)∥2 , (7)

where yr is the ground truth value of robot acceleration and
interaction force.

3) Online Deployment: To update the linear coefficients
online, we used the same update law from DAIML:

˙̂a(c) =−λ â(c)−Pψ
⊤R−1(ψ â(c)−yo)+Pψ

⊤s,

Ṗ =−2λP+Q−Pψ
⊤R−1

ψP,
(8)

where â(c) is the online estimation of â(c), and ˙̂a is the
online linear coefficient update used as â(c) = â(c)+ ˙̂a(c); P

is a covariance-like matrix used for automatic gain tuning;
yo is the measured object acceleration and K,Λ,R,Q and λ

are gains.
To bridge the sim-to-real gap of the robot model between

simulation and the real world, we fine-tuned R with 5
minutes of real-world data Dr. The data is collected by
teleoperating the robot to interact with the environment
continuously and record the time-stamped states where Dr =
{(xr

t , ẋr
t ,ut ,Γ

r
t ) | t = 1, . . . ,T}. Since the 3-DoF arms are

lightweight, we directly estimate Γr
t by Γr

t = Jτt , where J
is the arm Jacobian matrix and τt is the joint torque.

E. MPPI

To plan for non-prehensile object manipulation, we lever-
age MPPI [4] with the learned adaptive model to predict
and roll out S possible trajectories with Length T , and then
execute the first step of it. The MPPI controller runs at
10 Hz with S = 500 and T = 30, which corresponds to
approximately 3 s of prediction. The temperature was set
as λ = 0.7 and the cost function Ct(x,u) is the Euclidean
distance to the goal with a smoothing term that penalizes
aggressive changes:

Ct(x,u) = ∥xo,des
[x,y,yaw]−xo,T

[x,y,yaw]∥2

+
T

∑
k=1

(λ1∥uk∥2 +λ2∥uk−uk−1∥2),
(9)

where xo,T
[x,y,yaw] is the last state of the trajectory and xo,des

[x,y,yaw] is
the current and desired pose of the object, λ1 and λ2 are the
penalizing coefficient for large action magnitude and change
respectively.

IV. INTERACTIVE NAVIGATION

Our goal is to enable the robot to reposition obstructing
objects to make a path for collision-free navigation. To
achieve this, the robot needs to further reason on whether
the object is manipulable. We address this by introducing an
object planner to the framework as illustrated in Fig. 3.

A. Collision-Free Navigation

The global path planner utilizes an A∗ algorithm [32] to
find a global optimal path given start and goal positions.
Since the robot is accelerated by its lean angle φ , the local
plan needs to refine the trajectory to be feasible for a ball-
balancing system. This is done by solving a differentially-
flat trajectory optimization given local goals and dynamical
constraints of the robot [33].

B. Object Planner

The object planner generates an optimal goal position
g∗ that is kino-dynamically feasible for the manipulated
object while identifying non-manipulable objects, such as
heavy items or shelves fixed to the ground. First, we select
a collision-free goal within a 2m× 2m area centered at
xo

t,[x,y] to initialize the adaptation process. After 1 s of
adaptation, we leverage the MPPI controller’s dynamics roll-
out infrastructure and do the same collision check over the



Fig. 4. Adaptive Dynamics Accuracy: We compared the accuracy of the adaptive dynamics model O prediction before and after learning on 8 objects
whose dynamics were not seen during training. (m is the object’s mass, µ is the planar friction, σ is the wheel’s rotational friction and the red block on
the data icon indicates a locked wheel). The left side is a visualization of the model roll-out of the different horizons, the interaction force is visualized
in blue. We further compared with other models discussed in Sec. V of which we listed the prediction MSE at the bottom.

Fig. 5. Object Planner: We show three planned object goals (blue) for the
unregistered obstructing object (green), corresponding to a wheelchair with
the right wheel locked, a cart with the front-left wheel locked, and a box.
The green line is the global path planned by the collision-free navigation
planner, the green box is the object’s current position and the blue box is
the desired goal planner by the object planner.

last state of 500 trajectories with T = 50. Figure 3 illustrates
several examples of the planned object goals. To identify the
non-manipulable objects, we leverage the criteria G which
is the Euclidean distance between the current object pose
xo

t,[x,y] and the average object pose over the n optimal roll-

out trajectories at the end x∗,T
[x,y]. The details of the object

planner are shown in Algorithm 1.

V. METHOD VALIDATION

A. Object Model Accuracy

We validate the expressiveness of the proposed object
model by testing its prediction over 20 different objects
not seen during training. In our setting, ψ has four fully-
connected hidden layers as [10,128,128,50,6], and R also
has four fully-connected hidden layers as [28,128,128,50,5].
First, we use 25s of data to calculate a∗, then use a∗ to
calculate prediction as shown in Eq.3. The average Mean-
Squared Error (MSE) of O is 1.3131 before learning and
0.4271 after learning. We selected 8 different objects to show
the prediction result in Fig. 4,

Algorithm 1: Object Planner
input : M: Map; P: CF-Path;

xo
t : Current object state;

output: g∗: Optimal object goal
1 Initilization Stage (0 < t ≤ 1):
2 G = emptyGoalBu f f er
3 for g ∈ do
4 g←CollisionCheck(M(2m×2m),P,g)
5 append g to G

6 g∗ =ClosestGoal(G,xo
t )

7 Planning Stage (t > 1):
8 if K = ∑

3
n=1(∥x

∗,T
[x,y]−xo

t,[x,y]∥
2)< 0.3 then

9 Register as obstacle on M, replan CF-path
10 else
11 Sample rollout actions U1···N

1···T
12 for xo,T ∈ DynamicsRollout(xo

t ,U
1···N
1···T ) do

13 g←CollisionCheck(M,P,xo,T )
14 append g to G

15 g∗ =ClosestGoal(G,xo
t )

Result: g∗

B. Baseline Study

We further compared our formulation of O with two
baselines: trigonometric ψ and residual adaptive ψ .

1) Trigonometric ψ baseline: We selected a set
of trigonometric functions to be the representation
basis function ψ . The specific set of time-
dependent trigonometric function set we selected is
[sin(t),sin(2t),sin(3t),cos(t),cos(2t),cos(3t)]⊤. The mean
MSE baseline across 20 testing environments is 0.5720
which is higher compared to our method by 0.145.

2) Adaptive Residual ψ: We first train an MLP, N, via
supervised learning across Dc, then train ψ with the same



Fig. 6. Interactive navigation: The top row shows time-stamped pictures of the interactive navigation experiment, where the top row labels illustrate the
object-detection stage, and the bottom row illustrates the plan for collision-free path (CF Path). The bottom row is the corresponding visualization in Rviz.

Fig. 7. Pushing Experiment with Movable Objects: We evaluated the
pushing performance across different objects and dynamics. The recorded
object trajectories during adaptive pushing are shown with three goal
locations, indicated in the top-left figure. The pushing progress is visualized
with different colors representing the progress of the trajectory execution.
Additionally, the graph highlights the goal locations and the minimum circle
radius that encompasses all final object positions.

Fig. 8. Fine-tune Robot Model in Real World: We fine-tuned the robot
model R using 5 minutes of real-world data collected via teleoperation,
demonstrating a 27.3 reduction in prediction MSE on a separate 2-minute
real-world dataset.

method with the goal of only adapting to the residual r = yc−
N(xo

t ,Γ
o). The mean MSE in the adaptive residual ψ baseline

across 20 testing environments 0.4820, which is only slightly
higher than our method and outperforms our method on 2
objects.

VI. EXPERIMENT

In this section, we validated the adaptive pushing con-
troller and interactive navigation framework with real-world
experiments.

A. Hardware Platform and Experiment Setup

We used an RGB-Depth camera (Intel RealSense D435i)
and a tracking camera (Intel Realsense T265) placed on top
of Shmoobot to estimate ego-centric object pose and pose
estimation. We attached four AprilTags [34] to the object’s
corners for pose estimation and size. We fine-tuned R before
running real-world experiments as discussed in Sec.III, the
results are shown in Fig.8.

1) Pushing Movable Objects: To demonstrate the effec-
tiveness of the adaptive pushing controller, we experimented
with three types of objects with Shmoobot. We changed ob-
ject dynamics randomly during experiments such as: putting
additional weight on the item and adding friction on the cart
and wheelchair wheels by pressing the wheel brakes. We
set three goal positions that are dynamically feasible for the
objects as specified in Fig.7 and randomly selected the goals
during the experiment. The trajectories of the objects are
plotted in Fig. 7, with he average distance offset is 0.067 m
for Goal 1, 0.124 m for Goal 2, and 0.164 m for Goal 3. We
also calculated the circle centered at each goal that contains
all the final object positions shown in Fig. 7.

B. Interactive Navigation Among Movable Objects

In this experiment, we assembled all the components
and validated the effectiveness of the proposed interactive
navigation framework. We set two obstructing objects: a
manipulable box (mass = 2.8 kg) and a non-manipulable
wheelchair (mass = 11.9 kg, wheels locked). A time-elapse
picture of this experiment is shown in Fig. 1, and the time-
stamped pictures are shown in Fig. 6 along with status illus-
tration. This demonstrates the effectiveness of the proposed
framework deployed on a dynamic mobile robot.

VII. CONCLUSION AND DISCUSSIONS

This paper presents an interactive navigation framework
with adaptive non-prehensile manipulation. The framework
leverages learned representations of common indoor mov-
able objects, which are validated through both simulation
and hardware experiments. Future research could focus on
adapting to more complex tasks, such as door-opening.
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