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Minimizing and understanding errors is critical for quantum science, both in noisy
intermediate scale quantum (NISQ) devices' and for the quest towards fault-tolerant
quantum computation*’. Rydberg arrays have emerged as a prominent platformin
this context* with impressive system sizes>® and proposals suggesting how error-

correction thresholds could be significantly improved by detecting leakage errors with
single-atomresolution’®, aform of erasure error conversion® 2, However, two-qubit

entanglement fidelities in Rydberg atom arrays™* have lagged behind competitors

15,16

and this type of erasure conversionis yet to be realized for matter-based qubitsin
general. Here we demonstrate both erasure conversion and high-fidelity Bell state
generation using a Rydberg quantum simulator>*"*8, When excising data with erasure

errors observed via fastimaging of alkaline-earth atoms

122 we achieve a Bell state

fidelity of>0.997113, which improves to>0.9985'7, when correcting for remaining
state-preparation errors. We further apply erasure conversion ina quantum simulation
experiment for quasi-adiabatic preparation of long-range order across a quantum
phase transition, and reveal the otherwise hiddenimpact of these errors on the
simulation outcome. Our work demonstrates the capability for Rydberg-based
entanglement to reach fidelities in the 0.999 regime, with higher fidelities a question
oftechnicalimprovements, and shows how erasure conversion can be utilized in NISQ
devices. These techniques could be translated directly to quantum-error-correction
codes with the addition of long-lived qubits”***,

We begin by detailing our erasure-conversion scheme and how it is
used in conjunction with Bell state generation, resulting in fidelities
that are competitive with other state-of-the-art platforms''¢*2, Qur
experimental apparatus has been described in detail before®, and
is based on trapping individual strontium atoms in arrays of optical
tweezers'®?° (Methods). Strontium features a rich energy structure,
allowing us to utilize certain energy levels as a qubit subspace to per-
form entangling operations and separate levels for the detection of
leakage errors (Fig. 1a).

To controllably generate entanglement between atoms, we use
Rydberginteractions” %, When two atoms in close proximity are simul-
taneously excited to high-lying electronic energy levels, called Rydberg
states, they experience a distance-dependent van der Waalsinteraction
V=C,/r°, where ris the interatomic spacing and C is an interaction
coefficient. If the Rabi frequency, Q, which couples the ground, |g),
and Rydberg, |r), states is much smaller than the interaction shift,
Q/V<«1,thetwoatoms cannot be simultaneously excited to the Rydberg
state (Fig.1b, inset), aphenomenaknown as Rydberg blockade. In this
regime, the laser drives a unitary operation, U(¢), that naturally results
inthe two atoms forming a Bell state, |@*) = %( \gr) +|rg)), between
the ground and Rydberg states (Fig. 1b).

This Bell state generation has several major practical limitations. Of
particularinterest here are leakage errors to the absolute ground state,

IS,, which are converted to erasure errors in our work as described
below (andin Extended Data Fig.1). Thefirsterror of thistypeisimper-
fect preparation of atomsin |g) before applying O(t). The second arises
from decay out of the Rydberg state along multiple channels. We dis-
tinguish decay into ‘bright’ states, which we canimage, and ‘dark’ states,
which are undetected (Extended Data Fig. 2). The former primarily
referstolow-lying energy states that are repumped to 'S, as part of the
imaging process or decay to'S, viaintermediate states, while the latter
mainly consists of nearby Rydberg states accessed via blackbody
radiation.

Here we use ascheme—theoretically proposed’ but not yet demon-
strated—that allows us to detect the location of such leakage errors
(Fig.1b), converting them into so-called erasure errors, that is, errors
withaknown location’. To this end, we demonstrate fast, 24-psimaging
of atoms in'S, (Extended Data Fig. 1) with single-site resolution and
0.980:1 fidelity. Such fastimaging has previously been performed for
afew, freely propagating, alkali atoms®°, but not for many trapped
atoms in tweezer arrays or alkaline-earth atoms (Methods).

Our general procedureis shownin Fig.1b (further detailsin Extended
DataFig.3). Wefirst rearrange®** atoms into pairs, coherently transfer
themto |g) and then performthe entangling U operation. Immediately
after, we auto-ionize the atomsto project the populations of the result-
ant state.
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Fig.1|Erasure conversion for high-fidelity entanglement. a, Level structure
used in this work. We distinguish two subspaces: a qubit subspacein which the
atomsinteractviatheir Rydbergstates and ameasurement subspace used to
detectleakage errors from the qubit subspace with single-site resolution,
realizing erasure conversion. b, Sketch of the erasure-conversion scheme, as
applied toBell pair generation. After arranging atoms into pairs (top) we prepare
themin |g), and entangle them viathe Rydbergblockade mechanism (right),
denoted by aunitary operation U (t). Inmediately afterwards, we auto-ionize
atomsin |r), effectively projecting the populations of the Bell states, and follow
with afast erasure-conversionimage to detect leakage out of the qubit subspace
during the preparation or evolution periods. This is followed by the final

We then performthe fast erasure image; any atoms that are detected
are concluded to be the result of some leakage error process. Impor-
tantly, the erasure image does not affect atoms remaining in |g), and
is extremely short compared with its lifetime, resulting in a survival
probabilityin |g) 0f0.9999954 12 (Extended Data Fig.1and Methods).
Hence, the erasure image does not perturb the subsequent final read-
out. Thus, we obtain two separate images characterizing a single
experimental repetition, with the final image showing the ostensible
result of U and the erasure image revealing leakage errors with
single-site resolution.

We note that this work is not a form of mid-circuit detection as no
superposition states of |g) and |r) exist at the time of the erasureimage.
Instead, our approach is a noise mitigation strategy via erasure exci-
sion, where experimental realizations are discarded if erasures are
detected. In contrast to other leakage mitigation schemes previously
demonstrated in matter-based qubit platforms®, we directly spatially
resolve leakage errors in a way that is decoupled from the performed
experiment, is not post-selected on the final qubit readout and does
not require any extra qubits to execute.

However, the coherence between |g) and |r) can, in principle, be
preserved during erasure detection for future applications; in
particular, we see no significant difference in Bell state lifetime with
and without the imaging light for erasure detection on (Extended
Data Fig. 4 and Methods). We also expect long-lived nuclear qubits
encoded in |g) to be unperturbed by our implementation of erasure
conversion”? 2,

Bell state generation results

With a procedure for performing erasure conversion in hand, we now
describe its impact on Bell state generation. Experimentally, we only
obtain alower bound for the Bell state generation fidelity” (Methods
and Extended Data Fig. 5); the difference of this lower bound to the
true fidelity is discussed further below.

We first coherently transfer atoms to |g) as described before, and
then consider three scenarios (Fig. 1c and Extended Data Table 1). In
the first, as a baseline we perform the entangling unitary U without
considering any erasure detection results (pink bars). In the second,
we excise datafrom any pairs of atoms with an observed erasure error
(bluebars). Finally, we compare against another strategy for mitigating
preparationerrors through incoherent repumping', but without eras-
ure detection (green bars). Notably, the raw value for the Bell state
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detectionofatomsin |g), yielding two separate, independentimages. We can
discard datafrom pairs where atoms are detected in the erasure-errorimage,
termed erasure excisionin the following. Atom fluorescence images are single
shot, with post-processing applied toimprove detection fidelity** (Methods).
¢, Lower bounds for Bell state fidelities with (blue) and without (pink) the
erasure excision, and using incoherent repumping to reduce preparation
errorsinstead of erasure excision (green; Methods). We present the results for
therawdata, corrected for measurement errors and corrected for SPAM errors.
Alldataare averaged over eight pairs of atoms that are excited in parallel. Error
barsrepresenta 68% confidenceinterval (Extended DataFig.5and Methods).

lower bound with erasure excision is 0.9962:19, whichis significantly
higher than with the other methods. This difference mainly comes
from erasure excision of preparation errors and, to a much lower
degree, Rydberg decay. These contribute at the level of about 5 x 107
and1.2'3x 107, respectively (Methods).

Correcting for final measurement errors, we find a lower bound of
20.9971119, which quantifies our ability to generate Bell pairs condi-
tioned on finding no erasure events. To quantify the quality of the
Rydberg entangling operation U(¢) itself, we further correct for remain-
ing preparation errors that are not detected in the erasure image
(Methods), and find a state preparation and measurement (SPAM)
corrected lower bound of 20.99857,.

To our knowledge, these bare, measurement-corrected and
SPAM-corrected values are, respectively, the highest two-qubit entan-
glement fidelities measured for neutral atoms so far, independent of
the means of entanglement generation. While Bell state generation as
demonstrated here is not acomputational two-qubit quantum gate—
whichrequires additional operations—our results are indicative of the
fidelities achievable in Rydberg-based gate operations.

Error modelling

Importantly, we understand remaining errors in the entangling oper-
ation as well the nature of detected erasure errors from a detailed
abinitio error model simulation for SPAM-corrected fidelities (Meth-
odsandFig.2). Weidentify limited interaction strength as adominant
effect that restricted SPAM-corrected entanglement fidelities in our
previous work® (Fig. 2a); in particular, one major difference hereis that
we operate at smaller distance and hence larger V/Q. Inline withexper-
imental data (red markers), fidelities at large distances are limited to
Fens1- %(()/V)2 obtained from perturbation theory (black dashed
line; Methods).

For strongenoughinteraction, V/Q > 50, correspondingto distances
of r<3 um, other error sources become limiting. In this short-distance
regime, the experimental SPAM-corrected fidelity lower bound is in
good agreement with the error model prediction of >0.99881"3
(dark grey fill).

Our error model results show that the lower-bound procedure sig-
nificantly underestimates the true fidelity (light grey fill), which is
found to be 0.99931'¢. This effect arises because the lower bound
essentially evaluates the fidelity of U by ameasurement after perform-
ingU twice (Methods), meaning particular errors can be exaggerated.
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Fig.2|Predictinginfidelities at the107level. a, SPAM-corrected Bell state
fidelity asafunctionof theratio of interaction energy and Rabi frequency, V/Q.
Error-free simulations (blue line) show that fidelities continually increase with
increasing V/Q, inagreement with results from perturbation theory (dashed
line). For large enoughinteraction strength (V/Q > 50), other error sources
become dominant, and we use anoisy open system dynamics simulation from
which we obtain an estimate of the true fidelity (light grey fill) and for the
lower-bounding procedure used in the experiment (dark grey fill). We find
good agreement between simulation and experimental results with erasure
excision (pink markers). b, Predicted Bell state fidelity for 1/Q =140 from
simulations turning on asingle noise termatatime. Dominant limitations
come from laser frequency and intensity noise, as well as decay of the Rydberg
stateinto dark states. We also show the results when takinginto accountall
errors (Methods), for both the true fidelity and the lower-bound estimation
(right). The lower bound significantly underestimates the true fidelity. The
shaded areasinaandtheerrorbarsinbrepresent thestandard deviation of the
meanover 5,000 trajectories. Error bars onthe experimental results represent
thestandard error of the mean.

Given the good match of the error model and experimental fidelity
lower bounds, we expect this effect to be present in experiment as well,
andtounderestimate the true SPAM-corrected fidelity by about 5 x 107,

The remaining infidelity is a combination of multiple errors. In
Fig.2b, we report an error budget for the most relevant noise source
contributions to the Bell state infidelity (Methods) at the experi-
mentally chosen V/Q =140. Frequency and intensity laser noise are
dominant limitations, but could be alleviated by improving the sta-
bility of the laser power, and reducing its linewidth, for instance,
via cavity filtering®. Eliminating laser noise completely would lead
to fidelities of about 0.9997 in our model. The other major limit is
Rydbergstate decay into dark states, which cannot be converted into
an erasure detection with our scheme. This decay is mostly black-
body induced”, and thus could be greatly reduced by working in a
cryogenic environment®, leaving mostly spontaneous decay that
is bright to our erasure detection. Accounting for these improve-
ments, it is realistic that Rydberg-based Bell state generation in
optical tweezers arrays could reach more than 0.9999 fidelity in the
coming years.

Quantum simulation with erasure conversion

Having demonstrated the benefits of erasure excision for the case
of improving two-qubit entanglement fidelities, we now show it can
be similarly applied to the case of many-body quantum simulation,

demonstrating the utility of erasure detection for noisy intermediate
scale quantum (NISQ) device applications. As part of this investigation,
we also distinguish erasure errors from preparation and Rydberg spon-
taneous decay, thelatter of which becomes more visible inamany-body
setting and for longer evolution times.

As aprototypical example, we explore a quasi-adiabatic sweep into
aZ,-ordered phase (Fig.3a) through the use of a varying global detun-
ing® (Fig. 3b). In this ordered phase, ground and Rydberg states form
anantiferromagnetic (AFM) pattern, with long-range order appearing
ataquantum phase transition. Unlike previous examples*°, we oper-
ate in the effectively attractive interacting regime of the Rydberg-
blockaded space®, which features a true two-fold-degenerate ground
state for systems with an even number of atoms, even for open bound-
ary conditions (Methods), and without explicitly modifying the bound-
ary*®. The ground state in the deeply ordered limit consists of two
oppositely ordered AFM states, |grgr...gr) and |rgrg...rg).

Stayingadiabatic during ground-state preparation requires evolution
over microseconds, orders of magnitude longer than the two-qubit
entanglement operation shown before, which magnifies the effect
of Rydberg decay. To differentiate between leakage out of the qubit
manifold due to either preparation errors or Rydberg decay, we perform
two erasure images, one before the adiabatic sweep, which captures
preparationerrors, and one after (Fig. 3c). The second image allows us
tomeasure Rydberg decay into the detection subspace throughout the
sweep. For asystemsize of N =26 atoms (Fig. 3d), we see the number of
detected preparation erasures (orange markers) stays constant over
the course of a 3-pus sweep; conversely, the number of detected decay
erasures (green markers) grows over time, in good agreement with
the measured Rydberg lifetime and erasure image infidelities (green
solid line; Methods).

With the ability to distinguish these effects, we plot the total
probability to form either of the AFM states, Pypy = P(|grgr...8r))+
P(|rgrg...rg») (Fig. 3e). At the conclusion of the sweep, we find
P.em= 0.3313 without any erasure excision (pink markers). By excising
instances with preparation erasures, this fidelity isimproved to 0.44 2
(orange markers) and is then further improved to 0.49'3 by addition-
ally excising Rydberg decay erasures. The sharpness of the signal,
exemplified by the derivative of P, with respect to the detuning, is
similarly improved near the phase boundary (Fig. 3e, inset). We also
observethat the gainin P, from erasure excision increases with system
size (Extended Data Fig. 6).

We further explore how errors affect quantities reflecting higher-
order statistics. To this end, we explore the probability distribution
to find magnetic order of different magnitude by studying the AFM
magnetization operator, defined as

M=2,/Ny~Zg/ N, (1

where Z;= Y ._. 7, is the total magnetization operator in sublattice
S=A (oddsites) or S =B (even sites) respectively, N; is the number of
atomsineachsublattice, and ZAJ =|r){r| - |g){glisthelocal magnetiza-
tion at sitej. We plot the probability to find a specific eigenvalue, M, of
M as afunction of detuning (Fig. 3f). While the values of Mare initially
tightly grouped around M= 0 in the disordered phase, as the sweep
progresses the probability distribution bifurcates, forming two sepa-
rate dominant peaks in the Z, phase, consistent with aforementioned
two-fold spontaneous symmetry breaking across the quantum phase
transition. We find that erasure excisionimproves the sharpness of the
distribution in both the disordered and Z, phases (Fig. 3g). Near the
phasetransition, the distributionis close to flat, consistent with order
appearingatall length scales.

These results demonstrate improvementsin fidelity for preparation
oflong-range-ordered ground states with erasure excisionin quantum
simulation experiments, a proof of principle for utilizing erasure con-
versionin NISQ-type applications.
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Fig.3|Erasure conversionin quantumsimulation.a,b, We perform (b) quasi-
adiabatic sweeps with N=26 spinsinthe effective ground-state manifold

of (a) anattractive Rydberg Hamiltonian (Methods), starting from the initially
disordered phase and ending inthe Z, ordered phase. ¢, We perform two
erasure images, one preceding the quantum simulation (to detect preparation
errors) and one following (to partially detect Rydberg decay errors).d, The
probability for detecting a preparation error (orange markers) remains
constant while the probability for detecting a decay error (green markers)
growsinagreement with the Rydberglifetime and detectioninfidelities
(solid lines; Methods). e, The total probability, Py, for forming either of the

Learning from erasure errors

Finally, we turn to studying a tool enabled by our implementation of
erasure conversion: exploring the effect of errors on experimental
outcomes at a microscopic level and studying correlations between
different error sources, which is enabled by having three separate
images for agiven experimental run (Fig.4a). In particular, we consider
the joint probability distribution, P(e{”, e5”, e{), that atoms at sites i,
Jjand kare detectedrespectivelyinthe preparation erasureimage (e,),
the decay erasure image (e,) and the final state detection image (e;).

We again consider adiabatic sweepsinto the Z, phase asin Fig. 3, but
now with a total duration of 8 ps. We first study P(e$/*® = 0le/’ = 0)
where dis the distance from site j, equivalent to finding a Rydberg
excitationonsitej + d, conditioned on finding no preparation erasure
onsitej. We plot this quantity (Fig. 4b, left) as afunction of bothd and
the sweep duration. We explicitly average over choices of jand find a
signal essentially uniformind.

However, if we instead consider P(egj“’) = Oleﬁj) =1), the probability
to find a Rydberg excitation on sitej + d conditioned on detecting a
preparation erasure on site j, markedly different behaviour emerges
(Fig. 4b, middle). For simplicity, we further post-select on instances
where only asingle erasureis detected across the entire array. Atinter-
mediate sweep times, we observe thatan AFM order forms around the
preparation erasure error position. We interpret the error as breaking
theatom chaininto two shorter chains; excitations will naturally form
at the system edges of these shorter chains to maximize the Rydberg
density in the attractive regime in which we operate (Methods). This
effectively pins the Rydberg density around the error, which then estab-
lishes a preferred AFM order further out into the array. Interestingly,
the equivalent quantity for decay erasures,’l’(egﬁd) = Ole(zj) =1),shows
amore complex behaviour.

To quantify this behaviour more explicitly, we consider a variant
of the AFM magnetization (equation (1)) conditioned on the erasure
location, where sublattice A (B) is now defined as being sites an odd
(even) distance away from an erasure. In Fig. 4c, we plot the mean AFM
magnetization for both the preparation (orange circles) and decay
erasure (green circles) cases. Preparation erasures develop anegative,
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AFMZ, statesisimproved by performing erasure excision onall errors (blue
markers), compared with only on preparation errors (orange markers) or
performing no excision (pink markers). The sensitivity of P,;, with respect to
achangein4alsoincreases with erasure excision (inset). f, The probability
distribution for measuring agiven AFM magnetizationisinitially peaked at O in
thedisordered phase, before bifurcating when entering the Z, phase, consistent
withspontaneous symmetry breaking. g, Deepineither phase, erasure
excisionleads toasharpening of the probability distribution (left and right).
Around the phase transition, we observe a close-to-flat distribution (middle).
Errorbarsrepresentthe standard error of the mean.

single AFM order as they pin Rydberg excitations at odd distances away
fromthe erasure.

Decay erasures behave similarly before the critical point, as Rydberg
decay acts effectively as a preparation error. However, past the critical
point, this behaviour changes: decay now acts as a measurement on
the AFM superposition ground state, selecting one of these orders. In
this case, assuming perfect Z, states, the neighbouring sites must have
beenin the ground state to detect a decay, meaning the AFM order is
reversed from the preparation case. This leads to data that first dip to
negative values and then grow to positive values past the phase transi-
tion (green markersin Fig. 4c).

Wealso study correlations between preparation errors and Rydberg
decay. In particular, a preparation error forces atoms at odd intervals
from the preparation erasure to have a higher probability to be in
Rydberg states, meaning they should also be more likely to decay. As
showninFig.4d, we directly observe this effect at the end of the sweep
by considering P(e¥*"=1|e)= 1), the probability to detect a decay
erasure atadistance daway froma preparationerasure.Ford=1(d=2),
this probability is significantly increased (decreased) from the uncon-
ditional decay erasure probability, inline with the increased (decreased)
Rydberg population on these sites, which shows that errors are cor-
related.

Before concluding, we note that erasure excision for preparation
errors using the first erasure image can be considered heralding the
subsequent quantum simulation on the presence of atomsin tweezers
inthe correctinitial state. For erasure excision of Rydberg decay using
the second erasure image, we interpret the post-selected results as
coming from a non-jump trajectory in a Monte Carlo wavefunction
approach®.

Discussion and outlook

Our results could have broad implications for quantum science and
technology. First, our two-qubit entanglement fidelity values and
associated error modelling imply that Rydberg arrays, which have
already demonstrated scalability to hundreds of atoms>®, can be simul-
taneously equipped with high-fidelity two-qubit operations, aunique
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standard error of the mean.

combination across all platforms. Besides our current demonstration of
about 0.999 SPAM-corrected two-qubit fidelity, modelling implies that
values of about 0.9997 could be possible with laser noise improvements
alone. Furthermore, utilizing acryogenic environment could freeze out
blackbody decay to alarge degree®, with remaining decay detected as
anerasure, leaving almost nointrinsic decoherence. In this context, we
note very recent results forimproved computational gate fidelities*.

Second, the demonstrated erasure conversion techniques could
find widespread applications for both classical and quantum error
correction. For classical correction, our techniques could be modified
tocorrect for state-preparation errors via subsequent atom rearrange-
ment*-*, instead of just excising such events. Furthermore, thermal
excitations could be converted to erasures and subsequently removed
by driving ablue sideband transition between'S, and P, (Fig. 1a) before

the fast image and subsequent atom rearrangement®-*, effectively
realizing erasure-based atomic cooling.

For quantum error correction, our techniques could be combined
withalong-lived qubit thatis dark to the fastimage, for example, real-
ized with the *P,nuclear qubitin neutral Sr (ref.43) and Yb (refs. 22,24),
orS,,inCa*and Ba*ions™. Similarly, schemes forimplementing erasure
conversioninsuperconducting circuits have been put forward™. Such
techniques could lead to markedly reduced quantum-error-correction
thresholds” for fault-tolerant quantum computing.

Third, our results also show clearly how NISQ applications’ can
benefit from erasure conversion. Our demonstrated improvements
for analogue quantum simulation of ground-state physics could
be extended to non-equilibrium dynamics, for example, targeting
regimes generating large entanglement entropies’®, with the poten-
tial to reach a quantum advantage over classical simulations*. We
note that while our implementation of erasure excision slows down
the effective sampling rate of the quantum device (Extended Data
Fig. 7), the classical cost can increase highly nonlinearly with the
resulting fidelity increase, and we hence expect a gain for such tasks.
Furthermore, we envision that erasure excision willimprove other
tasks such as quantum optimization*® and potentially quantum
metrology*®.

Finally, insightsinto erasure-error correlations, asin Fig. 4, could be
used to understand error processesin NISQ devicesin unprecedented
detail, in particular if erasure detection could be made time-resolved
withrespect to the many-body dynamics. This could also be used to
realize post-measurement physics with erasure detection, such as
measurement-induced phase transitions**® and measurement-altered
quantum criticality*.

Note added in proof: During completion of this work, we became
aware of work performing erasure detection with ytterbium atoms®.
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Methods

Fastimaging on the erasure detection subspace

Here we describe how we perform the erasure imaging that allows
us to detect site-resolved leakage errors®’. To both avoid any extra
heating coming from the imaging beams and optimize the imaging
fidelity, we shine two identical counter-propagating beams with
crossed m-polarization and Rabi frequencies of Q/2m = 40 MHz on
the 'S, > 'P, transition (Extended Data Fig. 1a). This minimizes the
net force on an atom, and the crossed polarization avoids intensity
interference patterns.

We highlight the characteristic features of this imaging scheme
experimentally. We show in Extended Data Fig. 1b the survival probabil-
ity of atomsin'S, as a function of imaging time. After 4 ps, more than
80% of the atoms are lost. However, the number of detected photons
continues to increase: even though the kinetic energy of the atoms is
too large to keep them trapped, their mean position remains centred
onthetweezers.Importantly, for ourimplementation of erasure exci-
sion, atom loss during the erasure image is inconsequential for our
purposesaslongastheinitial presence of the atomis correctly identi-
fied, butin any case, other fast imaging schemes may alleviate this
effect™. After about 24 ps, the atomic spread becomes too large and
the number of detected photons plateaus. The obtained detection
histogram is shown in Extended Data Fig. 1c. We present the results
both for empty (blue) and filled (red) tweezers, which we achieve by
firstimaging the atoms using usual, high survival imaging for initial
detectionina50%loaded array, then perform the fastimage. We obtain
atypical detection fidelity of 0.980!] of true positives and true nega-
tives, limited by the finite probability for atoms in'P, to decay into'D,
(Extended Data Fig. 1a).

This imaging scheme is sufficiently fast to avoid perturbing atoms
in 3P,, as measured by losses from *P, as a function of imaging time
(Extended DataFig.1d). We fit the data (circles) using alinear function
(solid line), and obtain a loss of 0.000004612 per image, consistent
with thelifetime of the *P, state’? of about 5 s for the trap depth of 45 pK
used during fast imaging.

Astothenature of the detected erasure errors for the Bell state gen-
eration, we find that preparation errors contribute the vast majority
of erasure events compared with bright Rydberg decay, and excising
them has amoressignificantimpact onreducing infidelities. In particu-
lar, application of U lasts for only about 59 ns, which is significantly
shorter than the independently measured bright state decay lifetime
of168:11 us(Extended DataFig. 2). The error model describedin Fig. 2
suggests that excising such errors results in an infidelity reduction of
only1.23x10™* (Methods). Conversely, preparation errors account
forabout5 x 10 2infidelity per pair due to the long time between prep-
arationin |g) and Rydberg excitation (Extended Data Fig. 3). Hence,
the gainsinfidelity from erasure conversion mainly come from elimi-
nating nearly all the preparation errors, which has the added benefit
of significantly reducing error bars on the SPAM-corrected values. Still,
SPAM-corrected values might also benefit from the small gainin elim-
inating the effect of bright state decay, and from avoiding potential
deleterious effects arising from higher atomic temperature in the
repumper case.

For erasure detection used in the context of many-body quantum sim-
ulation, we adjust the binarization threshold for atom detection to raise
the false-positive imaging fidelity to 0.9975, while the false-negative
imaging fidelity is lowered to about 0.6 (Fig. 3d); thisis done asa con-
servative measure to prioritize maximizing the number of usable shots
while potentially forgoing some fidelity gains (Extended Data Fig. 7).

We note that the scheme we show here is not yet fundamentally lim-
ited, and there are anumber of technicalimprovements that could be
made. First, the camera we use (Andor iXon Ultra 888) has a quantum
efficiency of about 80%, which has beenimproved in some recent mod-
els, such as quantitative complementary metal oxide semiconductor

(qCMOS) devices. Further, we currently image atoms from only one
direction, when, in principle, photons could be collected from both
objectives®. This would improve our estimated total collection effi-
ciency of about 4% by a factor of 2, leading to faster imaging times
with higher fidelity (as more photons could be collected before that
atoms were ejected from the trap). Furthermore, the fidelity may be
substantially improved by actively repumping the 'D, state back into
theimaging manifold to not effectively lose any atoms via this pathway.

Details of Rydberg excitation

Our Rydberg excitation scheme has been described in depth previ-
ously®. Before the Rydberg excitation, atoms are initialized from the
absolute ground state 552 'S, to the metastable state 5s5p °P, (698.4 nm)
through coherentdrive. Subsequently, tweezer trap depths are reduced
by afactor of ten to extend the metastable state lifetime.

For Rydbergexcitation and detection, we extinguish the traps, drive
tothe Rydbergstate (5s61s°S,, m,= 0, 31 nm), where m;is the magnetic
quantum number of the total angular momentum, and finally perform
auto-ionization of the Rydberg atoms®. Auto-ionization has a charac-
teristic timescale of about 5 ns, but we perform the operation for 500 ns
toensure totalionization. We report amore accurate measurement of
the auto-ionization wavelength as about 407.89 nm. Inthe final detec-
tionstep, atomsin>P,areread out via our normal imaging scheme®**,

Atoms can decay from P, between state preparation and Rydberg
excitation, which is 60 ms to allow time for the magnetic fields to set-
tle. In previous work®, we supplemented coherent preparation with
incoherent pumping to °P,immediately before Rydberg operations.
However, during the repumping process, atoms can be lost due to
repeated recoil events at low trap depth, which is not detected by the
erasure image, and thus can lower the bare fidelity. Even with SPAM
correction of this effect, we expect the fidelity with repumping to be
slightly inferior owing to anincreased atomic temperature for pumped
atoms.

Rydberg Hamiltonian
The Hamiltonian describing anarray of Rydberg atoms is well approxi-
mated by

N nA;

H/n= Zx A Z i + 3

6
iy li=jl

©)]

which describes aset of interacting two-level systems, labelled by site
indicesiandj, driven by alaser with Rabi frequency Q and detuning 4.
The interaction strength is determined by the C, coefficient and the
lattice spacing a. Operators are X; = Ir) <8l + 18> {rl; and A= |r) rl;,
where |g),and |r), denote the metastable ground and Rydberg states
atsite i, respectively, and 7 is the reduced Planck constant.

For the case of measuring two-qubit Bell state fidelities, we set
Q/2n = 6.2 MHz. Interaction strengthsin Fig. 2a are directly measured
atinteratomic separations of 4 umand 5 pm, and extrapolated via the
predicted 1/r®scaling to the level at 2.5 pm. Mean atomic distances are
calibrated viaalaser-derived ruler based on shifting atoms in coherent
superposition states®. We calibrate C,/2m = 230(25) GHz pm® using
maximum likelihood estimation (and associated uncertainty) from
resonant quench dynamics'®, which additionally calibrates a systematic
offsetin our global detuning.

For performing many-body quasi-adiabatic sweeps, the detuning is
swept symmetrically in a tangent profile from +30 MHz to -30 MHz,
while the Rabi frequency is smoothly turned on and off withamaximum
value of Q/21 = 5.6 MHz. For aninitially positive detuning, the |r) state
is energetically favourable, making the all-ground initial state,
lgg...gg), the highest energy eigenstate of the blockaded energy
sector, where no neighbouring Rydberg excitations are allowed.
For negative detunings, where |g) is energetically favourable, the
highest energy state uniquely becomes the symmetric AFM state
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(|grgr...gr)+|rgrg...rg))/-2 inthe deeply ordered limit. Thus, con-
sidering only the blockaded energy sector, sweeping the detuning
from positive to negative detuning (thus remaining in the highest
energy eigenstate) is equivalent to the ground-state physics of an effec-
tive Hamiltonian with attractive Rydberginteraction and inverted sign
ofthe detuning. This equivalence allows us to operate in the effectively
attractive regime of the blockaded phase diagram of ref. 39. For our
Hamiltonian parameters, we use exact diagonalization numerics to
identify the infinite-size critical detuning using a scaling collapse near
the finite-system size minimum energy gap*.

Error modelling

Our error model has been described previously™®, We perform Monte
Carlo wavefunction-based simulations¥, accounting for a variety
of noise sources including time-dependent laser intensity noise,
time-dependent laser frequency noise, sampling of the beam inten-
sity from the atomic thermal spread, Doppler noise, variations of the
interactionstrength from thermal spread, beam pointing stability and
others. All of the parameters that enter the error model are indepen-
dently calibrated via selective measurements directly on an atomic
signal if possible, as shown in Extended Data Table 2. Parameters are
not fine-tuned to match the measured Bell state fidelity, and the model
equally well describes results from many-body quench experiments®.

Extraction of the Bell state fidelity

To extract the Bell state fidelities quoted in the main text, we use a
lower-bound method", which relies on measuring the populationsin
the four possible states P, P, P,, and P, during a Rabi oscillation
between |gg)and |¥*). The lower bound on Bellstate fidelity is given by:

Porerg .\ JZ (P2 -1
2 \ 2

+ Py Prs, 3)

Fgenz

where P?"are the measured probabilities for the four states at 21, and
Pgmg is the probability P, + P,,measured at . To measure these prob-
abilities with high accuracy, we concentrate our data-taking around
themand2mtimes (Extended DataFig. 5a), and fit the obtained values
using quadratic functions f(f) =p, +pl(t—p2)2, where tis time, and
(po, p1, P,) are free parameters. We first detail the fitting method, then
how we obtain the four probabilities, and finally the extraction of the
Bell state fidelity from these.

Fitting method. We perform afit that takes into account the underly-
ingbetadistribution of the data and prevents systematic errorsarising
from assuming a Gaussian distribution of the data. The aim of the
fit is to obtain the three-dimensional probability density function
Q(po, p1, P,) Of f, using each experimental data point i defined by
its probability density function P(x), where x is a probability. To
obtainaparticular value on(ﬁo,ﬁl,ﬁz), we look at the correspond-
ing probability density function value P(f(¢)) for each data point i,
where f(;) = p, + P, (t;~ P,)? and assign the product of each P,( f(t,)) to
the fit likelihood function:

QPy, By, By) = [ PLf(@)). )

We repeat this for various [’ﬁo,ﬁl, 52]-

The result of such fitting method is shown in Extended Data Fig. 5b
(black line), where we present f(¢) = p,+p,(t=p,)* for [po, p;, p3]
corresponding to the maximum value of Q(p,, p;, p,). We emphasize
that this resultsin alower peak value thanastandard fitting procedure
that assumes underlying Gaussian distributions of experimentally
measured probabilities (red line). Choosing this lower peak value even-
tually will provide amore conservative but more accurate value for the
Bell state fidelity lower bound than the naive Gaussian approach.

Obtaining the four probability distributions. Our method to obtain
the probability density functions of the four probabilities at mand 2mt
times ensures both that the sum of the four probabilities always equals
one and that their mutual correlations are preserved. We first extract
thebetadistribution of P,.by gathering all the dataaround themand 21t
times (Extended Data Fig. 5¢). In particular, the mode of the obtained
beta distribution at tis P, = 0.0005. The distribution of P,,.,,and P,
are obtained by fitting the datain the following way. We performajoint
fiton P, . using afit functionfi(t), and on P, using a fit function £,(z).
Thefit functions are expressed as:

L©=p,+p(t-p,)?, 5)
LO=1-p,-P,-p(t-p,)?, (6)

which ensures that the sum of the four probabilities is always equal
to 1. We then calculate the joint probability density function
Q.,(po, p1, p,) of both f; and f, using the method described above.
Inparticular:

QB B, B = [T PE (e [T PECA®), o

where P£*"8 (P88) is the probability density function associated with
Py...s(Pg,) for the ith experimental data point. In particular, weimpose
that p,<1- P, to avoid negative probabilities. We show the resulting
Q..(po, 1, p,) inExtended Data Fig. 5d as two-dimensional maps along
(Po, pv) and (po, p»)-

We then obtain the one-dimensional probability density func-
tion for p, by integrating over p, and p, (Extended Data Fig. 5d). This
provides the fitted probability density function of P,,,,., and hence
P,=1-P,-P, - P atmtime. Werepeat this process for various values
of P,,, for bothmand 2m times.

At the end of this process, we obtain different probability density
functions for each P,, value. The asymmetry between P, and P, is
obtained by taking the mean of P, - P, at mand 2m times. We assume
the underlying distribution to be Gaussian, as P,. - P is centredon O,
and can be positive or negative with equal probability.

Bell state fidelity. Now that we have the probability density function
forallfour probabilities at mand 2t times, we move onto the Bell state
fidelity extraction. For bothtand 21, we perform aMonte Carlo sam-
pling of the betadistribution of P,,, which then leads to ajoint probabil-
ity density functionfor P,,,,,and P,,. We then sample from this, and use
equation (3) to obtain a value for the Bell state fidelity lower bound.
We repeat this process 1 million times, and fit the obtained results using
abeta distribution (Extended Data Fig. 5e). We observe an excellent
agreement between the fit and the data, from which we obtain
Foen2 0.9962739, where the quoted value is the mode of the distribution
and the error bars represent the 68% confidence interval.

We use the same method to obtain the measurement-corrected Bell
fidelity and the SPAM-corrected one. After drawing the probabilities
from the probability density functions, we infer the SPAM-corrected
probabilities from our known errors, described in detail previously®.
We use the values reported in Extended Data Table 2. During this pro-
cess, thereisafinite chance that the sum of probabilities does not sum
up toone. This comes from the fact that the probability density func-
tionsand the SPAM correction are uncorrelated, anissue thatis avoided
for raw Bell fidelity extraction owing to the correlated fit procedure
described above. We use aform of rejection sampling to alleviate this
issue by restarting the whole process in the case of such event. We
perform this 1 million times, and fit the obtained results using a beta
distribution (Extended Data Fig. 5f). We observe an excellent
agreement between the fit and the data, from which we obtain a



SPAM-corrected fidelity f. > 0.9985!7,, where the quoted value is the
mode of the distribution and the error bars represent the 68%
confidenceinterval.

Interaction limitation for Bell fidelity

We estimate the theoretically expected Bell state fidelity using pertur-
bation analysis. Specifically, the resonant blockaded Rabi oscillation
foraninteracting atom pair is described by the following Hamiltonian

H/h= %()21 +X,) + VAsh,, (8)

where V= C/ris the distance-dependent, interaction strength between
two atoms separated at distance r (equation (2)). As the two-atom ini-
tial ground state, |¢(0)) = |gg), has even parity under the left-right
reflection symmetry, the Rabi oscillation dynamics can be effectively
solvedinan even parity subspace with three basis states of |gg), |rr)
and |¢*) = —(|gr) +|rg)).Inthe Rydberg-blockaded regime where
72

V> Q, we can perform perturbation analysis with the perturbation
parameter n=0/~/2V and find that the energy eigenvectors of the
subspace are approximated as

2
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with their corresponding energy eigenvalues of E, = V(- n - n?/2),
=~ V(n-n%2)and E; = V(1 + ?/2), respectively. Rewriting the initial
state using the perturbed eigenbasis, we solve

Foen=max|<¥ "l | (0 9

to obtain the analytical expression of the maximum achievable Bell
state fidelity, Fy,;, atagiven perturbation strength . Keeping the solu-
tion up to the second order of , we find

5, 5(0)
- =1-2(= 10
1-=n 18(1/) (10)

Fgen=

obtainedatt=m1/-/20Q.

Statistics reduction due to erasure excision

Our demonstration of erasure excision explicitly discards some
experimental realizations (Extended Data Fig. 6), which can be seen
asadownside of the method. However, thisis a controllable trade-off:

by adjusting the threshold for detecting an erasure error, we can bal-
ance gainsin fidelity versus losses in experimental statistics (as shown
in Extended Data Fig. 7) for whatever particular task is of interest.
In general, the optimum probably always includes some amount of
erasure excision, asitis usually better to remove erroneous data than
keeping them.
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Extended DataFig.1|Fastimagingonthe erasure detectionsubspace.

a, Sketch of theinvolved energy levels. We detect atomsin’S, by strongly
drivingthe'S, < 'P, transition. b, Survival of atomsin'S, (green) and number
of detected photons (red) as afunction of the imaging time. We observe an
increase of detected photons whereas the atoms are already lost: even though
thekineticenergy of theatomsistoolarge to keep themtrapped, their mean
position remains centred on the tweezers thanks to the use of two counter-
propagating beams with equal power. After approximately 24 us, the atomic
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spread becomes too large to measure asignificantincrease in detected
photons.c, Typical histograms of the number of detected photons for 24 us
imaging. Using aslow, high-fidelity image prior to the fastimage, we can detect
ifatweezerisempty (blue) or filled (red). The typical detection fidelity which
correspondstoequal error probability in detecting absence or presence of an
atomis 98.0(1)%. d, Losses from 3P, as afunction of time, expressed innumber
of fastimages. The survival probability of anatomin P, is 99.99954(12)% for
oneimage, consistent withits 5second lifetime.
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Extended DataFig.2|Rydberglifetime. a, Pseudo-level diagram of the
Rydberg dynamics and associated decay channels. During Rydberg evolution
with Rabifrequency Q, the Rydbergatom candecay eitherinto aset of states
whichis ‘bright’ to the imaging process (including both the erasureimages

and the final detectionimages), e.g states like 5s5p *P,, orinto states which are
‘dark’ to theimaging process, e.g. nearby Rydberg states. A small percentage of
decaysinto ‘bright’states can go directly into *P,where they can be re-excited
by the Rydbergdriving; note that such decays are darkin the erasureimage,
butbrightinthe final detectionimage. b, Measurement of the dark state decay
lifetime, measured by performinga m-pulse onthe Rydberg transition, waiting
avariableamountof time, and then returning atoms to the ground state (inset).
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¢, Measurement of the bright state decay lifetime, measured by performing
aRydberg m-pulse, waiting, and then performing an auto-ionization pulse to
destroy any remaining Rydberg or dark state excitations.d, We prepare atoms
into>P, (abrightstate), and then perform continuous Rydberg driving. Atoms
arelostfromthetrap atarate whichincreases with increasing Rabi frequency.
e, Thelifetime of atomsin P, scales inversely with the square of the Rabi
frequency (i.e.scalesinversely with the intensity of the Rydberg beam).

We attribute this to a photo-ionization process which can convertbright state
decayinto dark state decay through prolonged Rydberg excitation, asshown
ina.Markersinb-d are experimental datawhere error barsare often smaller
than the marker sizes, and solid lines represent exponential fits.
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Extended DataFig. 3 | Experimental sequence. Sketch of the experimental
sequenceincluding the erasure detection for athe Bell state generation
experiment, and b the many-body experiment. Both experiments have the
same global architecture: we start by loading the atoms into the desired
geometry, theninitialize theatomsin |g), perform the Bell state generation

or quantum simulation, and finally read out by auto-ionizingatomsin |r)
andimaging atomsin |g). The main difference between both experiments
concernstheerasure detection.Ina, we utilize asingle erasure detection,
placed after auto-ionizingatomsin |r).Inb, we perform two erasureimages:
onebeforeapplyingU(t), and one after auto-ionization.



a Erasure imaging b Erasure imaging

T 2 auto-ionization e 2 ™
s s +
990 [l e [ 1o | 99 [l oo B 1o [}
Time Time
1 1
o
8 °
0ot e o 09t °
o 8 8
%08} g 08t
+ o’
a® o7} 07} °
9 No erasure imaging ¢ No erasure imaging 8
06} i o 0.6 , o
¢ With erasure imaging ¢ With erasure imaging o
05 5 70 15 20 05 5 10 15 20
Time (ps) Time (ps)
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a,b, We prepare the Bell state |W*), and measure the relevant populations for time. We observe nosignificant difference between the two conditions, which
Bellfidelity extraction P, + P and P,, (after an extram pulse) asafunction of suggests that the erasure detectionimaging light, in principle, does not destroy

holding time. We perform a2mpulsein the middle of the holding time to getrid the coherence of the Bell state.
of dephasing effect duetoe.g. Doppler effect. We present the results with
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Extended DataFig. 5|Bell state fidelity measurement from blockaded Rabi
oscillations. a, Probabilities of measuring both atomsin the ground state P,,
(blue markers) and asingle atominthe ground sstate P, + P, (red markers) inthe
blockaded regime as afunction of excitation time. Solid lines are guides to the
eye.b,Zoomover the mtime, where we prepare the Bell state [W*) (see main
text). Weuse a quadraticfit function of the form f(x) =p, + p, (x —p2)2 toextract
the population values at mand 2w times. We show the fit results (i) assuming
the experimental data have a Gaussian uncertainty (red line), and (ii) using
their true Betadistribution (blackline). c,d, Fitting method used to obtain the
probability distributions of P,,, P, and P, + P, at rand 2m times. We first
experimentally obtain the Beta distribution of the probability P, to observe
bothatomsinthe Rydbergstate. WethenperformajointfitonP, + P and P,
with the same p, and p, fit coefficients for both. We fix the value of P,,, and
conditionthejoint fit such that the sum of all probabilities is always equals to
one. Werepeat this process for various values of P,.. The results shown here are

for P,,=0.0005, whichis the mode of the obtained Beta distribution for P,,.
Thefitting method uses the true, experimentally measured Beta distribution
of each data point. We obtain corresponding probability density functions
foreach P,.. We perform this method independently for both mand 2 times.

e, Resulting Bell state fidelity lower bound using the probability density
functions of P,,and P, + P,. We start by randomly drawing from the P,,
distribution, then assign the corresponding probability density function of

P, + P, anddrawavaluefromit. Theasymmetry between P, and P,,is obtained
by averaging over each experimental data point, andis assumed to be Gaussian.
Werepeat this process1million times for both mand 2 times. We obtain the
corresponding probability density function (blue line), which we fit using a
Betadistribution (orange dashedline). f, SPAM-corrected Bell state fidelity
lower bound distribution, obtained by correcting the probabilities after
randomly drawing them from their respective probability density functions.
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Extended DataFig. 6 | Systemsize scaling of sweep fidelity. a, Total

probability for forming either of the Z, states following the quasi-adiabatic
sweeps presented in Fig. 3, here presented for the final sweep time as a function
of systemsize for full erasure-excision (blue markers), preparation erasure-
excision (orange markers), and the baseline (pink markers) data. b, The ratio

gainfromusing full erasure-excision grows as a function of systemsize, both
withrespectto the baseline values (pink markers), and to the case of only
excising preparation erasures (orange markers). Solid lines are linear guides to
theeyes.c,Forafixed detection threshold of 5 photons, the number of erasure

errorsalsoincreasesasafunctionof systemsize.
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Extended DataFig.7|Controlling fidelity gains from erasure-excision.
Erasure-excision explicitly tradesimproved experimental fidelity for areduced
number of experimental repetitions. However, this processis controllable by
adjusting the threshold used for detecting atoms during erasure images.
Changingthe threshold essentially changes the false positive and false
negative rate for detecting erasures correctly (inset). We plot the total AFM
probability (green markers) after asweep asin Fig. 3 of the main text, and vary
thedetection threshold used for identifying erasures. For too high a threshold,
many erasure events go unnoticed, and so erroneous outcomes become
relatively more prevalent, reducing the overall fidelity. As the detection
thresholdislowered, more true erasures, where an atomis actually present
inthe erasureimage, are correctly detected, whichimproves the fidelity.
However, lowering the threshold too far (in our case past roughly 5 photons)
increases thelikelihood of seeing false positive erasures; excising data based
onthese eventsdiscards experimental statistics with relatively little gainin
fidelity. Inthe main text, we select a detection threshold of 5 photons.



Extended Data Table 1| Bell state fidelity lower bounds

Quantity Raw data Measurement corrected SPAM-corrected
Baseline 0.94773 0.948%3 0.99674
Using repumper 0.983"3 0.98413 0.99713

Erasure-excised 0.996271% 0.9971719 0.998517,
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Extended Data Table 2 | Parameters of the error model

Quantity Value
Normal imaging false positive rate 0.999997
Normal imaging false negative rate 0.9996

Normal image survival (measurement-corrected)  0.9997

Erasure imaging average detection fidelity 0.98
Rydberg auto-ionization probability 0.9996
Shot-to-shot relative intensity fluctuations 1.1%
Shot-to-shot frequency fluctuations 10 kHz
Rydberg ‘dark’ decay time 85 us
Rydberg ‘bright’ decay time 168 us

Radial temperature (at 85 kHz trap frequency) 2.5 uK
Axial temperature (at 16 kHz trap frequency) 1.5 uK




	Erasure conversion in a high-fidelity Rydberg quantum simulator

	Bell state generation results

	Error modelling

	Quantum simulation with erasure conversion

	Learning from erasure errors

	Discussion and outlook

	Online content

	Fig. 1 Erasure conversion for high-fidelity entanglement.
	Fig. 2 Predicting infidelities at the 10−3 level.
	Fig. 3 Erasure conversion in quantum simulation.
	Fig. 4 Learning from erasure errors.
	Extended Data Fig. 1 Fast imaging on the erasure detection subspace.
	Extended Data Fig. 2 Rydberg lifetime.
	Extended Data Fig. 3 Experimental sequence.
	Extended Data Fig. 4 Coherence preservation during erasure detection.
	Extended Data Fig. 5 Bell state fidelity measurement from blockaded Rabi oscillations.
	Extended Data Fig. 6 System size scaling of sweep fidelity.
	Extended Data Fig. 7 Controlling fidelity gains from erasure-excision.
	Extended Data Table 1 Bell state fidelity lower bounds.
	Extended Data Table 2 Parameters of the error model.




