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Abstract

Collaborative learning enables multiple clients to learn shared feature representa-
tions across local data distributions, with the goal of improving model performance
and reducing overall sample complexity. While empirical evidence shows the
success of collaborative learning, a theoretical understanding of the optimal sta-
tistical rate remains lacking, even in linear settings. In this paper, we identify
the optimal statistical rate when clients share a common low-dimensional linear
representation. Specifically, we design a spectral estimator with local averaging
that approximates the optimal solution to the least squares problem. We establish
a minimax lower bound to demonstrate that our estimator achieves the optimal
error rate. Notably, the optimal rate reveals two distinct phases. In typical cases,
our rate matches the standard rate based on the parameter counting of the linear
representation. However, a statistical penalty arises in collaborative learning when
there are too many clients or when local datasets are relatively small. Furthermore,
our results, unlike existing ones, show that, at a system level, collaboration always
reduces overall sample complexity compared to independent client learning. In
addition, at an individual level, we provide a more precise characterization of when
collaboration benefits a client in transfer learning and private fine-tuning.

1 Introduction

Collaborative learning of shared feature representations across data distributions has become a crucial
challenge in machine learning and data science. The goal is to extract common structures from related
distributions to improve model performance and reduce overall sample complexity, compared to
independently learning each distribution from scratch. Such problems find widespread applications
in fields like federated learning [7], multi-task transfer learning [22, 9], and private fine-tuning with
public knowledge [29]. For example, in federated learning, clients collaboratively learn a shared
model using datasets sampled from their local distributions. In healthcare, federated learning enables
doctors to improve disease detections or treatment effect predictions by leveraging medical data
stored at multiple hospitals [24]. In addition, multi-task transfer learning enables knowledge transfer
across tasks using a pretrained common model. This technique is applicable in few-shot image
classification [28], deep reinforcement learning [39], and large language models [19]. Likewise, in
private fine-tuning, a shared model is first pretrained on publicly available data and then fine-tuned for
specific tasks using private datasets [37]. While empirical evidence shows the success of collaborative
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learning, these studies often involve large datasets. A theoretical understanding of the optimal
statistical rate is still lacking, even in linear settings.

There is extensive literature in linear settings [8, 33, 7, 30, 32, 9, 38, 21], and our work contributes to
this line. In such settings, there are M clients (or tasks), where each client ¢ observes n; data points
{(2ij,yij)}j~,. Here x;; € R? is the covariate and y;; € R is the response of the j-th sample. Let

N = Zf\il n; be the total number of data across all clients. For client ¢ € [M] and sample j € [n,],
the response y;; is represented as

Yij = 207 +&j, (1.1)

where 07 € R? is the ground-truth parameter and &; € R is an additive noise. Suppose that for
each 4, the covariates {z;;}/Z, share the same but unknown covariance, i.e., E[z;;z;] = T; for all j.
We further assume a low-dimensional structure on the parameters, where there exist an orthonormal
matrix B* € O%** with k < d and vectors o} € R” such that I';0 = B*a for all i. Here B*
is the shared low-dimensional representation and o is the client-specific parameter for client s.
The clients aim to collaboratively learn the shared representation B* using their observed datasets.

Let Zﬁl n;af (af)T/N be the client diversity matrix, where for now we assume its condition
number, the ratio of its largest to smallest eigenvalue, is ©(1). This assumption ensures that o are
not concentrated in certain directions and the data partition n; is not dominated by a few clients.
Consequently, we have sufficient information to accurately estimate all £ columns of B*. In particular,
this implies that the client diversity matrix is full rank, so that k¥ < M A

Several previous works [33, 8, 7, 30, 10, 9] have studied the error rate of a consistent estimation
for B* in this problem. However, existing results exhibit a suboptimal dependence on the subspace
dimension k. In particular, there remains a gap between the best-known error bounds, where the
upper bound is O(y/dk2/N) [33, 8, 10, 9], while the lower bound is Q(+/dk/N) [33].? In fact, this
suboptimality has been acknowledged in many works [33, 30, 29, 32] as a challenging open problem:

What is the optimal statistical rate to learn the low-dimensional representation B*?

Identifying the optimal statistical rate is also crucial for understanding the benefits of collaboration
compared to clients learning their parameters independently. Aside from the undetermined optimal
rate, it remains unclear whether a statistical-computational gap exists. Specifically, we aim to design
an efficient estimator to achieve optimal error rates with polynomial runtime. In addition, it is worth
noting that when directly observing data points composed of B* and noises, rather than through
multiple B*«}, the standard optimal error rate for estimating B* is ©(y/dk/N), based on the
parameter counting that B* has dk entries. Therefore, we are also interested in comparing the optimal
rate for the multi-client problem with this standard rate.

Main Contributions. Our work addresses this challenging open problem by improving both
the upper and lower bounds (Corollaries 3.1 and 4.1) and identifying the optimal statistical rate,

O(y/dk/N + /Mdk? /N?). To further illustrate our results, we consider a specific regime:
ni=n, N=DMn, n=£k, M=K d="t, (1.2)

where 3,7, > 0 are fixed constants since k& < min{d, M }. Figure I illustrates the phase diagram,
with each region indicating whether a consistent estimation of B* with vanishing estimation error is
possible or not.” In particular, a consistent estimation is impossible in light red Region I and possible
in light blue Region II, identified by previous works [33, 8, 10]. However, a wide gap remains
between these two regions. Our contribution bridges this gap by identifying the optimal sample
complexity, which delineates the boundary between Region IV and Regions I and III. We prove that a
consistent estimation is impossible in dark red Region III and possible in dark blue Region IV.

'Otherwise, if M < k, estimating B* accurately is impossible. In this case, { B*a;}}Z, spans only an
M-dimensional subspace of R¥; thus the data {x;;} contains information only about that subspace. The
remaining k — M columns of B* can be any vectors from the (d — M )-dimensional complementary space.

2For ease of presentation, we will ignore polylogarithmic factors and use standard big O notations in Section
I. In later sections, we will use O to emphasize the hidden polylogarithmic factors.

3For the existing error upper bound +/dk2/N to be ©(1), we need N = ©(dk?). This translates to
B+~ = § + 2 in the regime of (1.2). In a similar vein, the existing lower bound /dk/N corresponds to
B+~ =0+ 1, and the second term in our established error rate /M dk?/N? corresponds to 28 + v = § + 2.
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Figure 1: The phase diagram for estimating B* in the regime of (1.2). Regions I and II show
the impossibility and possibility, respectively, from previous works. Regions III and IV show
the impossibility and possibility, respectively, in our work. The boundary between Region I and
Regions Il and IV is B+~ = § + 1, between Regions Il and IV is 23+~ = ¢ + 2, and between
Regions Tand IVis 8+ v = § + 2.

The identified optimal statistical rate, ©(+/dk/N + \/Mdk?/N?), delineates the boundary between
Region IV and Regions I and III in Figure 1, with two distinct phases. Recall that the standard rate
O(+/dk/N) from parameter counting corresponds to 5+~ = § + 1 in this diagram. Our optimal rate
matches this standard rate along the boundary between Regions I and IV. However, deviations from
the standard rate arise along the boundary between Regions III and IV, wheny > dor 0 < 5 < 1,
that is, when M = Q(d) or n = O(k). This is when the second term /M dk?/N? becomes
dominant. Such a discrepancy highlights a statistical penalty to pay for multi-client collaborative
learning, particularly when there are many clients in the system (M = Q(d)) or when clients have an
insufficient number of local data points compared to the subspace dimension (n = O(k)).

Our optimal rate quantifies the benefits of collaboration for both the overall system and individual
clients. At the system level, unlike previous results, we find that collaboration always reduces overall
sample complexity compared to independent client learning (Remark 3.1). However, at the individual
level, collaboration is not always beneficial. By applying our optimal rates, we achieve tighter error
bounds for transfer learning (Corollary 5.1) and private fine-tuning (Corollary 5.2) at an individual
client. This provides a more precise quantification of when collaboration benefits individual clients.

In addition to determining the rate, we introduce the first estimator in the literature that achieves
this optimal statistical rate, thereby showing no statistical-computational gap here. Our spectral
estimator of B* is an optimal solution to an approximated version of the non-convex least squares
problem. This estimator leverages two independent replicas of local averages of cross-correlation
vectors {y;;xi; }?;1 at each client. It preserves privacy in federated learning settings since clients
can send only their local averages rather than raw data to the server. Furthermore, our estimator only
requires at least two data points for each client,* which significantly relaxes the strict assumptions
that N/M = Q(d) imposed by [8, 9, 32].7

Finally, our results extend to general ill-conditioned cases, where the analysis allows for any imbal-
anced data partition and covariate heterogeneity (i.e. covariate shift). Let A; and A\, be the largest
and smallest eigenvalues, respectively, of the client diversity matrix. Our estimator achieves an

error upper bound O(y/d\1/(NA2) + /Md/(N2)2?)) with A\; = O(1) in Theorem 3.1, improv-
ing the best-known error rate O(y/d/(NA2)) [33, 8, 10]. In addition, Theorem 4.1 establishes a
minimax lower bound 2(\/d/(NXy) + /Md/(N2)2)), which differs from the upper bound only
by a condition number /A1 /Ay in the first term. This lower bound improves the state-of-the-art
result in [33], which is Q(\/1/(NXg) + /dk/N) with Ay = O(1/k). In particular, our lower bound

“Note that in the extreme case where every client has only a single data point, i.e., n; = 1, the existing

error bound O(y/dk?/N) in [33, 10] already matches our improved lower bound in Corollary 4.1. Therefore,
assuming n,; > 2 does not result in a significant loss of generality.

3[32] is only able to identify an optimal rate ©(+/dk/N) in the restricted setting N/M = Q(d). In contrast,
we characterize the optimal rate for the entire region and discover the two distinct phases of the rate.



improves the first term by a factor of /d, by leveraging the packing set on the unit sphere to construct
multiple problem instances, rather than using Le Cam’s two-point method as in [33]. Moreover, the
second term in our bound is entirely new, derived by choosing randomly generated «;’s instead of
deterministic ones.

Notation and Organization. For positive integers k < d, let O?** be the set of d x k matrices
with k orthogonal unit vectors as columns. Let S?~! be the unit sphere in R?. For a matrix M, let
A (M) denote the r-th largest eigenvalue value of M and || M || denote the spectral norm. We use the

Bachmann—Landau notations O, €2, and ©, and use O to hide polylogarithmic factors in quantities.

The rest of the paper is organized as follows. Section 2 presents the main model with assumptions.
Section 3 introduces our estimator and the error upper bound. Section 4 establishes a minimax lower
bound. Section 5 provides several applications of our results. We conclude the paper and discuss
future directions in Section 6. In the appendix, Section A provides further related works. Sections B,
C, and D prove the upper and lower bounds, and the corollaries of applications, respectively.

2 Model and Assumptions

Our targeting problem is modeled in (1.1). Formally, we impose the following assumptions on the
variables, &;;, z;;, and 07, with a key assumption of the low-dimensional structure for 7.
Assumption 2.1 (Sub-gaussian noises). The noise variables ;; are independent, zero-mean, sub-
gaussian® with constant variance proxy o2 = ©(1) and are independent of covariates ;;.
Assumption 2.2 (Sub-gaussian covariates). The covariates x;; are independent, zero-mean, sub-
gaussian with variance proxy 7% = ©(1). For each i, z;; share the same but unknown covariance, i.e.,
Efz;jxf;] = T for all j. These covariance matrices are well-conditioned, with Ay (I';)/Aa(T';) =
©(1) for all i.

The sub-gaussian assumptions are standard in statistical learning for deriving tail bounds. Assumption
2.2 generalizes those in [33, 10] by allowing non-identity covariance. We now assume I';6; has a
common low-dimensional structure.

Assumption 2.3 (Low-dimensional structure). There exist B* € O%** with k < d and o} € R”
such that ;67 = B*a for i € [M].

Here B* € O%** is the shared low-dimensional representation and of € R is the client-specific
parameter for client ¢. When I'; = I for all ¢, this reduces to the standard assumption 07 = B*a,
imposed by previous works such as [33, 10]. We generalize this standard assumption to the case
with non-identity covariance I';, by requiring the cross-correlation vector E[y;;x;;] = I';6F to share
a common subspace.’

Assumption 2.4 (Client normalization). Each o satisfies ||| = O(1) for i € [M].

The normalization assumption is standard in the literature. Let A\, = )\T(Zij\il nar(af)T)/N

denote the r-th largest eigenvalue of the client diversity matrix Zf\il n;af (af)T/N for r € [k],
unless otherwise specified. The normalization then gives Zle Ap = Tr(zil\il nof (af)T)/N =
M nillaz||?/N = O(1), which further implies that kX, < O(1) and A\, = O(1).

Given the model described in (1.1) and the assumptions introduced, the goal of the clients in these
problems is to collectively estimate the shared representation B*. In particular, we define the
following metric to measure the distance between two orthonormal matrices.

Definition 2.1 (Principal angle distance). Let B, B* € O** be orthonormal matrices. Then the
principal angle distance between B and B* is

|sin©(B, B*)|| = ||BBT — B*(B*)7||.

SA random variable £ € R is sub-gaussian with variance proxy o2, denoted by ¢ ~ subG(c?), if E€ = 0
and E[exp(t€)] < exp(ct?/2) for any t € R. A random vector & € R? is sub-gaussian with variance proxy
o2, denoted by & ~ subG4(c?), if uT¢ ~ subG(c?) for any u € S?~1.

"Note that since the covariance matrices I'; are unknown, one cannot apply the whitening procedure by

writing x;; = Fg / QEZ-j so that Z;; have an identity covariance matrix. Moreover, it is difficult to accurately
estimating [';, as the size of the local dataset n; < d.



The principal angle distance measures the separation between the column spaces of B and B*, and
is invariant to any rotations of B and B*. Using this metric, the clients aim to learn an estimator B

that minimizes || sin ©(B, B*)| over B € O4<k, ensuring that the column space of B closely aligns
with that of B*. We study the optimal statistical rate of this problem.

3 Estimator and Error Upper Bound
In this section, we propose an estimator of B*, designed to achieve the optimal error upper bound.

3.1 Optimal Estimator

We review the limitations of existing estimators and introduce the innovations of our proposed one.

Limitations of Existing Estimators. Many recent works have designed estimators with provable
error bounds [8, 33, 30, 7, 10]. The method-of-moments estimator in [33] is formed by the top-k
eigenvectors of the matrix,

M n;

Zy =YY yhwial;. (3.1)

i=1 j=1
Their analysis is limited to cases where ;; ~ N (0, I;), and the corresponding error upper bound is
suboptimal compared to the lower bound [33, Theorem 5]. A subsequent work [10] assumes n; > 2
and introduces an estimator using the matrix,

M
1
Zp = Z n: —1 Z Yija y’ijzxijlx;rjz . (3.2)
=1 i

By excluding the diagonal terms j; = jo in the summation, their estimator is designed to handle
scenarios where the noise {;; may depend on x;; and shown to achieve the suboptimal error bound
of [33]. However, whether this estimator provides any improvement on the estimation error rates
remains unclear. Several works [30, 7] study the alternating minimization methods. However, their
results rely on initialization via the method-of-moments estimator from [33] and thus still suffer from
the suboptimality inherent in the method-of-moments approach. In fact, the suboptimality of the
method-of-moments approach has been acknowledged in many works [33, 30, 29, 32] and closing
this gap has remained a well-recognized open problem.

A Warm-up Example: Mean Estimation Problems. We will introduce our estimator to address
the limitations of these existing ones and improve error upper bounds. To illustrate our ideas, we
begin with a simpler mean estimation problem and show that a local averaging estimator is an optimal
solution to the least squares problem. Specifically, we consider the scenario where each client @
observes n; data sample vectors, denoted by u;; € R? for j € [n;] such that

Ujj = 9: + fij = B*af + f”
Here &;; € R is an additive noise for the j-th sample and 6 = B*« is the ground-truth parameter

at client 4, where B* € 09** with k < d and o € R*. The direct approach to solving mean
estimation, given the observed datasets, is to minimize the following non-convex least squares loss,

min w;; — Baoy||?. 33
Beowa,};;l\ ;= Ba (3.3)

Let w; = (372, wij)/ni be the local average at client i, and B be the top-k eigenvectors of the

matrix Zi\il n;u;u, . The following proposition shows that B solves this least squares problem.
Proposition 3.1. After first optimizing over «;, the problem in (3.3) is equivalent to the following

M
max E n;u; BBTu;. 3.4
dx
BeO =1
T

In addition, the estimator B formed by the top-k eigenvectors of the matrix Zﬁl n;u;u,; is an

optimal solution to problems in (3.3) and (3.4).



Proposition 3.1 demonstrates that B, utilizing local averaging, is an optimal solution to the least
squares problem for mean estimation.

Introducing Our Estimator. Now, we return to tackle the original problem by leveraging the idea
of local averaging discussed above. Similar to mean estimation, we consider the non-convex least
squares problem for linear regression, with 6; = I'; 'Bay,

M n; M n;

pin DD (s —o00” = in 323 (g — o o) (339

i=1 j=1 =1j=1
Letz; = (Z;’Zl YijZij)/n; be client i’s local average, and AT be the pseudoinverse of a matrix A.

Proposition 3.2. After first optimizing over ozz, with \; = F_lB(BTFi_l/F\Z—Fi_lB)TBTFi_l, the
problem in (3.5) is equivalent to maxgepaxk Z —iniz Az

Unfortunately, unlike (3.4) in Proposition 3.1, the problem in Proposition 3.2 lacks a closed-form
solution due to the complex form of A; that also involves B. But if we assume I'; =~ T'; = I, then
~ BBT. Thus, we approximate A; using BBT in Proposition 3.2 and instead solve
M

max n;z] BBTZ; 3.6)

BeQdxk P
The problem (3.6) share the same form as (3.4) and therefore the matrix formed by the top-k
eigenvectors of Zﬁl mZEZT is an optimal solution to (3.6). As a result, it is tempting to estimate B*

based on the top-k eigenvectors of Zf\il niz;z; . However, since {x;; } follows general sub-gaussian
distributions with non-identity covariance I';, without additional assumptions on the covariance
matrix I'; and the fourth-order moments, it is impossible to construct the column space of B* solely

~ T

by using the eigenvectors of Z —1 NiZi 2, 8

To resolve this issue, we construct two independent replicas, Z; and Zz;, in replace of the local
average z;. For convenience, suppose that n; > 2 is an even number. For i € [M], let Z; =

(2/n;) - E”‘/l yi;xri; and z; = (2/n;) - E;;ni/zﬂ vi;xi; be two independent replicas of local
averages at chent 1. We consider the following matrix,

7 = anzz Z ( Zyljx”)(% i yijxgj) (3.7)

j:n1/2+1

We define B as the matrix formed by the right (or left) top-k singular vectors of Z. Now, with two
independent replicas, it is easy to see that

M
EZ:E[;WZ"Z} an zZE[Z]] = (Zna )(B*)

and the column space of EZ recovers that of B*; thus, B, formed by the singular vectors of Z,
provides a good estimate for B*, ensured by the classic perturbation theory for singular vectors [36].
This highlights the benefits of using two replicas. Similar replica ideas have appeared in other related
problems of mixed linear regression [22, 27], but with different motivations and results.

Finally, compared to Z; in (3.1), our estimator Z applies local averaging of x;;y;; at each client,
which leads to a tighter upper bound by effectively reducing noise. For Z5 in (3.2), while excluding
diagonal terms can be viewed as an alternative to our use of independent replicas, our approach
provides significant advantages in privacy-sensitive settings, such as federated learning. To compute
our estimator, each client can send only vectors of their local averages Z; and z;, or their variants
with added noise, to the server, rather than transmitting any raw data y;;x;;. Thus, our estimator
effectively prevents the leakage of local data. In addition, since our estimator approximates the least
squares solution in (3.5), we will show that it achieves the optimal statistical rate without the need for
further refinement via alternating minimization.”

8Interested readers can find a detailed explanation in Proposition B.1.

“When the noise variance o2 is vanishing, further refinement via alternating minimization may improve the
dependence on o2 and thus achieve a smaller estimation error, as shown in [30] for sufficiently fast diminishing
o and [7] for o = 0.



3.2 Error Upper Bound

The following theorem establishes the error upper bound of our estimator.

Theorem 3.1. Suppose that Assumptions 2.1-2.4 hold. For the estimator B obtained in (3.7), with
probability at least 1 — O((d + N)~10),

RUUPOE [an: | [Mdy |
|sm@(B,B)|O(< 7N/\i+ N%\i) log (d—i—N)).

Here the condition number A; /A and the smallest eigenvalue \; appear in the numerator and
denominator of the rate, respectively. This aligns with our intuition that a larger A1/ or a smaller
A, causes more difficulty in estimating B*, as the client diversity matrix Z —, nsar (o) T/N lacks
information in certain directions.

Our bound improves over the previously best-known error rates in the literature. Specifically,
by further assuming z;; ~ N(0,Iq), [33] shows that the method-of-moments estimator given

in (3.1) achieves estimation error rate 6(\/ d(Z’:Zl Ar)/(NA2)). However, the analysis therein
crucially relies on the isotropy property of standard Gaussian vectors (see e.g. the proof of Lemma 4
in [33]). If instead x;;’s were sub-gaussian, the error bound would become O(\/dkXi /(N A7)). The
subsequent work [10] shows that a different spectral estimator given in (3.2) achieves a smaller error
of O(\/d/(N A7)) when x;;’s are sub-gaussian. In comparison, our error bound further improves

by a factor of \/min{\;, M/N}. Our improvement is particularly significant when the condition
number of the client diversity matrix satisfies A1 /Ar = (1), as shown in the following corollary.

Corollary 3.1. Suppose Assumptions 2.1-2.4 hold and Ay = ©(\,) = O(1/k). For the estimator B
obtained in (3.7), with probability at least 1 — O((d + N)~19),

|sin©(B, B*)|| = O <<\/7 \/W) -log? d+N)> (3.8)

This rate improves the results given by [33, 10], which are O(+/dk?/N). More strikingly, our rate is
order-wise optimal, matching up to a polylogarithmic factor the minimax lower bound shown in the
next section. This resolves the challenging open problem of characterizing the optimal estimation
error rate, and our estimator is the first in the literature to achieve this optimal rate.

To further illustrate our results, we plot a phase diagram in Figure 1, where the regions indicate
whether a consistent estimation of B* with vanishing estimation error is possible or not.

Remark 3.1. In contrast to the previous findings, our optimal rate shows that, at a system level,
collaboration always reduces overall sample complexity compared to independent client learning.
Specifically, collaboration requires only N = ©(max{dk, v Mdk?}) data points to learn B* with
a vanishing error. With a shared estimator of B*, the M clients can then learn their {0%'*} C RF,
with an additional sample complexity of © (M k). In contrast, independently learning all parameters
{6} C R? from scratch requires N = O(Md), where Md > max{dk,vMdk2, Mk} since
k < min{d, M }. Thus, collaboration always reduces sample complexity compared to independent
learning. However, the previous best-known results [33] show that collaboration requires N = O(dk?)
data points, where dk? is smaller than M d only when M > k2.

At an individual level, collaboration is no longer always beneficial. Our optimal rate provides a more
precise characterization of when collaboration benefits a new client, as discussed in Section 5.

4 Minimax Lower Bound

This section establishes an information-theoretic lower bound that matches the error upper bound
achieved by our estimator up to a polylogarithmic factor in the well-conditioned cases. For fixed
M and N, we use the eigenvalues \; and A of the client diversity matrix Zl L i *(af)T/N to
capture the complexity of the estimation problem. In particular, we analyze the minimax estlmatlon



error against the worst possible choice of the model parameters B, {a;},, and {n;}, from a
parameter space. The problem of estimating B can then be represented as the Markov chain,

(Bv{@i}i\ila{”i}?iﬁ = {{(@ij,yij) ;‘11}%1 — B.

Here the data volumes {n; }},, satisfying Zﬁl n; = N, can be observed from the data and hence
are nuisance parameters.

We now define the parameter space. We take B € O%** to be any d x k orthogonal matrix.
Let « = (a1, ,ap) be the matrix whose columns are the client-specific parameters «; and
i = (n1,--- ,nam)T be the vector with entries n;. For any Ay > A, > 0, we define U}, ), as the
parameter space for all o and 7 that satisfy Assumption 2.4,

M
Uy, = {(a,ﬁ) e RWM x 23 oy = O(1) Vi e [M], Y ni =N,

=1
Q) <~ anal < O(Al)Ik}.

We only consider scenarios where A, > 0, as it is otherwise 1mposs1ble to fully reconstruct B*. When
Ar = 0, {a} spans only an r-dimensional subspace of R* with r < k. As a result, the parameters
{07} and thus the data {z;;} will only contain information about an r-dimensional subspace of
B*’s column space. In this case, the remaining k£ — r columns of B* can be any vectors from the
(d — r)-dimensional complementary space, making it impossible to estimate B* accurately. This
also implies M > k. Recall that Assumption 2.4 yields kA, = O(1) and A; = O(1); otherwise, the
parameter space is empty. Henceforth, we assume A\, > 0, M > k, kA = O(1), and \; = O(1).

The following theorem presents the minimax error lower bound. Here A is a shorthand notation for
the minimum operation.

Theorem 4.1. Consider a system with M clients and N data points in total. Assume x;; ~ N (0, 1)
and &; ~ N(0,1) independently for i € [M] and j € [n], and Assumptions 2.3 and 2.4 hold. When
k=QUog M), d > (14 p1)k, and M > (1 + p2)k for constants py, p2 > 0, we have

/ Md
inf sup sup { sin O B B) A 1
Be0dxk Be@dxk (a, A)EP AL A, H H N2)‘2

Theorem 4.1 establishes an error lower bound, which improves the state-of-the-art result from [33],
which is of order 2(1/1/(NAx) + v/dk/N). Our lower bound matches the upper bound presented

in Theorem 3.1, differing only by a condition number /A1 /A in the first term and a logarithmic
factor. Thus, in the well-conditioned case when A; /A, = O(1), we have the following corollary.

Corollary 4.1. Under the conditions in Theorem 4.1, when A\ = O(1/k), we have

2
inf sup sup {Hsm@ (B, B) || <<\/ +14/ Mk > )
BGO‘“"BEO‘“’“(& DI SV

Corollary 4.1 establishes the error lower bound for well-conditioned cases and improves that from [33]

of order Q(/dk/N). This result matches the upper bound in Corollary 3.1 up to a polylogarithmic
factor, thereby determining the optimal statistical rate.

5 Applications

Having identified the statistical rate for estimating B*, we now apply this result to learn the model pa-
rameters for a newly joined client or an unseen private task and provide a more precise characterization
of when collaboration benefits a new client.

5.1 Transferring Representations to New Clients

We consider a new client M + 1, who observes nas41 data points, { (41,5, Yamr+1 ])}"f“ , gen-
erated from the model in (1.1) with the ground-truth parameter 63, ;. Suppose that Assumptions



2.1 and 2.2 hold with I'py41 = I;. We then assume the existence of aj, 11 € R* such that
031 = B*aj 1 and [l || = O(1). Our goal is to learn 63, ;.

If we substitute an estimator E, learned from clients 1 to M, in place of the shared B*, the problem
reduces to learning a1 as follows,
nNM4+1 .
Arrr = argmin Y el Ba —yaga 4 (5.1
a j=1
There is an explicit solution for aps41 in (5.1). Notably, [33, Theorem 4] provides an error upper
bound for Bay 41 when || sin ©(B, B*)|| < 62 for any § > 0. Recall that Corollary 3.1 establishes
an error bound for our estimator B in well-conditioned cases. Thus, as a direct corollary using our
estimator and its error bound, we derive the following result.
Corollary 5.1 (Transfer learning). Suppose that Assumptions 2.1-2.4 hold and \y = ©O(\) =
O(1/k). For B given by (3.7) and then arr+1 given by (5.1), with high probability,
dk  Mdk? k >

EA _ B*a* 2 _ 5 @i i v
| Ban+1 sl N + N2 + At

Corollary 5.1 decomposes the estimation error into two parts, where the first part 5(dk/N +
Mdk?/N?) captures the error for estimating B*, and the second part O(k/ny;1) evaluates the
error for estimating o}, ; given B.

Compared to the previous literature [33], our optimal rate provides a more precise characterization
of when collaboration benefits the new client. If client M + 1 estimates its parameter 63, , € R4

from scratch based on the local data, the resulting error rate will be O(d/nps+1). Therefore, it is
advantageous to first learn the shared representation when dk/N < d/npry1 and Mdk? /N? <
d/npr+1. Such conditions are satisfied when ny11 < min{N/k, N?/(Mk?)}. Conversely, if
nar+1 > min{ N/k, N2 /(Mk?)}, then the collaboration is unhelpful and the new client would be
better off learning individually.

5.2 Private Fine-tuning for New Clients

In addition, [29] studies a differentially private variant of learning a},, ; in the same setting further
with x;; ~ N(0,1;). We present an additional corollary under (e, ¢)-differential privacy (see the
formal definition in [11, 12]), building upon [29, Theorem 5.4] and derived using our estimator.

Corollary 5.2 (Private transfer learning). Suppose that Assumptions 2.1-2.4 hold, \y = ©(\) =
©(1/k), and x;; ~ N(0, I4). Given B obtained in (3.7), there exists an (¢, 0)-differentially private
estimator 62‘;:\’45 1 such that, with high probability,

. L2 afdk Mdk>  k Kk?log(1/s
HBozAfH—B aM+1H =O(N+  + + (/)>.

2
NpAT+1 TLM+152

For comparison, if the client privately estimates its d-dimensional parameter ¢}, ; from scratch, the
resulting tight error rate is O(d/nas 41 + d* log(1/6)/(n3,,,1£%)) [34, 3]. Thus, when the estimation
error of B, O(dk/N + Mdk?/N?), is smaller, learning B first will effectively reduce its error rates.

6 Discussion and Future Work

In this work, we introduce a spectral estimator with local averaging and analyze its performance with
an improved error upper bound. In addition, we sharpen the existing minimax lower bound. Our
results together settle the optimal statistical rate in well-conditioned cases. Our optimal rate shows
that collaboration among clients always reduces overall sample complexity compared to independent
local learning and further quantifies the benefits of transfer learning and private fine-tuning for new
clients or tasks. Furthermore, the optimal rate reveals two distinct phases, where a statistical penalty
arises for collaborative learning, especially with many clients or relatively small local datasets.



An open problem is whether we can eliminate the dependency on condition numbers and achieve the
optimal rate in ill-conditioned cases. Moreover, when the noise variance is rapidly diminishing, can
we obtain the optimal error rates? Finally, is it possible to extend our analysis to generalized linear
models and non-linear regression models while maintaining similar guarantees of optimal rates?
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A Further Related Work

Our work contributes to the growing literature studying collaborative learning of shared feature
representations, which dates back to [5, 31, 2, 1, 26]. This problem has a broad range of applications,
including federated learning, multi-task transfer learning, meta-learning, and private fine-tuning with
public knowledge [33, 8, 7, 29, 9].

Most relevant recent works, including [33, 8, 7, 30, 10], focus on the linear model described in
(1.1). However, none of them identifies the optimal statistical rate, even in well-conditioned cases.
In particular, [33] introduces a method-of-moments estimator for standard Gaussian covariates but
obtains upper and lower bounds suboptimal to the subspace dimension k. Concurrently, [8] provides
purely statistical guarantees by directly analyzing the optimal solution to the nonconvex empirical
risk minimization, yet still obtains a suboptimal error upper bound. In addition, [10] presents a
spectral estimator that achieves an optimal rate for simpler mean estimation problems, but its error
upper bound for linear regression settings remains suboptimal. Furthermore, [7, 30] study alternating
minimization initialized at the method-of-moments estimator, which reduces the error rates when
the noise level of &;; rapidly diminishing or zero but the rates remain suboptimal with respect to the
subspace dimension k.

Several studies have explored variants of the model in (1.1). For example, [29] studies differentially
private fine-tuning given the method-of-moments estimator. Moreover, [9] studies adaptive and robust
multi-task learning, where, in a specific low-rank scenario, they assume 87 = B*a} + v} with a
bounded offset term v;". In addition, [32] considers the case when clients share similar representations
such that 87 = B «}, with the subspaces B} constrained to certain angles, while also allowing
outliers. However, the statistical rates in [29] and [9] are suboptimal with respect to &, and both [9]
and [32] impose much stricter assumptions that N/M = Q(d).

Other related works including gradient-based meta-learning [23, 20, 13], non-parametric transfer
learning [16, 4], and the hardness of multi-task learning [17]. It is also worth noting that the
shared linear representation model in (1.1) provides an effective approach for addressing data
heterogeneity with concept shift in federated learning [7], which includes the clustered federated
learning framework [15, 14, 27] as a special case.
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B Proof of the Upper Bound
In this section, we prove the results in Section 3.

B.1 Proofs of Results in Section 3.1

We prove Proposition 3.1 by first fixing B and optimizing for «;.

Proof of Proposition 3.1. We first partially optimize for «; given a fixed B € O%*F. By taking
partial derivatives and solving 27:1 BT(u;; — B&;) = 0 with BTB = I, we have

a; = BTu;.
Substituting the optimal @; into the original problem, this leaves us to find B € O%** to minimize:

M n; M n;
S5 s — BB = D03 iy — 7+ 1 - BB
i=1j=1 i=1j=1
M n;
= ZZ ||ulj - ul + an ’uz BBTulH
=1 j=1
M n;
= ZZHu” ulH —&—an ’uZH Zni(ﬂi)TBBTﬂi,
=1 j=1 =1
where the second equality holds since >_'* | (us; — ;)T (@; — BBTu;) = 0 for i € [M] and the last
equality holds due to BT B = I}. Thus, the least-squares problem is equivalent to the following one,

M
=T T
Brenoad}ik ;nzui BBTu;.
In addition, we have
M M
Zn Ul BBTu; = Zn,Tr (B™wu] B) = Tr(BT(ZmﬂmZT)B).
=1 i=1 i=1

We define Z = Z —1 7 ;) . Solving the PCA problem max gcgaxx Tr(BZB) s.t. BTB = I, we
obtain the optimal B as the top-k eigenvectors of Z. O

Similarly, we prove Proposition 3.2.

Proof of Proposition 3.2. We first partially optimize for «; for a fixed B € O%*. LetT; =
(3272, ijx];)/n;. By taking partial derivatives and solving 37" VBT (g — al Ty 1Boh) =
0 with BTB = I}, we have

& = (BT, ' T B) BT 5

Let A; = I‘;lB(BTF,;lfif‘le)TBTF;l. Substituting the optimal &; into the original problem,
this leaves us to find B € O%** to minimize:
n; M i
ZZ Yij — ;rjl—‘z lBal) = Z (yU - xszigi)Q
i=1j=1 i=1 j=1
M n;
Z Y2 — 22T NiZi + nig@‘TAifiAiz)

g



where the last equality holds since it is easy to compute that A;T;A; = A;. Thus, the least squares
problem in (3.5) is equivalent to the following one,

M

max niz) NiZ;.
Beodxk

We now present the following proposition with the formal form of E[Z 1 NiZiZ ]

Proposition B.1. Under Assumptions 2.1-2.3, the matrix Zi_l niz;z; satisfies

M M
E[Zn,?ﬁj] = B*(Z(ni — Do (ar ) (BT —|—Z ZEQ: 07 (07 )T wijmi5w])]
i=1 i=1

M
+ Z E[¢Z)T
i=1
Proof of Proposition B.1. We begin with IE[Z .1 NiZ;z; . By the definition of Z;, we have

s < B[ (- 3w (2 3ot
im1 i=1 j=1 tj=1

M n;
1 7
=3 —( Y Elywin Elyisal,) + Y Elfegal]). B0
i=1 " i j=1
For the second term above, since §z-j and x;; are independent, we have

g

Z ZEy”x” L] Z ZE 0; +§w) Lijx ZTJ]
—2
J

(EleT,01 07 Tasswi5aT,] + EIEE |Elai;al)))
i=1 =1
Mo M
= Z o Elzf;07(07)Tzijzij2];] + Z]E[@Qj]r
i=1 " j=1 i=1
In addition, we have E[y;;, x;;,] = E[z;;, 2] 107 = B*a}. We conclude the proof by substituting
these results into (B.1). O]

B.2 Proof of Theorem 3.1

In this section, we prove the error upper bound of our estimator. We first introduce Wedin’s sin ©
theorem, which generalizes Davis—Kahan theorem to singular subspaces.

Theorem B.1 (Wedin’s sin © theorem [36]). Consider two matrices M* and M = M* + E in
R4 with singular values o7 >--->oyand oy > --- > oq respectively. Let u (resp. u;) and v}
(resp. v;) be the left and right singular vectors associated with o (resp. o;). For r < d, we define
matrices ©* = diag (o7, -+ ,07), ¥4 =diag (074, - ,05), U* = (uf, -+ ,u}) € R¥>*", Ut =
(u:-i-lv T 7“3) € Rdx(dir)’ V= (Ula T 'r') Rdxr’ and Vj_( = (U:-&-l? T d) RdX(d ",
Similar matrices X3, 31, U, U, V, V| are defined for M. Then their singular value decompositions
are given by

e (5 ) (). - ) ()

IfHE” < (O—: - O—:+1)/2, we have
_ 2Bl
0' —U7+1

max { || sin ©(U, U*)]],||sin©O(V,V*)||} <
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We now prove Theorem 3.1 using Wedin’s theorem.

Proof of Theorem 3.1. We first compute [EZ. The independence of x;; and ;; yields that

nl/2
Bz = - ZEy Elzaa})07 = B*a;.

Similarly, we have Ez; = B*a and thus

M M

EZ =Y ni(Ez)(E2]) = B*( Y miai (a})7) (BY)T.

=1 i=1

= n;/2 ol n;
I:et Ty =2/n; -3 /1 x”x;, ;= 2/n; - Z] /241 zigal, B = 2/n; - 330 /2 1 &ijwi;, and
E, =2/n;- Z] /21 &ijx5. Then, by applying the model (1. 1) we have Z; = T; 0 + E; and
Zi = F 0r + E By substituting Z; = I'; 0r + FE,and z; = F 0r + E into the estimator Z, we have

7 —-EZ = imzz (an o )B*)

M M
= Zni(fiei +E) (T3 + E;)T — B*(Znia;‘(oz;‘)T> (B*)T
i=1 i=1

M
=Y nd0TT] = B* (Y miai(a )B*T+anF9E +an

i=1 =1

Lemmas B.5, B.6, and B.7 will bound the fluctuations of each term in spectral norm using random
matrix tools. Thus, by substituting these results, we have, with probability at least 1 — O((d+ N)~19),

17 - EZ||<HZnZF90TFT B*(an o)) (BT H—FHZTLJ‘OE |

—|—HZnZ (T:6,) anEET
= O((VMd + \/NdX; +d) -log(d + N)).

Finally, we apply Wedin’s sin © theorem, noting EZ = B*(Z:M1 n;of (o Z*)T) (B*)T is rank-k
with A\, (EZ) = N g and \p41(EZ) = 0. Therefore, we have

. ~ 2(|1Z -EZ|  O((VMd+ /Nd\ +d) -log’(d+ N))
B.B < =
Isin ©(B, BY)|| < )\k EZ) N)\k

2V
\/ Nz Ty N2)\2 N/\k +log™(d + ))
/ i Md
—O N)\2 N2A2 -log® d+N)>

where the last line follows from d/(NA;) < \/d/(NXi) < v/dA1/(NA2) given N = Q(d) and
A/ > 1 O

(B.2)

Now it remains to bound each error term using the truncated matrix Bernstein inequality. Interested
readers can find a proof of this truncated variant in [18, Section A.2.2].
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Theorem B.2 (Truncated matrix Bernstein’s inequality). Let Z1,--- , Zp; € R% %2 be independent
random matrices. Suppose there exist positive constants (3, q, and 6 < 1, such that for any i € [M],

P(1Z: —EZ| > 8) <0
|EZ; — E[Z:1{]|Z:]| < B}|| < q-

In addition, let v be the matrix variance statistic defined as

M
(E[2] Z;] — (BZ])(EZ;) H}

v = max {H i (E[Z:Z]) — (EZ:)(EZ]))|,

Then for any t > M gq, we have

<HZ (2 —EZ;)

We present a user-friendly corollary of Theorem B.2 as follows [6].

(t—Mq)*/2
v+2B(t— Mq)/3

’>t> d1+d2)exp< )+M5.

Corollary B.1. Suppose the conditions of Theorem B.2 hold, and set d = max{dy,ds}. For any
c > 2, with probability at least 1 — 2d—ct1 — M6, we have

M
2
H ( i — _\/2cvlogd+§cﬂlogd+Mq.
i=1

We now begin our analysis of the error terms. The next lemma applies Bernstein’s inequality on a
normalized sum of sub-exponential variables and helps identify the truncation level of our targeted
random matrices.

Lemma B.1. Let (i, -+ ,(, € Rand x1,--- ,x, € R? be a sequence of sub-gaussian random
variables and random vectors respectively, with constant variance proxies. Assume ((j,x;) are
mutually independent pairs across different j € [n], while (; and Tj may be dependent on each
other. Let 1) be the normalized sum of their products, that is, n = (3" =1 Cjxj)/\/n. Then there exist
positive constants c¢1 and cy such that for any t > 0,

P(|ln —En| > t) < 2dexp ( — min {c;t*/d, Cgt\/m}).

Proof. Let xg»r) denote the 7-th entry of vector x;, and define (") = D ij§.T)) /+/n as the r-th
entry of 7. Then we have || — En||> = S2¢_, (n) — En(")? and thus

d
P(ln—Enl > ) =P( Y (1) —En)* > ) < ZP(\n —En"| > t/ﬁ)-
r=1
For a fixed r, the product of sub-gaussians, CJ , 18 sub-exponential; {CJ EC] 2" )}Je[n]

is a sequence of independent, mean zero, sub- exponentlal random variables. Thus, Bernstein’s
inequality [35, Theorem 2.8.1] yields the existence of positive constants c¢; and cy such that,

IP<|,7(r) —En®| > t/\/E) = P(‘\}ﬁ zn: (ijy) _ Egmgr))‘ > t/\/&>
j=1
< 2exp ( — min {cltz/d, CQtM}).

We conclude the proof by combining the above two equations. O

The following lemma assists in bounding the mean shift after truncation.

Lemma B.2. Let a;,b; € R< be independent random vectors and Z; = aibz. Then for any 8 > 0,

[EZ: — E[Z:1{||Zi]| < B}]| < \/E[HaiIIQ]E[HbiIIQ]P(IIZiII > ).
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Proof. We bound the mean shift after truncation as follows,
[EZ; — E[z:1{||Z:]| < 8} = [|E[Z:2{]|Z:]l = B}
<E[lZ1{1Zll > 5}]
< VEIIZIZE[L{)ZI > 5Y).
where Cauchy—Schwarz inequality gives the last line. Since a,; and b; are independent, we have

E[||Z:]|?] = Ella|1*[1:]1*] = E[lla:[I*JE[||bs]|*]. We further note E[1{||Z|| > 8}] = P(|| Zi|| > B)
and complete the proof. O

The following two lemmas bound the variance of random vectors \/ﬁifﬂi and \/nTF

Lemma B.3. Suppose Assumptions 2.1-2.4 hold. Let a; = \/n;L;0; = 2/\/m; - Z? /12 mwaj 0;. We
have

IEaill < VNAL, - Effla:l®] = O(d]of %) + nallog .

In addition, for any s € S*1, we have
sTE[a;a]]s = O(||a} ||*) + nisTB*a; (af)T(B*)Ts

Proof. We first note that Ea; = \/n; B*a and Eq;Ea] = n; B*a}(a})T(B*)T. Forany s € S41,
we have ||(B*)Ts|| < 1 and thus

M
sTEa;Eals = n;sTB*a (a))T(B*)Ts < sTB* ( Z niaf(af)T) (B*)Ts
i=1
< NA|[(B*)Ts|| < NAp.
Then we can bound the vector norm as follows, and conclude the first statement,
|Easl|” = |[Ea;Ea] || < Ny

Next, we compute E[||a;||?] using its definition,

ni/2 ni/2
E[HG%HQ} = E[nleff:i@l] = E{nﬂf( ; Zl’w l])( Zx” 1]) :|
n;i/2
= ni[ (ZGTmuxwxu ) —I—E(ZZHTx”x L] 9)}
j=1r#j
= 2E[(9iT:vi1) |EZ ] (n; — 2)921@[331»133{1]1}3[901-29632]01'
= 2E[((0:/110: 1) Tair)?[Jan 7] - 16:11% + (ns — 2)[| B* e} |2 (B.3)

‘We bound the first term using Cauchy—Schwarz inequality,

E[((8:/116:1) T )* [l |I”] - 161> < \/E[((91/”91'”)%7:1)4}]E[||Iv:1||4] 1011
The moments of sub-gaussian variables are bounded by constants that rely on the variance proxies,
thus E[((6; /||9 NT:1)4] = O(1). Given bounded moments E[(2\7)4], we have E[||z;1||Y] =
E[(X7, (27)2)2] < d S E[(2)4] = O(d?). In addition, A¢(T;) = ©(1) from Assumption

2.2 implies ||9 |2 = |07 B*af||? = ©(]|a;||?). As a summary, the first term of (B.3) is of the
following order:

E[((0:/110:1)Twi1)*lwir %] - 16:]1* = O(dll o [1?).-
Thus, following from (B.3) and (B*)T B* = I}, we conclude E[||a;||?] = O(d||a||?) + nil|af]|*
Similarly, we compute E[a;a]] as follows,

ni/2 ni/2

E[az’a” E[an 0, 9 F [ (nl wa z])e 9T< ZIU 1])]
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ni/2 n;/2

[ (mex ;0] ;2] ) (Zzgc”w 0,07 xwa)}

J=1r#j

=2E[(6] xﬂ) *zpali] + (n; — 2)B*a} (of)T(BY)T. (B.4)
Then for the first term and any s € S?~!, Cauchy—Schwarz inequality gives that
STE[(0] xin)*winx]y]s = B[((6:/[16:])Twin)* (sT2in)?] - |16
< \/E[((Qi/H@iH)Wﬂ)ﬂE[(STSUM)“] 16:1?

= O(Jlef )
where last line holds since (9 /110; || )Ta;1 and uTx;; are sub-gaussian variables with bounded constant
moments, and ||6;||*> = ©(||a}]|*) due to Assumption 2.2. Thus, following from (B.4), for any

s € S% 1 we conclude that
sTEla;a]]s = 2sTE[(0 xi1) xina]; s + (n; — 2)sTB*a} (a})T(B*)7s
= O([[a 1) + nisTB*aj (a])T(B*)Ts. O

Lemma B.4. Suppose Assumptions 2.1-2.4 hold. Let b; = \/EEl =2/\/n;- Z ni/2 1 &ijxij. We have
E[|b:]|’] = O(d), |[E[b:b]]|| = O(1).

Proof. By definition, we have

n;/2 n;/2
E[”bz||2] = [”ZE E [ (m waxw> ( n; Zfzﬂ%])}
ni/2mn;/2 nl/z
= —E[ >3 Gubalan] = - Z E[€2 |E[||zi;]%] = 2B[E2)E[[lz]|?]-

j=1 r=1

Since E[||z:1)|2] = 3%, E(27)2 = dE(2!}?)2, and the variances of sub-gaussian random variables,

E[¢2] and E(xﬁ ) )2, are bounded by constants dependent on the variance proxies, we have E[||b;]|?] =
O(d). Similarly, the straightforward computation gives

E[bb]] = 2E[¢} |E[ziiz])],

where the variance E[¢% ] is bounded. For any u € S?~1, since uTx;; is sub-gaussian, its variance
uTE[z 2] |u = [||uTx11H | is bounded. Thus, we have |E[z;12]}]]| = O(1) and conclude that
[ED:b]]I < 2B[E3 ] [Blzaa]i]] = O(1). =

We now bound the three error terms in the proof of Theorem 3.1 in the following lemmas.

Bounding the first error term in (B.2).

Lemma B.5. Suppose Assumptions 2.1-2.4 hold. With probability at least 1 — O((d + N)~1°), we
have

H i n;T;0,0TTT — B* ( f[: nia;(a;)T) (B*)T H — O((VMd + \/NdX; +d) -log?(d + N)).
=1 i=1

Proof. Let a; = /nglib;, u; = \/rTifiGi, and Z; = a;u]. Then a; and u, are independent
and identically distributed, and we aim to bound || Zf\il (niLi0,07TT — n; B*a (a)T(B*)T)|| =
I Zf\il (Z;—EZ;)|| by the truncated matrix Bernstein’s inequality in Corollary B.1. Since || Z; —EZ,||

might be unbounded, we first identify an appropriate truncation level. By adding and subtracting
terms, we have

|2 - 2| = lan] - B2l
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< H(ai —Ea;)(u; — EuZ)TH + H(ai — Eai)Eul-TH + H]Eai(ui — ]EuZ)TH
Since a; and u; share identical distributions, the above equation yields that for any g > 0,
P(Z: = EZi| > B) < P(|l(a: — Ea:)(u; — Bug)T|| > B/3) + 2P(|[(a; — Eai)Eu] || > 5/3)
< 2P(la; — Eail| = /B/3) + 2P(|Euil - [la; — Eail| > 5/3)
< 2P(|la; — Ea;|| > /B/3) + 2B([la; — Ea;|| > 8/(3v/NA1)),
where the last inequality holds since ||Eu;|| < +/NA; by Lemma B.3. Note a; = 2/,/n; -

Z;.L:/l (z];0i)z:;, where x;0; is a sub-gaussian variable and z;; is a sub-gaussian vector. Thus,

following from the above equatlon we apply the bound from Lemma B.1 to ||a; — Ea;||, and have
the existence of constants c1, ¢, c3, ¢4 such that for any 8 > 0,

P(|Z; — EZ;|| > B) < 4dexp (— min {c18/d, ca\/n;B/d})
+ 4dexp (— min {e38%/(NdA1), caBy/ni/(NdAp) }).

For any § > 0, we take a large enough C' and set 3 = C' max{dlog®(d/d), v NdX; log(d/8)}. Thus,
using n; > 1, we obtain from the above equation ,

P(|Z; —EZ;|| > B) < 6. (B.5)

Next, we bound the mean shift after truncation using Lemma B.2. For 3 defined above, we have

|EZ; ~ EIZ1{1Zi] < B < \/Ellas 2] [[lus]|?] V.
Lemma B.3 provides the bound that E[||a;||?] = E[||u;||?] = O(d + N). Thus, we have
IEZ; — B[Z:1{[|Z:]| < B}]|| = O((d+ N)V5) == q. (B.6)
Then it remains to determine the variance statistic. We first have
E[Z.2]] = Ela;ulua]] = El]lu;|*[Efa;a]].
Note that EZ; = n; B*a}(a)T(B*)T. Then Lemma B.3 yields that, for any s € S,
ST (BIZ:2]) — (BZ:)(EZ]))s
= El[luil|’] - s"E[a;a]]s — nf||B*af||* - sTB*a; (af)T(B*)Ts
= (Ol [I*) +nille;|?) - (OUlo 1) + nisTB*aj (af)T(B*)"s)
—nilai||? - sTB*ai(af)T(B*)Ts
= O(dllaf||* + nillof||* + dnil|af||*sT B*af ()T (B*)Ts).

Since ZZ Lnillad)? = Tr(zl 1o (af)T) = O(NkA1), when summing over all i € [M], we
have

[ﬁ: (2,27] - (EZ; )(EZZT))}S

M M M

= 0<dz o 1 + max [laf |- D nallaf || + dmax [l |* TB*(ZTWZ(QZ)T)(B*)TS)

i=1 i=1 i=1

— O(Md- max o} | + NkA; - max |7 2 + N, - max [lag]|2 - | (B*)7s]])

= O(Md+ NdXy). (B.7)
where the third line holds since \; (Zf\il n;ar(af)T) < NAp and the last line follows from d > k,
max; ||af]|? = O(1), and ||(B*)Ts| < 1. In addition, note that E[Z] Z;] = Elw;a]a;u]] =
E[||a;||*)E[w;u]]. Since a; and u; share identical distributions, and EZ; = EZ], we observe
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E[Z;Z]]1 — (EZ,)(EZ]) = E[Z] Z;] — (EZ])(EZ;). Thus, following from (B.7), the variance
statistic is bounded such that

v = maX{H i (E[Z:2]] — (EZ;)(EZ]))|], " (E(Z] Z;] — (EZ])(EZ;)) H}
i1 =

= O(Md+ Nd\,). (B.8)

We apply Corollary B.1 with ¢ = 11, and j3, ¢, and v discussed in (B.5), (B.6), and (B.8). Then with
probability at least 1 — 2d~1Y — M6, we have

M
13" (2~ E2) | < Vacvlogd + 2B log /3 + Mg
i=1

= O(\/(Md+ Nd))logd + (dlog®(d/8) + /Nd log(d/s)) logd + VM (d + N)).
Note that M < N. Taking § = (d + N)~!1, it holds with probability at least 1 — O((d + N)~19)

that,
M
1> (2 -E2)
=1

Bounding the second and third error terms in (B.2).

Lemma B.6. Suppose Assumptions 2.1-2.4 hold. With probability at least 1 — O((d + N)~10), we
have

| = O((VMd + v/NdA +4d) - log*(d + ). O

M
| - miTibiET|| = O(VMd+ /N, +d) - log*(d + N)).
i=1
Proof. Leta; = \/nﬁl" 0;,b; = \/nTEl, and Z; = asz with Eb; = 0 and EZ; = 0. We first identify
a truncation level of || Z;||. Since || Z;|| = ||a;b] || < ||(az Ea;)b] || + || (Ea;)b] ||, we have for any
B >0,

P(1Zi] > 8) < P(ll(a;i — Ea:)b] || > B/2) + P(||(Ea:)b] || > 5/2)
< P(lla; — Eai|| > /B/2) + P(||b:ll = /B8/2) + P(||bs| > B/2(vVNA1)),

where the last inequality holds since |[|[Ea;|| < v/NA; by Lemma B.3. Note that a; = 2/,/n; -

Z?;/f (J:LG )zi; with sub-gaussian variable z] 9 and vector z;; and b; = 2/, /n;- Zj /241 i iTij.

Applying the bounds on ||a; — Ea;|| and ||b; H from Lemma B.1 to the above equation, there are
constants ¢y, ¢z, c3, ¢4 such that for any g > 0,

P(||1Zi|| = B) < 4dexp (— min {c18/d, c2\/niB/d})
+ 2dexp (— min {e38%/(NdA1), caBy/ni/(NdA1) }).

For any § > 0, we take a large enough C and set § = C max{dlog*(d/d), VNdX log(d/s)}
thereby obtaining (noting n; > 1)

P(|Zi]| = B) <. (B.9)

Next, we bound the mean shift after truncation using Lemma B.2. For 3 defined above, we have

|EZ: ~ E[Z:2{)|Z:] < 81| < /E[lail 2] E[1b:]12] V.

Lemmas B.3 and B.4 provide the bounds that E[||a;||?] = O(d + N) and E[||;||?] = O(d). Thus,
we have

|EZ; — E[Z:1{]|Z:|| < BY)|| = O(Vd(d + N)V6) == q. (B.10)
Then it remains to determine the variance statistic. We first have

E[Z:Z]] = E[a;b] b;a]] = E[||bi||*|E[a;a]].
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Then Lemmas B.3 and B.4 yield that, for any s € Se-1,
sTE[Z;Z]]s = E[||b;]|*] - sTE[a;a]]s
= O(d[|af ) + O(d) - nis™ B*aj (af)T(B*)Ts
Therefore, when summing over i € [M], we have

M

sT(ZEZZT )sf i||a*||2+0 sTB*<anaf ) B*)Ts
i=1

=1

O(Md) - aX||a?||2 +O(NdAy) - [[(B*)Ts||
= O(Md+ Nd\,), (B.11)

where the second line holds since Al(zi]\il n;af (af)T) < N)A; and the last line holds since

max; [|af]|? = O(1) and || (B*)Ts|| < 1. Next, we have E[Z] Z;] = E[b;a] a;b]] = E[||a;||*|E[b;b]].
Then Lemmas B.3 and B.4 give that
|E[Z] Zi]|| < Ellla:ll?] - [|[ED:b]]]| = (Odllaf |?) + nillai ) - O(1) = O(dl| e ||* + nillef[1?).

Thus, since Y00, ngl|af]|? = Tr(X M, niazal) = O(NkA,), we have
M M
| X rizrz]| < X |eizr 2|
i=1 i=1

M
= O(Md) - max [af > + O nillas|?)
=1

= O(Md+ Nk,). (B.12)

Following from (B.11) and (B.12) and recalling EZ; = 0, we bound the variance statistic as follows,

M M
v= max{H ZE[ZZZH ZE[ZZTZz] }
i=1 i=1
= max {O(Md + Nd\,),0(Md + Nk}
— O(Md + Nd\y). (B.13)

We apply Corollary B.1 with ¢ = 11, and 3, ¢, and v discussed in (B.9), (B.10), and (B.13). Then
with probability at least 1 — 2d~1° — M §, we have

H ﬁé (2 —EZ;)

= O(\/(Md+ NdX)logd + (dlog?(d/8) + v/ NdA log(d/s)) log d + V5+/d(d + N)M).

Note that M < N. Taking § = (d + N)~*1, it holds with probability at least 1 — O((d + N)~19)
that,

< V2cvlogd + 2¢Blogd/3 + Mg

|2 252 = O+ VT 4.0 10+ )

Bounding the last error term in (B.2).

Lemma B.7. Suppose Assumptions 2.1-2.4 hold. With probability at least 1 — O((d + N)~19), we
have

= O((VMd +d) -log*(d + N)).

M S
=1
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Proof. Letb; = \/miEi, v; = \/ni By, and Z; = byv] = n;E;ET, where Eb; = Ev; = 0 and
EZ; = 0. We first identify a truncation level of || Z;||. By applying Lemma B.1 to bound the norms

of by =2/\/n; - Eﬂ /12 ijTi; and v; = 2/\/n; - Z;“ ni /241 &ijxi;, there are ¢; and ¢y such that for
any 3 > 0,
P(I1Zill = 8) < P(lailllibill = 8) < P(llaill = v/B) +B(bsll = V/B)
< 4dexp ( — min {clﬂ/d, czx/nzﬂ/d}).

For any 0 > 0, we take 3 = C'dlog?(d/d) with a large enough C' in the above equation such that
B > C max{dlog(d/s),dlog?(d/5)/ min;{n;}} and thus obtain

P(||Z:|| > 8) <. (B.14)

Next, for 8 defined above, we establish bounds on the mean shift after truncation using Lemma B.2.
Here we substitute E[||b; %] = E[||v;]|?] = O(d) from Lemma B.4 to obtain,

|EZ; - E[Z:1{]|Z:]| < B}]|| < JE[||bi\|2]E[l|vi||2W3 < 0(Vod) =q. (B.15)

Then it remains to determine the variance statistic. By definition, we have
E[Z:Z]] = E[bv]v;b]] = E[[loi||*JE[b:b]],
E[Z] Z;] = Elvib] bv]] = E[[|b;|*/E[viv]].

Since b; and v; share identical distributions, here we have E[Z; Z]| = E[Z] Z;]. Lemma B.4 yields
that

[BZ:Z]1|| = [ElZ] Zi][| < Ellvill*] - [|E[:d]]]| = O(d).

Since Z; is mean zero, we further have
M
|
i=1

M
v = maX{H ZE[ZLZJ]
i=1

Applying Corollary B.1 with ¢ = 11, and $3, ¢, and v discussed in (B.14), (B.15), and (B.16), we
obtain, with probability at least 1 — 2d 10 — M,

M
H 3 (2 -EZ)| < veevlogd + 2¢8logd/3 + Mg
i=1

= O(y/Mdlogd + dlog?(d/8)logd + V5Md).

Note that M < N. Taking § = (d + N)~!1, it holds with probability at least 1 — O((d + N)~19)
that,

Zi] } = O(Md). (B.16)

| (2~ E2)| = o((Vazd+ d) -log*(d + N)).

C Proof of the Lower Bound

This section proves the lower bound by an information-theoretic argument via Fano’s method. In
particular, we establish the two terms in Theorem 4.1 separately in the subsequent theorems. For
convenience, we define the parameter space of « for a fixed @ = (nq,...,nys) as follows:

P {aeRkXM:HaiH:O(l)ViE[ 1, QN Ik<—zmal T<0 Al)Ik}.

(.1
We assume A, > 0, kA, = O(1), Ay = O(1), M > k; otherwise, the parameter space is empty.
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Theorem C.1. Consider a system with M clients and N data points in total. Assume x;; ~ N (0, I5)
and &;j ~ N(0,1) independently for i € [M] and j € [n;]. Then for the model in (1.1), when
d > (14 p1)k for a constant p1 > 0, we have

~ d
inf sup sup sup E[H sin ©(B, B)H} = Q( A 1).
Beodxk Be@dxk mi,nm Qep™l M N
3 e €T

Theorem C.2. Consider a system with M clients and N data points in total. Suppose x;; ~ N (0, 1)
and &;; ~ N(0,1) independently for i € [M] and j € [n]. For the model in (1.1), when k =
Qlog M), d > (1 + p1)k, and M > (1 + pa)k for constants py, p2 > 0, we have

~ Md
_inf sup sup sup IE[Hsin@(B,B)M Q< 22/\1).
Be®@dxk Be@dxk ”]1\/11”'7”1\/1 aE\Ilnl"m’nM N )\k
>

i1 =N Aok
Then Theorem 4.1 follows by combining these two theorems. We now prove the theorems, beginning
with some preliminaries, including Fano’s inequality.

Lemma C.1 (Fano’s inequality). Let X — Y — X be a Markov chain. Suppose that X is uniform
over a finite set X. Then we have

[(X;Y) +log?2
log|x| '

where I(X;Y) £ Ex [Dkw(Py x| Py)] is the mutual information between X andY .

P(X #X)>1—

The following lemma presents the KL-divergence between multivariate Gaussian distributions.

Lemma C.2. Suppose P and Q) are d-dimensional multivariate Gaussian distributions, where
P = N(u1,%1) and Q = N(p2, X2), with 1, 2 € R? and nonsingular 31, %5 € R¥*9, Then we
have

1 2]

DKL(P”Q) = 5 10g® +Tr(22’121 - Id) + (,LLQ - Ml)ngl(Mz — ,Ul) .

The following lemma constructs B as a (c4/€)-separated packing set of O%** for a constant ¢ > 0
and any 0 < & < 1/2. Let {e,}¥_, be the standard basis in R*.

Lemma C.3 (Packing set). There exists a constant ¢ > 0 such that one can construct a packing set
B={b1,-- ,bx} C OU=F ¥ with K > 109~ that is (v/2c)-separated, i.e., | sin O(b,, by)|| >
V2c¢ for any r # s.
Moreover; given any 0 < € < 1/2, for r € [K], we define B, € R¥** gs
B. = €1, vy €k—1, V]-*gek
" 07 Tty 07 \/gb'r‘ '

Then the set B = {By,--- , Bx'} forms a packing set of O%** such that || sin ©(B,, Bs)|| > ¢\/z
forany r # s.

Proof. First, [25] ensures the existence of a (1/2c¢)-separated packing set B C OW=kx1 yith
cardinality K = |B| > 10(4=k)  This verifies the first statement. We now study the properties of .
For any r € [K|, we have BT B, = Ij; thus B C O%¥F Tn addition, we compute that

B.BT — Ik — €€k6£ \/6(1 — €)€kbl
Vel = e)be] eb,b] '

Fix any r # s and recall || sin ©(B,., B;)|| = || BB} — BsB]||. Then by the definition of spectral
norm, we have

|sin®(B,, B,)| = | B, B} - B.BI|

> m”ek(br - bs)T”
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= el &), — by
> \/e(1=¢)|sin©(by, bs)|
> e(1—¢) x V2e > e/,

where the first inequality holds because the spectral norm of a matrix is no smaller than that of its
submatrix; the second equality holds because ey (b, — bs)T is rank-one; the second inequality holds
because ||b, — bs|| = 2| sin(O (b, bs)/2)|| > || sin O(b,, bs)||; the last inequality holds because
0<e<1/2 O

C.1 Proof of Theorem C.1

We first prove Theorem C.1 by considering deterministic {«; }.

Proof of Theorem C.1. For any ﬁ, B, {n;}, and o, Markov’s inequality gives that

[Hsm@ B B m (Hsm@ (B,B || \[)

Thus, to conclude the proof, it suffices to show that when e = ©(d/(NAy)), the following holds,

inf sup sup sup P(H sin@(E,B)H > c\ﬁ/2) >1/2. (C2)
Beodxk Be®dxk nl s M 6‘1,”1 M
M, =N Ak

We will prove this for the remainder of the analysis. We take B = {By,--- , Bk} C O%*F as the
(cy/€)-separated packing set given by Lemma C.3, where K > 10(¢~%)_ Then we have log K > ¢1d
for a constant ¢4 since d > (1 + p1)k for a constant p; > 0. We sample B ~ Unif(53). Then we take
n; =n = N/M for all i € [M]. The choice of «; will be specified later.

Given a shared subspace B € O%*F Assumption 2.3 implies 6% = Ba; since I'; = I, for i € [M].

Each client i observes n data points from the model in (1.1). Let y; = (yi15 - ;4%in) € R,
x; = (i1, ,Tin) € R%*™ and & = (&1;- -+ ;&n) € R™ be the concatenation of local variables
at client ¢, and Y = (y1,--- ,yn) and X = (z1,--- ,2p) be the entire dataset. We have y; =

Let P (x y)(-) denote the joint distribution of (B, (X,Y")), where B ~ Unif(B), x;; ~ N(0, I4)

independently for ¢ and j, and Y is generated by the model in (1.1) given B, a, and X. For any B
and € > 0, we lower-bound the supremum by an average and obtain

sup sup sup ]P’(Hsin@(ﬁ,B)H > c/2/2)
BeOkaiL{{i;ri:’;”NaePAi:/\k’ M

> Pp x.v)(||sin®(B, B)|| > ev/e/2). (C.3)

Let ¢: O%* — B be a quantizer that maps any B € 0% to the closet point in B. Recall
that ||sin ©(B,., Bs)|| > cy/e for any r # s. For any B; € B, if ¢(B) # B;, then we have
| sin ©(B, B;)|| > ¢v/e/2. Thus, we obtain

Pp xyv) (|| sin®(B, B)|| = evE/2) > Pg (x.v)(6(B) # B)
I(B; (X,Y)) +log 2

>1-—
- log K ’

(C4)

where the last inequality follows from Fano’s inequality stated in Lemma C.1.

Next, we establish an upper bound for I(B; (X,Y")). Since (z1,y1),- - , (xar, yar) are independent
conditioned on B, we have

M
I(B§(X7Y)):I(B§(171,yl)7"' InyM ZI ﬂfuyz
i=1
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It remains to choose «; and bound the mutual information I(B; (x;,y;)) for a fixed i. We fix «;
for i € [M] such that a; = O(1) and Zgl noya] = NAgIj. Specifically, for each i € [M], we

write i as i = 7k + s, where r,s € ZT, r < |[M/k] and s < k. Let ; = /M M/ | M/k]essq if
r < |M/k]|, and o; = 0 otherwise. In this way, since 0 < kA = O(1) and M > k by assumption,

i || = O(1) satisfies Assumption 2.4 and Zf\il noya] = NAgI. Since o is assumed to be
deterministic and y; = 2] Bay; + &;, we have

Py, |z, = N(x]Ba, I,).

Since B and x; are independent, we have
I(B; (%5,9i)) = EgEo, [DKL(Py; | 21,8/ Py: | 2:)]
=EBEq, [DkL(Py, | s, 8I[EB [Py, | 2:,5'])]
< EpEgEy, [DL(Py; 20,81 Py: 20,57

where the inequality follows from the convexity of KL-divergence. Combining the above two
inequalities, we obtain

M
I(B;(X,Y)) < EB’EB<ZEmi [DkL(Py, | 2:,8] Py, |$7~,,B/)]>
i=1
M
< Bfléa:éB s EM [DKL(Pyi | z4,B ||P i ‘-Ti7Bs)j|' (C.5)

We now compute the divergence for fixed B,. # Bj. Recall that P, |, p, = N(x] B, I,,). Since
Elziz]] = >0 Elzija];] = nls, Lemma C.2 yields that

i j=1
1
E,. [DKL(P% 208, Py m’BS)} = §aiT(BT — B,)"E[z;2]](B, — Bs)a
1
= inaI(Br - BS)T(B’I‘ - Bs)ai
1
= iTr((BT — Bs)T(BT - Bé) ' n()tiOé;-r).

Let A, = (B, — B,)"(B, — Bs)/2 = I, — BlB;/2 — BIB,/2. For B,,B, defined
in Lemma C.3, we compute that BJB, = BIB, = diag(l,---,1,1 —e+¢blbs). Thus,

A, s = diag(0,---,0,e(1 — blby)). Substituting this into the above equation and recalling that
Zi]\il na;a] = NIy, we have

M M

Z E., [l)KL(]DyI | z;,Br Pyi \ xi,Bs)] =Tr (Ar,s : (Z naia;r>)

i=1 i=1

= NXj, - Tr(diag (0, -+ ,0,e(1 — bJby)))
=¢e(1 —bTbs) N
< 2eN Mg,

where the last inequality holds since —bTb, < ||b..||||bs]| = 1. Substituting the above into (C.5), we
obtain I(B; (X,Y)) < 2eN\y. Thus, when £ > 0 satisfies

Cld d

- gt o ).
== o Mo

we have I(B;(X,Y)) < 2¢eNA;, = c1d/3. Thus, following from (C.4), it holds that

Pg,q,x (|| sin O(B,B)|| > ¢y/z/2) > 1/2 since log K > ¢id. Finally, substituting (C.4) into
(C.3), we conclude the proof of (C.2) and thus the lemma. ]

C.2 Proof of Theorem C.2

The proof of Theorem C.2 is similar to that of Theorem C.1 except for the choice of «; and the
way to bound the mutual information I(B; (z;,y;)). In particular, rather than a deterministic choice
of {«;}, we will consider random {«;}. The following lemma shows the concentration of « for
Gaussian-generated columns.
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Lemma C4. Assume k = Q(log M) and M > (1 + p3)k for a constant py > 0, and fixn; =n =
N/M fori € [M]. When generating o;; ~ N (0, A\ I1,) independently, we have

IP’(aG\I//\ W ") > 3/4.

Proof. By the definition of ¥’ A /\’ in (C.1), we have

M
. . 1
Plae 33") = P(llaill = 01).%) +P(Q0) I = 5 Y naial < O)Ik) -
i=1

By union bound,

1= P(flasll = O(1), Vi) =

P(3i € [M]: flas]| £ O(1))
f (||az|| #£0(1)) = MB(Jlos ]| # O(1))

Thus, to ensure P(H%H = O(l),Vi) > 7/8, it suffices to show that P(||a; || # O(1)) < 1/(8M).

Since a1 /v/ Ak is a k x 1 standard Gaussian matrix, using the concentration inequality [35, Theorem
7.3.3], we have for any ¢ > 0, with probability at least 1 — 2 exp(—t2/2),

ol < VAe(VE +1+1¢)
Thus, taking ¢ = 1/21log(16 M) we have with probability at least 1 — 1/(8M),
o]l < VA (\/E+ 1+ 210g(16M)) <0(1)

where the last inequality holds due to the assumptions that kA, = O(1) and k = (log M), so that
A log M = O(log(M)/k) = O(1). Thus, we have

B(llon| # O(1)) < 1/(8)1).

Now it remains to show that
| M
T
P (Q()\k)lk 5 Z;nazai < 0(A1)1k> > 7/8.

Let ,-(+) be the r-th largest singular value of a matrix. Since )\T(Zle najal ) = no?(a), it reduces

to proving that
P (VM) < ox() < 01(a) < O(/M)) = 7/8.

We proceed by bounding o1 («) and oy (). Using the concentration properties of the standard
Gaussian matrix «/+/ A [35, Theorem 7.3.3], we have for any ¢ > 0, with probability at least
1 — 2exp(—t?/2),

VAM(VM = VE— 1) < ox(a) < o1(a) < VA(VM +VE+1).
Thus, by picking ¢t = 1/210g(16), we have, with probability at least 7/8,

VANe(VM = VE — \/210g(16)) < op(a) < o1(a) < VAe(VM + VE + 1/210g(16)).

Finally, since M > (1 + p2)k for a constant py > 0,

—+/2log(16) > Q(VM)
VM +VE 4 /210g(16) < O(VM).
This concludes the proof of the lemma. O

We now prove Theorem C.2 by following similar steps as in the proof of Theorem C.1, but with
Gaussian-generated a.
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Proof of Theorem C.2. Similar to the proof of Theorem C.1, we only need to show that when
= O(Md/(N?)%)), the following holds:

inf sup sup sup IP’(H sin@(E,B)H > cﬁ/Z) >1/2. (C.6)
BeOdxk Be@dxk M1, MM oo™ M
M, ni=N Aok

We generate cv; ~ N (0, A\ I},) independently for i € [M]. Let B = {By,--- , Bx} C O be the
(cy/e)-separated packing set given by Lemma C.3, where log K > ¢;d for a constant ¢;. We sample
B ~ Unif(B). Let Pg , (x,y)(-) denote the joint distribution of (B, c, (X, Y")) where B ~ Unif(3),
a; ~ N (0, A\gIy) independently for ¢, z;; ~ N (0, I;) independently for ¢ and j, and Y is generated
by the model in (1.1) given B, «, and X. For any B and € > 0, we lower-bound the supremum and
obtain

sup sup sup . IP’(HSin@(RB)H > cv/e/2)
BcOdxk g%/i1727fN aE‘I’AI )\k,

>HDBo«(XY)(HSm@]§ )| = eve/2[a e QF75")

> Ppa,xv) (|| sinO(B B B)|| > eve/2, 0 € QYT

> Pp a,xy) (|| sin©( B,B) )| > eve/2) + P(ae Q37") -1, (C.7)
where the inequalities hold since for any events £ and A, we have P(£ | A) = P(€ N A)/P(A) >
P(EN.A) and P(E N A) > P(E) + P(A) — 1. Lemma C.4 gives that P(«v € Q) ") — 1> —1/4.

Thus, it remains to lower bound the first term of (C.7). Similar to the proof of Theorem C.1, using
Fano’s inequality, we have

I(B; (X,Y)) + log2
log K ’

Pp.ox.v)([|sinO(B, B)|| > cv/z/2) > 1~ (C.8)

where the independence of (z1,¥1),- -, (xar, yar) gives that I(B; (X,Y)) < Zﬁl I(B; (x,9:)).
We now bound I(B; (24, yz)) for a fixed i. Given any B, € B and recalling a;; ~ N (0, A\ I}), the
model y; = 2] B,«a; + §; implies that P, |, g, = N(0,%;,) with

_ T _ T
Sir = M2l B, Blx; 4+ I,, where B, B = Iy —cepey  e(l—e)erd]l)
Vel —e)brefl eb,bI

We define Q. |, = N(0,Xq,) with X, shown as follows

dxd

Since B and x; are independent, we can bound I(B; (x;,y;)) as follows,
I(B; (wi,9:)) = EpEa, [Drcr(Py, 2, 8] Py, 2.)]
= EBEq, [Dkr(Py, 12:,8lQ-2.)] — Dkr(Py, |2,
< EB]EM [DKL(Pyi \ Ii,B”Q \z)}
< gi%}éEl‘i [DKL( yi | zi,B ”Q \arq)] (C.9)

We now compute E,, [DxL(Py, | 2,5, Q. |+,)] for a fixed B,.. Lemma C.2 yields that

1 X0, _
J] = 5E., {10 SR r(S5 —In)]

Ea, [DxL(Py, | 2:.8

Because of the non-negativity of the KL divergence: 2Dkr(Q. 4Py, |2,,8,) = log gg” +

r(EirlZQi - In) > 0, we have log = >a; ‘l < Tr(E,”}ZQi - In). Thus, we can bound the above
equation as

1
Ee, [DRL(Py 20,5, 1@ 12)] < 5B, | Tr(S5! S, + 35! Zir — 21) .

[\V]



Let A =%, — Xg,. Since X;, = I, and X, > I,,, we have
—1 —1 -1 -1
Tr(S;, g, + 5! Sir — 21,) = Tr(Eir (Sq, + S So i — 22”))
< Tr(Bq, + ZirZg, Bir — 25i)
—1 —1A2 2
= Tr(AEQi A) = Tr(EQiA ) < Tr(A?).
Combining the above two equations, we have

1

E., [Tr(A%)] = §Tr(IEzi(A2)). (C.10)

[\D\»—t

]Ea:i, [DKL( yi |z BTHQ | z; )]

We split z; = (a;;u;) with a; = (a1, ,a,) € R and u; = (wir, -+ ,uz,) € REATFIX,
Then a;; ~ N(0,1;), ui;j ~ N(0, I4—r), and all {a;;} and {u;;} are mutually independent. Note

that
— Vel —e)egbl\ (al
P— geger g( kbT ]
e (a; (w/ T— )byl eb, b ul

= \p(—ealerefa; + /(1 —e)ulbrefa; + /e(1 —e)alepblu; + eulb.blu;).

Leta; = a] ey and u; = u)b,. We have a; ~ N(0, I,,) and u; ~ N(0, I,,). By the symmetry and
independence, we obtain

E.,(A%) = 2\}E,, [e%a;a] aza] — e’a;al wu] + (1 — e)ewa) uzay + (1 — e)ew;a) a;u) |.
(C.11)

By the linearity, we compute the trace of each term above. Note that a] a; ~ x?(n). We first have
Tr(E,, (@alaal)) = Eq, [(@7a,)?] = Var(ala;) + (Ea, [a7a,])” = n? + 2n.
For the second term, we have
Tr(Ey, @aaal)) = Tr ([, @al)] - [Eu, (@a)]) = Tr(L,) = n.

For the third term, we have

To(E, (BaTaT)) = Tr (B, (B, (@107 | )

= Tr(Eq, (Vary, (@ | @))) = Tr(Eq, (a]35)) = n.
Then we compute the last term as follows,
Tr(IE (HZETEfT)) Tr (IE (E (ﬂ[dTam | ﬂz))) =nTr (Eu (ﬂzﬂf)) =nTr(I,) = n°.
Substituting the above four terms into (C.11), we have
Tr(E,, (A%)) = 207 [e2(n® + 2n) — e®n + (1 — e)en + (1 — e)en?®]| = 2eA;(n® + n).
Combining the above with (C.9) and (C.10), we have
I(B; (i, y:)) < eXp(n®+n).

Recall that N = Mn. When ¢ > 0 satisfies

Cld Md
© 5MAZ(n? +n) (N2)\2 >

we bound the mutual information by I(B; (X,Y)) < Zf\il I(B; (z4,y:)) < eMA2(n? +n) =
c1d/5. Recall that log K > ¢1d. Thus, (C.8) yields that

Pp.ax(||sin O(B, B)|| > ¢y/z/2) > 3/4. (C.12)

Finally, by substituting Lemma C.4 and (C.12) into (C.7), we conclude the proof of (C.6) and the
theorem. O
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D Proofs of Corollaries in Section 5

Theorem 4 from [33] shows the error rate of learning cvps41.

Theorem D.1 (Them;s:m 4 from [33]). Suppose that Assumptions 2.1-2.4 hold and A1 = O(\) =
O(1/k). If ||sin©(B,B*)|| < 0 and npry1 > klognpryi, then with probability at least 1 —

O(n 17412(1)) the output dipg1q given by (5.1) satisfies

nAa * % A k
|Bay+1 — B aM+1||20<52+ )
NM+1

Proof of Corollary 5.1. By substituting § = 6(\/dk:/N + +/Mdk? /N?) given by Corollary 3.1
into Theorem D.1, we conclude the proof of Corollary 5.1. O

Theorem 5.4 from [29] gives the error rate for learning a differentially private estimator of aps41. In
particular, let L(0) = E, ,)[(270 — y)?]/2 be the population risk at client M + 1, where (z, ) is
from the model in (1.1) with 67, ;.

Theorem D.2 (Theorem 5.4 from [29]). Suppose that Assumptions 2.1-2.4 hold and A1 = ©(\;,) =
©(1/k). In addition, x;; ~ N(0,Ig). (B,B*)|| < 6, then there exists an (g,9)-
differentially private estimator 05, 1 such that, with high probability,

De * % ~ k kQIOg ]. 6
L(Ba5,,,) — L(B aMH)O( + — ( /2)>+52.
M+ r+1€

Proof of Corollary 5.2. We first show that L(6) — L(6%,,,) = |6 — 0}5,,,]/*/2 for any 6 € R®. By
substituting y = 2707, , + & into L(0), since £ and x are independent, and E[zzT] = I, we have

L(Q) E(m’ y)[ xTH y) ]/2 = zy)[ $T9_$T9M+1 5)2]/2
= (0 = 0341 TE[z2T)(0 — 03741)/2 + E[€7]/2
=10 — 03,41 117/2 + E[€?]/2.
We further have L(0%,,,) = E[¢?]/2, and thus,
L(0) = L(03s11) = 110 = 0341 11%/2.

Therefore, by substituting § = 6(\/ dk/N + \/Mdk?/N?) given by Corollary 3.1 into Theorem
D.2, we conclude the proof of Corollary 5.2. O
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