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Abstract. Pretrained Deep Neural Networks (DNNs), developed from
extensive datasets to integrate multifaceted knowledge, are increasingly
recognized as valuable intellectual property (IP). To safeguard these
models against IP infringement, strategies for ownership verification and
usage authorization have emerged. Unlike most existing IP protection
strategies that concentrate on restricting direct access to the model,
our study addresses an extended DNN IP issue: applicability autho-
rization, aiming to prevent the misuse of learned knowledge, partic-
ularly in unauthorized transfer learning scenarios. We propose Non-
Transferable Pruning (NTP), a novel IP protection method that lever-
ages model pruning to control a pretrained DNN’s transferability to
unauthorized data domains. Selective pruning can deliberately diminish a
model’s suitability on unauthorized domains, even with full fine-tuning.
Specifically, our framework employs the alternating direction method
of multipliers (ADMM) for optimizing both the model sparsity and an
innovative non-transferable learning loss, augmented with fisher space
discriminative regularization, to constrain the model’s generalizability
to the target dataset. We also propose a novel effective metric to mea-
sure the model non-transferability: Area Under the Sample-wise Learn-
ing Curve (SLC-AUC). This metric facilitates consideration of full fine-
tuning across various sample sizes. Experimental results demonstrate
that NTP significantly surpasses the state-of-the-art non-transferable
learning methods, with an average SLC-AUC at -0.54 across diverse pairs
of source and target domains, indicating that models trained with NTP
do not suit for transfer learning to unauthorized target domains. The effi-
cacy of NTP is validated in both supervised and self-supervised learning
contexts, confirming its applicability in real-world scenarios. Git Repo

1 Introduction

Rapid advancements in deep learning, characterized by an increase in the model
size, complexity, and capability, have made the training of deep learning models
more time-consuming and data-intensive, yielding the pre-trained model a valu-
able intellectual property (IP) [24]. Protecting machine learning IP is therefore
vitally important and yet challenging. Most existing IP protection strategies are
reactive in nature, focusing on mitigating the damage afterwards rather than
preventing breaches outright. These strategies detect unauthorized use of mod-
els by employing techniques such as watermarking [35] and fingerprinting [2],
accompanied by legal procedures to penalize IP infringement.
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Recently, in response to the limitations of passive protection methods, a new
type of IP protection approach, known as Non-transferable Learning (NTL),
is proposed, serving as a proactive measure to safeguard more general model
IP [51}/52]. Transfer learning has been employed to leverage the knowledge
learned in pre-trained models towards new applications with effective fine-tuning.
The learned knowledge, manifested in the pre-trained model structure and pa-
rameters, facilitates efficient fine-tuning, necessitating less amount of training
data for the new task and bolstering the model performance. However, applica-
tion of transfer learning also presents a threat to the model vendors—unauthorized
tasks may be hostile, against the law, or simply cause economic disadvantages. In
response, NTL aims to restrict the misuse of a pretrained model, by controlling
the inherent model transferability, thereby directly limiting its performance on
unauthorized tasks. An example of this threat is depicted in Fig. [I] showcasing
how a model designed for benign purposes like face detection can be repurposed
through transfer learning for a malicious task - Deepfake [54].

Current NTL approaches [511/52] predominantly address scenarios where ma-
licious users (attackers) have limited access to model parameters, preventing
them from fully fine-tuning the victim model. This paper, however, explores a
more general and stronger attack scenario: the victim model is fully exposed,
such as those deployed on edge devices as shown in Fig. [I] Such distinction is
critical, as it means that attackers can directly access the pre-trained model and
further manipulate it. With the growing trend of embedding machine learning
services locally on edge devices, models are either directly available to attackers
or can be easily extracted [29,53,|65]. In these instances, attackers, equipped
with unlimited access to model parameters, can potentially redirect the entire
model towards unauthorized datasets. Moreover, Non-transferable Learning [52]
and Model Barrier |51] primarily use a specific objective function and gradient-
based optimization. Yet, we observe that these methods lack robustness to fully
fine-tuning, as models may maintain target domain performance with sufficient
training data and carefully selected hyperparameters. Going beyond mere pa-
rameter optimization, preventing malicious transfer necessitates more substan-
tial modifications to the DNN to further limit its capacity for the target domain.
Therefore, we leverage model pruning, which involves strategically zeroing out
specific parameters to effectively constrain the model’s transferability [17].

We propose Non-transferable Pruning (NTP), a novel model IP protec-
tion mechanism designed to nullify adversaries’ transfer learning attempts. Our
approach leverages a specialized pruning technique, employing the Alternating
Direction Method of Multipliers (ADMM), aimed at selectively diminishing the
model’s transferability to the targeted domain while preserving its efficacy within
the source domain. We also propose a novel metric, the Area Under the Sample-
wise Learning Curve (SLC-AUC), to assess model transferability. This metric
extends beyond the previous model non-transferability measurement in [51}/52]
using only the accuracy degradation in the target domain. SLC-AUC evaluates
the volume of fine-tuning data required by an attacker to redirect the model
for the target domain, and compares the fine-tuning performance of the com-
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Fig.1: Adversarial Scenario: model vendor (Alice) built a DNN for face recogni-
tion (i.e., Face IDs) and distributed the smart camera (edge device) with this model
onboard. The malicious user (Bob) bought the device and obtained full access to the
victim model. He modified the model with transfer learning by fine-tuning with a tar-
get dataset to redirect the model for the malicious task (e.g., deepfake I5_4])

promised model against the one trained from scratch. The new metric is more
sound and provides a thorough evaluation of how pre-learned knowledge from
the victim model helps fine-tune effective models for the target domain.

In summary, our contributions of this work are three-fold:

— We propose the first ADMM-based model pruning strategy that focuses on
limiting the model non-transferability, so as to protect the intellectual prop-
erty of the pretrained DNN model. We also propose a Fisher Space Regular-
izer which penalizes class discrepancy on the target domain during NTP to
enhance the method’s robustness under a fully fine-tuning attack scenario.

— We propose a new evaluation metric, Area Under Sample-wise Learning
Curve (SLC-AUC), to measure model non-transferability, considering the
variation of model performance with different training data volume from
the target domain. It overcomes the bias of prior metrics, such as accuracy
degradation, which do not address the different model transferability when
the attacker has a different amount of target samples.

— We evaluate our NTP on a vast range of datasets and models. Compared
to the SOTA NTL methods [51}[52]. The NTP shows more transferability
reduction (the SLC-AUC scores are -0.54 on average). We also evaluate NTP
on large-scale datasets (subsets of ImageNet) and self-supervised models
(SimCLR [7], MoCo [8[23]), demonstrating the wide applicability of NTP.

2 Related Works

2.1 Model IP Protection and Non-transferable Learning

Model IP protection aims to protect well-trained DNN models, with typically two
types of techniques: ownership verification and usage authorization. Ownership
verification is a passive defense against IP infringement, showing evidence of
the illegal model usage by an attacker. Commonly used ownership verification
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methods include DNN watermarking [21/35/48/55] and model fingerprinting [2,4,
62|. However, watermark removal attack [22,27/42| can evade such protections. In
contrast, usage authorization aims to restrict the user access of the model, such
as the prior works that lock the neural network with encryption [1}3] where only
the authorized user with specific keys can unlock the model. Yet, this method
has its drawbacks: authorized users with the keys can fully access and potentially
misuse the model, presenting another form of IP infringement.
Non-transferable Learning extends the definition of model usage—not only
the direct use of the model should be authorized, but also further usage of the
model should receive some restriction, known as applicability authorization |51}
52|. Specifically, given a target domain on which the model is not allowed to
apply, NTL aims to restrict the model transferability towards it, denoted as
Lyt = Ls + Ry, where Ls ensures model efficiency in the source domain
and R signifies the NTL penalty on unauthorized target domains. Wang et
al. [52] use a combination of Kullback-Leibler divergence and Maximum Mean
Discrepancy for this penalty; Compact Un-Transferable Isolation (CUTI) [51]
enhances the non-transferability by differentiating between shared and private
features of the source and target domains. However, existing studies primarily
assess non-transferability with accuracy degradation through direct inference on
the target domain, neglecting scenarios where the model undergoes fine-tuning.
Our research addresses this gap by examining an attack scenario wherein a
malicious user can fully fine-tune the victim model. We introduce a novel metric
for evaluating transferability across various data scales and employ DNN model
pruning in NTL, yielding superior results compared to existing approaches.

2.2 Weight Pruning

Weight pruning [25}[26]|64], as a deep learning model compression technique,
has been used for deploying DNN on resource-constrained platforms, exploit-
ing weight sparsity to trim down neuron connections without notable accuracy
degradation. Mainstream pruning methods can be broadly categorized into two
types: structural pruning [12,/15,38,/60] and unstructural pruning [13}|34}(45|.
Structural pruning focuses on removing neurons or channels, while unstructured
pruning zeros out specifically chosen weights. To adapt model pruning for DNN
non-transferable learning, we find unstructural pruning is suitable and succeed
in preserving the model performance in the source domain. Model pruning tasks
can be formalized as a dual-optimization problem considering both performance
and model sparsity, and solved with the alternating direction method of multi-
pliers (ADMM), which has been used in model adversarial pruning [20131}/57./58],
where the pruning scheme aims to achieve the DNN adversarial robustness and
model sparsity at the same time. Model pruning is also used in DNN watermark-
ing [56,63|, and the pattern of pruning can embody owner’s fingerprints [62]. In
this work, we leverage ADMM-based pruning methods for applicability autho-
rization, which achieves model non-transferability via weight pruning and up-
dating, resulting in target domain transferability reduction of a compact model,
which shows strong robustness against model fine-tuning.
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Fig. 2: An Overview of Non-transferable Pruning Procedure

3 Threat Model

Adversarial Goals: We have a victim model designed for a specific task, on
a source domain. The attacker aims to use this victim model to create a new
model for a malicious task, on a target domain. The attack hinges on leveraging
the transferable knowledge from the source domain within the victim model to
efficiently develop a model for the target domain.

Attacker Profile: We assume the attacker possesses complete control of the
pre-trained DNN, knowing the model’s structure and parameters in full detail.
The attacker also has access to a subset of the unauthorized target domain
dataset, and can fully fine-tune the model for the target domain with suffi-
cient computational resources. Potential adversaries could be end users of DNN
models deployed on edge devices, malicious administrators within cloud-based
environments, or external attackers capable of model extraction.

Defender Capability: Our defense strategy is from the perspective of the
victim model provider, which proactively safeguards the model in insecure en-
vironments. The primary goal is two-fold: in the source domain, the model is
legitimately used for the original task with good performance; in the target do-
main, the pretrained model does not offer any transferable knowledge to yield a
fine-tuned model that outperforms the model developed from scratch (without
pretrained model). Given that transfer learning typically requires adjustments to
the linear classifiers due to discrepancies in label space sizes, NTP concentrates
on modifying the feature extractor in the pre-trained models, which is integral
to determining how the model interprets and processes input data.

4 Model Non-transferable Pruning

In this section, we illustrate the proposed novel DNN applicability authoriza-
tion method, Non-Transferable Pruning (NTP). Fig. [2| depicts an overview of
the procedure. NTP is informed by data from both the source and the target
domain, to selectively prune model parameters that are crucial only to the tar-
get domain, thereby diminishing the model’s transferability to it. We use the



6 R. Ding et al.

ADMM-based method for weight pruning. Furthermore, we implement a new
regularization technique, based on Fisher discriminant analysis in the feature
space, to further reduce the transferability even after fine-tuning. This tech-
nique adjusts the target domain feature space by reducing inter-class distances
and increasing intra-class distances, which effectively blurs decision boundaries.

4.1 Model Non-transferability Metric

Previous non-transferable learning research primarily assesses non-transferability
by measuring the accuracy degradation in target domains [51,52|. Their eval-
uations are typically confined to fixed transfer learning settings, especially the
sample size for fine-tuning, which may not adequately capture the complexity
and variability inherent in real-world malicious transfer learning scenarios, es-
pecially those where attackers have unrestricted access to both the model and
target dataset [66]. To address this gap, our work broadens the evaluation scope
by considering various training data proportions, offering a more comprehen-
sive and dynamic assessment of model non-transferability. We propose the Area
Under the Sample-wise Learning Curve (SLC-AUC) as a new metric for non-
transferrability. This metric evaluates the performance of a pretrained model
transferred to the target domain across diverse scales of samples [49]. On an
SLC plot, the X-axis (logarithmic scale) is the size of the target sub-dataset
for fine-tuning or learning, and the Y-axis is the testing accuracy of the model.
There are two curves in the plot, one for the fine-tuned model (transferred one,
in red) and the other for the model without any prior knowledge (learned from
the sub-dataset from scratch, i.e., with random initial parameters, in blue).

Definition 1 (SLC-AUC metric). For any given pretrained model, its SLC-
AUC is defined as the difference (the shaded area) between the two SLCs (one
for the transferred model and the other for the model trained from scratch).

A positive SLC-AUC value indicates effectiveness of transfer learning; while a
negative SLC-AUC value means non-transferrability. Fig. [3] shows that remark-
ably, initiating training with a pretrained model can yield superior performance
for different pair of source and target domains with a ResNet18 model, particu-
larly when dealing with similar datasets. This aligns with the intuition behind
transfer learning, where users can leverage knowledge encoded in a trained model
to guide the model fine-tuning for a new task despite limited samples. However,
when an attacker has access to abundant data, he can often obtain a model,
based solely on the target data without relying on external knowledge, as effec-
tive as the one transferred from the pre-trained model. Intuitively, the higher
SLC-AUC value, the larger transferability from the source domain to the target
domain. Fig.[3|evaluates the model transferability for three different pairs. From
SYN (synthetic digits dataset) to MNIST-M (digits with background) has the
largest SLC-AUC, indicating that a model pre-trained on SYN can generalize
well to MNIST-M with only a few target samples. On the contrary, the model
trained on STL (image recognition dataset) provides no apparent advantage in
fine-tuning for the MNIST-M dataset, bearing the smallest SLC-AUC.
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Fig. 3: Sample-wise Learning Curve and Area Under Curve: The target do-
main is MNIST-M [19] and the pretrained model is trained with network architecture
ResNet18 |24] on datasets SYN [18], USPS [30|, and STL |10], respectively.

Our goal is to design a model pruning procedure with non-transferable ob-
jective so that the pre-trained model has a small or even negative SLC-AUC for
selected target domains. In other words, the performance of fine-tuned models
on the target dataset are comparable to, or lower than, a direct-trained model.

4.2 Exploring DNN Model Sparsity for Transferability

DNNs are often over-parametric. Model pruning aims to identify a compact sub-
network by eliminating redundant parameters for efficiency and performance.
Recent studies find that the compact structure of a pruned model might signifi-
cantly impair its transferability [51/6,(16.39,64]. Intuitively, this may be because a
compact model only contains the information that is most relevant to the source
domain. There are recent efforts to enhance the transferability of pruned mod-
els [17,36] using adversarial examples or task-specific pruning. In this paper, we
try to answer an intriguing opposite question: can model pruning be leveraged
to identify a compact DNN model that is effective in the source domain but less
effective, or even adversarial, when transferred to the target domain?

We analyze the impact of model sparsity on its transferability through a toy
example, and the results are shown in Fig. [d] We pretrain a ResNet-18 model on
the USPS dataset (the source domain), apply one-shot magnitude pruning [5] to
it with different levels of sparsity, and measure the pruned models’ transferability
to different target domains. Our findings reveal the relationship between model
sparsity and transferability. Specifically, models with high levels of sparsity ex-
hibit lower SLC-AUC scores, indicating a diminished capacity for transferring
due to a constrained parameter set. Conversely, models with mild pruning ratios
sometimes experience enhanced transferability due to reduced overfitting on the
target domain [37]. This observation from Fig. {4 confirms our conjecture that
a heavily-pruned network’s capacity for transferring to unauthorized target do-
mains can indeed be reduced. The naive one-shot pruning on weights, although
straightforward, leads to severe accuracy degradation on the source domain. In
the following sections, we delve into designing an advanced pruning scheme to
balance the non-transferability and the performance on the source domain.
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4.3 Formulating Non-transferable Pruning Objective

We consider a pretrained neural network, fyy, designed for the source domain
S = (zs,ys). We aim to reduce the model transferability to a target domain
T = (z7,y7). Without loss of generality, the network can be viewed as two
parts: a feature extractor &w, and a task classifier {2w,, where W7 and W
denote the feature extractor and classifier’s trainable parameters, respectively.
Following the design flow of Wang et al. , we formulate the non-transferable
learning objective function in Eq. :

[’NTP(W) £ ‘CS(QW27QSW17S) + RT(QW27¢W1’T) + R¢T(¢W15T)a (1)

where Lg is the cross-entropy loss of the source domain, R+ is a regularization
term that penalizes the performance on the task domain, and Rg.- is our newly
introduced fisher space regularization term used to collapse features on target
domain. A common choice of Ry is Ry = —min(8, aLy), where a and g are
hyperparameters introduced to ensure the stability of the loss . We notice
that only the first two terms in Eq. are not sufficient for ensuring non-
transferability, as large target losses can arise from either incorrect class mapping
or indistinct features, with the former still offering useful information to an
attacker through fine-tuning. Hence, to enhance non-transferability, we introduce
Ra, for additional regularization in the model’s feature space.

Fisher Space Regularization: Fisher Discriminant Analysis (FDA), denoted
by R&.-, captures class separability; the more separable the classes the stronger
transferability . It is formally defined as

R A ~ ECGC ||EC - ﬁ ZCIGCEC/”z (2)
b = — )
T ZCEC Z(zi,yi)e"[‘ ||Zl - ZC||21{y7~,ZC}

where C is the label set of the target domain, z; = P, (z;) is the extracted
feature of xz;, z. = NL Z(mi %67- 2ily,—c} is the averaged features of all the

samples whose label are class d'| and +y is a regularization coefficient. Intuitively,

! Here, 1y,,_.) is an indicator function whose value is 1 if y; = ¢ and 0 otherwise.
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Algorithm 1 Non-transferable Pruning

1: Inputs: Initial DNN weights w©, sparsity regularization parameter A,
2: penalty coefficient p, desired sparsity S, source domain S, target domain T

3: Initialization: Z(® = W U©® =0, t=0
4: while card( W®)/[W®| <1 - S do
*W-update (update model weight)*

5 WO = arg minw (,cNTp(W) +2lW —2Z® 4 U(t>||§)

*Z-update (update auxiliary variable)
Z(+) — arg ming (>\HZ||1 bW 7 U(t)”g)
*U-update (update dual variable)*
7. Uttt — y® + WD _ 7z (+1)
8: =t+1
9: end while
10: Output: W

@

Ra, quantifies how well the extracted features of the target domain dataset are
clustered. The larger the difference of means between classes and the smaller the
feature variance within each class, the better the cluster structures. Minimizing
Re, optimizes the feature space in a contrasting way, where we try to collapse
features of data from different classes.

Next, we verify this conjecture both numerically and theoretically. We com-
pare the feature space of learning with/without the fisher space regularization
in Fig. [5 We visualize the feature spaces with t-SNE [40] between MNIST and
USPS datasets. It demonstrates that Rg. blurs class clusters in the target do-
main (in red box) yet maintains their discrepancy in the source domain. For
simplicity, we present our theorem assuming |C| = 2, i.e., a binary classification
problem, with the extension to many more classes being done analogously.

Theorem 1. Let T be a given target domain. Suppose that its label space C =
{0,1}. Let Co = {(zi,y:) : yi = 0} and Cy = {(zi,v:) : yi = 1}. Suppose that
|Co| = |C1|. Then there exists a neural network with a feature extractor Gy, that
minimizes FEq. and the distributions of the extracted features of classes 0 and
1 are indistinguishable.

The proof of Theorem [I] can be found in Appendix A. Theorem [1]is stated
for the special scenarios where the numbers of samples of class 0 and class 1
are equal. Its analysis can be extended to more general settings yet. Experi-
ments in Sec. show the effectiveness of Rg., in reducing the feature’s class
discrepancy to affect the fine-tuning process.

4.4 Integrating Model Pruning with NTP Objective

We use the ADMM-based model pruning strategy [43|61]. To obtain a NTP
pre-trained model, we solve the following constrained optimization problem:

minimize Lyrp(W), subject to card(W)/[W|<1-8 (3)
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where card(-) returns the number of nonzero elements and S is the desired model
sparsity. In particular, we realize the optimization via ADMM method [43l)61]. It
reformulates the original problem by introducing an auxiliary variable, denoted
as Z, and a dual variable U as an augmented Lagrangian. The algorithm solves
two primal objectives separately. The first subproblem optimizes the weights
‘W by minimizing the original non-transferable pruning loss function augmented
with a penalty term to encourage W to be close to Z with coeflicient p; this un-
constrained problem can be solved with stochastic gradient descent. The second
subproblem applies sparsity to the auxiliary variable Z through L;-norm regu-
larization, which can be solved efficiently by applying soft thresholding. Finally,
we update the dual variable U based on the discrepancy between W and Z. The
overall NTP framework is summarized in Algorithm

5 Experiments

5.1 Experiment Setup

Datasets: Following previous works [511[52], we evaluate our method on popu-
lar domain adaption datasets. Specifically, MNIST (MT) [11], USPS (US) [30],
SVHN (SN) |41], MNIST-M (MM) [19] and SYN (SD) [18], are commonly used
digits dataset containing digits from 0 to 9 from varies scenes; CIFAR-10 33| and
STL-10 |10] are ten-class image classification datasets. In addition, we analyze
the inherent functionality of NTP on more complex datasets, namely ImageNette
and ImageWoof [28]. ImageNette contains 10 distinct classes from ImageNet [44]
and Imagewoof is another subset that has high similarity. For simple datasets, we
normalize the input size as (32,32, 3), and (224, 224, 3) for the ImageNet data.
Models: Following the settings in [51L[52|, we implement VGG-11 [|47] and
ResNet-18 [24] as backbones for these datasets. In addition to the source model
trained with supervised learning, we also evaluate the self-supervised models,
which use SimCLR [7] and MoCo [8}23] with ResNet-50 [24] as backbones.
Baseline Prior Work and Metrics: We compare our NTP with two baseline
prior work, NTL [52] and CUTT [51]. Their transferability is measured with SLC-
AUC. For self-supervised models, we evaluate the feature space transferability
using SOTA metrics: LogME [59] and SEDA [46].

Implementation Details: During NTP, we utilize 10% samples from the
source dataset and target dataset to do model pruning by default, which is fur-
ther evaluated in Appendix E. The ADMM involves an early stop criterion when
the ADMM loss converges or reaches the max sparsity (default as 0.99). During
the transferability evaluation, all models are fully fine-tuned for 30 epochs with
Adam optimizer |32] at a learning rate of 10~3 with a step scheduler every 10
epochs by default. Ablation study on the learning rate is done in Tab. [3| Each
experiment is repeated for 5 times with different random seeds and the error
bars are visualized. The batch size is 256 for model training and fine-tuning. All
experiments are conducted on an NVIDIA TITAN RTX with 24 GB of memory.
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Table 1: Model non-transferability comparison Table 2: Source Accuracy Drop
between our proposed NTP with two baselines
NTL [52] and CUTI [51] on different Source- g, 1ce |INTIL CUTI |INTP*

Target pairs on VGG-11. MT 0.55% 1[0.59% | [0.73% |
UP 0.11% 1 0.16% 1 [0.31% 1

M MT ‘ UP ‘ MM ‘ SN ‘ sb MM 2.57% 1 [0.75% 1[0.50% |
SN 3.50% 1 10.17% 14.10% |

NTL 0.42 | 0.41 | 0.35 | 0.47
MT CUTI - 089 | 1.07 | 070 | 081 SD 1.01% | [0.66% 1|0.01%

NTP* -0.47 | -0.07 | -1.02 | -0.64

NTL 0.23 064 | 083 | 0.16 Table 3: Fine-tuning Schemes
UP CUTI | 2.03 - 2.12 | 1.86 | 1.91

NTP* | -0.47 -1.27 | -1.56 | -0.78

NTL | 1.36 | 1.32 137 | 1.19  Method/Ir| NTL | CUTI | NTP*
MM CUTI | 1.49 | 1.15 - 1.24 | 1.22 ==

NTP* | 0.16 | -0.13 0.01 | -0.06 10_4 0.79 0.56 | 0.29

NTL | 1.47 | 1.48 | 1.45 120 FF 10 0.73 0.95 | 0.32
SN CUTI | 0.72 | 0.68 | 1.03 - 1.53 107%| 0.60 0.96 0.21

NTP* |-0.61 | -0.64 | -0.40 0.50 =3

NTL 152 | 1.56 | 1.64 | 1.562 1074 0.79 0.18 0.28
SD CUTI | 0.98 | 0.99 | 1.23 | 1.67 - LP 10 0.69 0.73 0.25

NTP* | -0.34 | -0.25 | -0.46 | 0.51 107%| 0.26 0.07 0.13

5.2 Evaluation on Supervised Learning

We compare the proposed NTP with the two baseline approaches. We repro-
duce NTIEJ and CUT]EL applying them to VGG-11 across various source-target
domain pairs. Tab. [I] shows the non-transferability results, and Tab. [2] reports
the average accuracy on the source domain, showing a trade-off between model
non-transferability and source-domain performance for all these methods.

Our findings reveal that NTP surpasses the baseline methods by exhibiting a
negative SLC-AUC, indicating that it effectively diminishes the model accuracy
on the target domain to a level even below that achievable by training the model
from scratch. Though both baseline methods report a low target domain per-
formance initially, they exhibit less robustness to malicious fine-tuning. As for
the impact on the performance within the source domain, CUTI [51] manifests
the least impact. Nonetheless, its effectiveness in restricting transferability is the
most limited, particularly when the target domain involves simpler datasets (e.g.,
UP, MM). Our NTP method, while causing a comparable reduction in source do-
main performance to NTL [52], significantly enhances non-transferability across
various domains. It is important to note that the level of non-transferability also
depends on the characteristics of the datasets involved. For instance, the SN
and SD datasets, both consisting of RGB digits, share considerable similarities.
This intrinsic similarity between datasets implies that, despite employing a non-
transferable learning scheme, completely preventing the leakage of pre-trained
information to the target domain remains challenging. More results about the
NTP performance on ResNet-18 can be found in Appendix B.

2 https://github.com/conditionWang/NTL
3 https://github.com/LyWang12/CUTI-Domain
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Fig. 6: Top: Self-supervised models’ feature space with/without NTP using t-SNE I4__()];
Bottom: line charts for target accuracy after fine-tuning with various data volumes.

In Tab. [3] we further evaluate all methods under two transfer learning strate-
gies with three learning rates (102, 10=%, 107°), and report the target domain
accuracy (the lower the better). We use the MT dataset as the source and
conduct a transfer task to UP on VGG-11 with 10% of the data, which is the
common setting of transfer learning. Full Fine-tuning (FF), indicating all pa-
rameters in the model are trainable, which usually has better performance but
is computationally intensive. Linear Probing (LP), is the most commonly used
transfer learning method when the early layers of the model are frozen but the
final linear layers are fine-tuned during transfer learning. Our proposed NTP is
stable for different learning rates, but NTL and CUTI might achieve high trans-
ferability under specific learning rate settings (with high accuracy). Moreover,
although CUTTI has lower accuracy during linear probing, it has a bad perfor-
mance when the entire model can be fine-tuned. The proposed NTP shows high
non-transferability for both fine-tuning methods.

5.3 Evaluation on Self-supervised Learning

Self-supervised Learning (SSL) is declared to offer enhanced generalizability
and transfer learning flexibility due to its ability to autonomously extract rep-
resentations from input data . We evaluate NTP across three SSL mod-
els—SimCLR , MoCo , and MoCo-v2 —employing ResNet-50 as the
backbone with pretrained checkpoint for transferring tasks from CIFAR-10 to
STL-10 datasets. Fig. [6] visualizes the feature spaces via t-SNE for both the
source (CIFAR-10) and target (STL-10) datasets, alongside accuracy upon full
fine-tuning with varying sample sizes. As a comparison, we also do the same
experiment on a supervised learned model. NTP can keep the features discrep-
ancy on the source domain, suggesting its ability to maintain source domain

4 https://github.com/linusericsson/ssl-transfer
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Table 4: Transferability measurements on self-supervised pretrained model

Model |y . Supervised SimCLR |7] MoCo-v1 |23] MoCo-v2 |9
Metric ORG NTP ORG NTP ORG NTP ORG NTP
LogMe {59 CF-10 3.52 7.79 7.68 7.45 7.11 7.44 8.56 8.22
STL-10 3.16 0.93 4.07 0.48 2.24 -2.52 6.19 -1.11
SFDA [46] CF-10 0.96 0.99 0.99 1.0 0.86 0.80 0.99 0.69
STL-10 0.97 0.81 0.99 0.97 0.72 0.36 0.85 0.41

performance. Notably, NTP demonstrates superior performance on the SL. mod-
els relative to the SSL models in non-transferability. Particularly, MoCo-v1 and
MoCo-v2, still exhibit discernible class clusters for the target domain, indicat-
ing some degree of transferability. In contrast, the features of SL models on the
target domain have blurred boundaries and it is more challenging to classify.
To quantitatively assess the efficacy of NTP in SSL models, we apply two
SOTA transferability metrics: the Logarithm of Maximum Evidence (LogME)
[59]; Self-challenging Fisher Discriminative Analysis (SFDA) [46] in Tab.
Higher scores indicate greater transferability. We demonstrate the effectiveness of
NTP-it successfully reduces the transferability scores to STL-10 (target domain)
based on these metrics. Our hypothesis attributes this phenomenon to the in-
trinsic regularization effect of the SSL training scheme, particularly through con-
trastive loss, which promotes greater class separation within the feature space.

5.4 NTP Effectiveness in Complex Tasks

We use two complex ImageNet subsets, ImageNette and ImageWoof, to illustrate
how NTP curves the model non-transferability. ImageNette comprises ten classes
that are relatively straightforward to classify, whereas ImageWoof includes ten
classes of various dog breeds, which are notably more challenging to classify. We
trained ResNet-18 models on these datasets, achieving 83.3% accuracy on Ima-
geNette and 64.8% on ImageWoof, respectively. Subsequently, we applied NTP
with a desired sparsity of 0.8 to prune and update the model on ImageNette
with restricted transferability to ImageWoof, and vice versa. When the source
domain is ImageNette, the model target accuracy is reduced to 43.7% with a
source domain accuracy of 81.7%; For ImageWoof as the source, NTP lowered
ImageNette performance to 68.7%, with ImageWoof accuracy at 58.6%. To in-
terpret the models’ decision-making processes, we utilized integrated gradient
visualization [50], illustrating the critical features influencing the models’ pre-
dictions, as shown in Fig. [7} Our analysis indicates that the ImageNette-trained
model primarily identifies coarse-grained features, such as object outlines. NTP
emphasizes on this tendency, causing the model to favor these broader features
and thus diminish its adaptability to ImageWoof, where recognizing finer de-
tails, like distinguishing between dog breeds, is essential. On the other hand, the
ImageWoof-trained model concentrates on fine-grained details, such as dogs’ eyes
and fur. Applying NTP heightens this detailed focus, leading to the inclusion of
extra noise and a subsequent drop in its ImageNette performance.
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Nette: 02102040  OQRG-Nette ORG-Woof Nette=> Woof Woof->Nette n03445777 ORG-Nette  ORG-Woof Nette>Woof Woof->Nette
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Fig.7: Interpret NTP using Integrated Gradients |50]. Images are evaluated on
original /NTP-pruned models between ImageNette and ImageWoof. n02102040,
n03445777 are from ImageNette; n02111889, n02086240 are from ImageWoof.

0! U\! 240 ORG-Nette

5.5 Ablation Studies

First, we adjusted NTP’s sparsity level, observing (in Appendix C) that higher
sparsity correlates with reduced transfer learning performance in the target do-
main. Next, we vary the number of epochs in the weight-updating step in the
ADMM algorithm from one to twenty. We find that even with small weight up-
dating epochs in ADMM, NTP can still achieve low SLC-AUC scores (Appendix
D). We then experimented with varying the training percentage data for ADMM,
finding NTP to be more effective with more training samples. This suggests that
when NTP utilizes a small portion of training dataset, it may overly focus on
specific samples, leading to a biased pruning process (Appendix E).

6 Conclusions

In this study, we delve into DNN non-transferable learning, an emerging and cru-
cial aspect in safeguarding the IP of DNN models. We introduce Non-transferable
Pruning, which incorporates an ADMM-based pruning approach and an opti-
mization using Fisher discriminative regularization. Furthermore, our research
underlines the importance of evaluating model transferability across various fine-
tuning settings, especially for potential attackers who may possess full access to
the model. As the value of DNN intellectual property continues to increase, espe-
cially in the case of larger and more complex models, NTP emphasizes the need
for proactive protection in model applicability authorization for model vendors.
Limitation. In implementing ADMM for NTP, we appreciate its advantages in
fast convergence and scalability for large-scale models. Yet, this approach faces
notable challenges. First, it shows sensitivity to hyperparameters. The integra-
tion of non-transferable loss and Fisher space regularization necessitates careful
calibration of hyperparameters. This is particularly true for setting the maxi-
mum loss for R, which is critical to maintaining loss stability. Similarly, the
regularization weights for Rg. demand careful adjustment to strike a balance
among different loss terms. Secondly, there’s a delicate balance between model
sparsity and preserving non-transferability. Setting the right sparsity level in
NTP is critical to maintain both the model’s effectiveness in the source domain
and its non-transferability for complex transfer learning tasks.
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