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Abstract

To explain social phenomena and identify sys-
tematic biases, much research in computational
social science focuses on comparative text anal-
yses. These studies often rely on coarse corpus-
level statistics or local word-level analyses,
mainly in English. We introduce the INFOGAP
method—an efficient and reliable approach to
locating information gaps and inconsistencies
in articles at the fact level, across languages.
We evaluate INFOGAP by analyzing LGBT peo-
ple’s portrayals, across 2.7K biography pages
on English, Russian, and French Wikipedias.
We find large discrepancies in factual coverage
across the languages. Moreover, our analysis
reveals that biographical facts carrying negative
connotations are more likely to be highlighted
in Russian Wikipedia. Crucially, INFOGAP
both facilitates large scale analyses, and pin-
points local document- and fact-level informa-
tion gaps, laying a new foundation for targeted
and nuanced comparative language analysis at
scale.!

1 Introduction

Wikipedia has several hundred language editions,
a sizeable number of which have more than 100K
articles. Despite its “neutral point of view” policy,
abundant evidence of content discrepancies across
language editions has been well-documented on
the platform (e.g., Hecht and Gergle, 2010; Calla-
han and Herring, 2011; Eom et al., 2015; Wagner
et al., 2015; Park et al., 2021). There are numer-
ous motivations for identifying and studying these
variations, e.g., identifying content variations and
gaps can aid editors in removing social and cul-
tural biases (Field et al., 2022). Alternatively, from
a social science perspective, comparative analy-
ses of prominent topics across Wikipedia language
editions provides a window into studying cross-
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Figure 1: We propose a method, INFOGAP, to locate
fact (mis)alignments in Wikipedia biographies in differ-
ent language versions. INFOGAP identifies facts that are
common to a pair of articles (“Griner was born on Octo-
ber 18, 1990”), and facts unique to one language version
(“Griner had recorded the sixth triple-double”; En only)
enabling further analysis of information gaps, editors’
selective preferences within articles, and analyses at
scale across languages, cultures, and demographics.

cultural differences at scale (Callahan and Herring,
2011).

Existing methods for examining cross-language
differences and gaps across Wikipedias rely on ag-
gregate statistics, such as the number of languages
an article is available in (Wagner et al., 2015), sum-
mary metrics of positive and negative connotations
(Park et al., 2021), text complexity measures (Kim
et al., 2016; Field et al., 2022), or differences in hy-
perlink graph structures (Hecht and Gergle, 2010;
Laufer et al., 2015). While these metrics are use-
ful for understanding broad trends, they do not
facilitate nuanced comparative analysis, failing to
inform readers and editors ~ow the content they
engage with varies across language versions. At
the same time, manual fine-grained comparative
analyses (e.g., Callahan and Herring, 2011) do not
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scale and run the risk of incorporating researchers’
biases.

In this work, we propose INFOGAP, a highly
reliable method for identifying overlaps and gaps
across different language articles on the same topic.
Our method is composed of two steps: an align-
ment step aimed at aligning facts across different
language versions, followed by a validation step
aimed at determining fact equivalence. INFOGAP
allows us to automatically identify exact content
differences, as illustrated in Fig. 1, enabling both
aggregate and fine-grained comparative analyses
(§2).

After verifying the accuracy of INFOGAP against
our manual annotations, we demonstrate its useful-
ness through a comparative analysis on thousands
of multilingual Wikipedia biographies from the
LGBTBIOCORPUS (Park et al., 2021). We find
that the coverage of public figures differs substan-
tially across languages (§3). For example, when
comparing Russian and English biographies, we
find that on average 34% of the content in Russian
biographies is not present in their English counter-
parts.

Critically, as suggested in manual analyses by
Park et al. (2021), our automatic analyses at scale
identify that many of the bios carry a significantly
different implied sentiment towards the figure, de-
pending on the language version that is accessed.’
Aggregating these sentiment imbalances across
2.7K biographies, we contribute the insight that
Russian LGBT biographies share disproportion-
ately more negative sentiment facts with English
biographies than positive ones. Overall, INFOGAP
enables the pinpointing of fine-grained factual and
framing distinctions between narratives across lan-
guages, aggregates these insights across thousands
of articles, and offers tools to identify the specific
documents that most clearly highlight these nu-
ances.

2 INFOGAP: Identifying Information
Asymmetry in Wikipedia Articles

Consider a pair of articles on a topic written in
different languages. We call one article E and the
other in the pair F'. Moreover, we represent [
by a series of facts ey, ..., e, and F' similarly as
fi,--+, fm. Our method determines for a given
fact e; € E whether it appears in F' (F' |- e;) or

2We focus on the LGBT subset of LGBTQIA+ people on
Wikipedia, due to data scarcity for other groups.
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Figure 2: Schematic of the INFOGAP procedure. We de-
scribe the Fact Decomposition and Multilingual Align-
ment steps in §2.1, and the Alignment Verification step
in §2.2.

not (F' I e;). The pipeline is directional, so we
can compute both F' IF e; and E I+ f;. Without
loss of generality, we will describe the procedure
for obtaining the labels F' I e;, for all e;. We refer
to this as the £ — F' direction.

Fig. 2 presents an overview of INFOGAP. We
primarily focus on two steps. First, following Min
et al. (2023), we narrow the search space of equiv-
alent facts by aligning a fact in E to facts in F'
that may convey the same information (Sec 2.1).
This allows us to efficiently assess the equivalence
between aligned facts (Sec 2.2). We determine the
reliability of INFOGAP in Section 2.3.

2.1 X-FACTALIGN:
Cross-Lingual Fact Alignment

Fact Decomposition. As a first step, we need to
represent an article (e.g. F) as a series of facts
(e1,...,eyn). Sentences are suboptimal for this pur-
pose, as they can be overly complex. Instead, fol-
lowing Kamoi et al. (2023), we use GPT-4 (Achiam
et al., 2023) for fact decomposition. Differently
from Kamoi et al. (2023), who decompose sen-
tences, we decompose entire paragraphs, to provide
more context to the model and allow it to resolve
co-references. See Appendix A for the prompt.

Fact Representation. In order to determine
whether e; is also conveyed in F', we embed each
factin ' and in F' using multilingual LaBSE em-
beddings (Feng et al., 2020). The straightforward
way to align facts is by computing the cosine sim-
ilarity between e; and each fact f; € F’, aligning
e; to the most similar fact: arg min; d(e;, fj). We
find this approach can further be improved by con-
sidering the context of the surrounding facts. In the
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following paragraphs, we describe two improve-
ments we made in X-FACTALIGN. First, we re-
strict the pool of paragraphs in F' from which f;
can be retrieved. Second, we apply an adjustment
to the computation of d(-, f;), accounting for the
hubness of fj (Lazaridou et al., 2015).

Paragraph Alignment. We can partition the
facts in £ into their paragraphs: Pé, e Pév . Simi-
larly for F': P}, s wa‘/[ . We represent each para-
graph by the set of its facts’ embeddings. We then
construct a bipartite graph between paragraphs in
FE and paragraphs in F', adding a directed edge
from each paragraph in E, P., to a paragraph in
F, Pi; such that j = MaxSim ; d(P%, me) (Khattab
and Zaharia, 2020). We do the same in the other
direction, going from F' to E. Removing the direc-
tion from the edges, we obtain an adjacency matrix
A between the paragraphs so that each paragraph in
FE is connected to at least one paragraph in F'. For
a given fact e;, we can now limit the pool of align-
ment candidates in F' to f;s where the paragraphs
of ¢; and f; are adjacent in the graph.

Correcting for Hubness. Given that we are com-
paring facts from articles on the same topic, directly
computing d(e;, fj) can lead to aligning unrelated
facts that discuss the same common named entities.
In particular, some facts f; are similar to many
other facts e;, causing a “hubness problem” (Lazari-
dou et al., 2015; Conneau et al., 2017). To mitigate
this, we follow Artetxe and Schwenk (2019) and
normalize d(-, fj) so that it is a function of the se-
mantic density of fj. The density-normalized dis-
tance D(ey, f;) = d(e;, fj) — hubness(f;). We com-
pute the hubness of f; by computing the average
nearest neighbor distance (kyy = 5) between f;
and 50 other facts drawn from paragraphs that are
not in the adjacency list of the paragraph contain-
ing e;. Overall, this process enables us to retrieve
k = 2 facts from F' that may convey the same
information as e;.

2.2 X-FACTMATCH:
Cross-Lingual Fact Matching

With e; and its aligned facts f;, we can now answer
the question whether a given fact e; € E appears
in F' (' IF e;) or not (F' I e;). We assume that
if F' I e;, there exist facts in I that entail e;. In
particular, we can expect these facts to be aligned
with e;. We thus relax the problem of judging
whether F' I e; to whether any of the facts f;

Language #Anno-
Pair #Labeled tated
En — Fr. 2,213 20
Fr — En. 2,165
En — Ru 2,832 20
Ru — En 2,435

Table 1: Number of facts labeled using INFOGAP
for each language pair and direction, and number of
manually annotated facts.

retrieved by X-FACTALIGN entail e;, i.e. whether
any({ fj I-ei | j € [k] })?

We use entailment as a shorthand for “conveying
the same information as” despite a minor deviation
from the definition of entailment in linguistics as a
strict logical entailment (Heim and Kratzer, 1998),
and in NLP as “a human [reading the premise]
would typically think that the hypothesis is likely
true” (Dagan et al., 2005; Bowman et al., 2015).
Our definition is a bit more relaxed and we also
consider partial entailment (Levy et al., 2013), i.e.,
when the most important information in e; is con-
veyed by F', allowing the omission of peripheral
information. To that end, we don’t use existing NLI
models. Furthermore, research on cross-language
entailment detection is limited (Negri et al., 2012;
Rodriguez et al., 2023), and to our knowledge there
are no publicly available models that can determine
the entailment between a premise and a hypothesis
in different languages.

Inspired by Min et al. (2023) and Shafayat et al.
(2024) who used GPT-4 to assess the truthfulness
of a model-generated fact against a trusted knowl-
edge base, we prompt GPT-4 to compare an En-
glish fact to its aligned facts in F'. Concretely,
we prompt the model with the hypothesis fact e;
and the two immediately preceding facts for con-
text (e;—1 and e;_9), along with all of the premise
facts f; and their contexts (f;_1 and f;_2). We
instruct the model to determine whether ¢; can be
inferred from any of the f; (j € [k]). Appendix B
presents the prompt that we use for all language
pairs. The model’s prediction serves as the final
label for whether F' It ;.

2.3 Assessing the Reliability of INFOGAP

To assess the reliability of INFOGAP, we evaluate
its final results with human annotations. We apply
INFOGAP to Wikipedia biographies in English and

*We use [k] for {1, ..., k}; see Harvey (2022, p. 11).
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Language  y r0Gap NLI  Random
pair

En — Fr  0.81 0.28 0.62

Fr — En  0.90 0.27  0.61

En — Ru  0.78 0.52  0.43

Ru — En  0.88 050 0.35

Table 2: Performance of INFOGAP with respect to the
manual annotations (n = 80 for each language pair), in
terms of I score.

French of 10 people, and in English and Russian for
12 people, comprising nearly 10K facts altogether.
We draw on biographies from the LGBTB10COR-
PUS (Park et al., 2021), a corpus we analyze in §3
at a larger scale. See Table 1 for a breakdown of
the number of facts and Appendix C for the biogra-
phies.

We annotated a subset of the facts in each lan-
guage pair and direction. Given a hypothesis e;, the
retrieved candidate facts f; from X-FACTALIGN,
and their contexts, we ask the annotator to choose
between three options: (1) the hypothesis fact e;
can be inferred from one of the retrieved f;; (2) the
hypothesis fact can be inferred from the article F/,
but not from the f; (indicating that X-FACTALIGN
failed to retrieve the correct fact); (3) e; cannot be
inferred from F'. We also provide relaxed versions
of options (1) and (2), where e; can be partially
inferred from one of the retrieved f; or partially
inferred from F'. Concretely, our annotation task
closely resembles the X-FACTMATCH step, with
two key differences. First, we provide the annota-
tors with English translations of non-English facts
and their contexts, using the NLLB model (Costa-
jussa et al., 2022). Second, if a hypothesis fact e;
cannot be inferred from the k facts retrieved by
X-FACTALIGN, we ask the annotator to read the
full Wikipedia article F' to determine whether e;
can be inferred from it.

One author annotated 80 facts in each language
pair and for both directions within each language
pair. Another author annotated 40 of those 80 for
each language pair. We obtained substantial inter-
annotator agreements, with Cohen’s x = 0.71 for
En/Fr and x = 0.78 for En/Ru. We thus conclude
that the task is relatively unambiguous.

In order to determine the reliability of INFOGAP,
we compute the predictions against the annotated
80 facts for each language pair. Table 2 presents
the F7j scores that range from 0.78 to 0.9, indicat-
ing that the INFOGAP pipeline is highly reliable in

identifying whether a fact in F is present in F' (and
vice-versa). Substituting X-FACTMATCH with a
RoBERTa NLI baseline (Liu, 2019) performs sig-
nificantly worse.* The RoBERTa NLI model rarely
predicts an entailment label on our dataset, result-
ing in its poor performance. With the exception
of En — Ru, the NLI baseline is outperformed by
a classifier that randomly predicts whether the tar-
get fact is entailed. INFOGAP significantly outper-
forms both (p < 0.05, with a bootstrap percentile
test; Efron and Tibshirani, 1994).

3 Using INFOGAP to Analyze
Asymmetries in LGBT Wikipedia Bios

Having validated the effectiveness of INFOGAP, we
move onto applying it to answer questions about
information gaps in Wikipedia. We focus on iden-
tifying content differences between language ver-
sions’ articles on LGBT public figures. Prior work
by Park et al. (2021) identified that English articles
on average portrayed these figures with more posi-
tive sentiment, as well as greater power and agency
(Sap et al., 2017), relative to articles in Russian and
Spanish.

To gain further insight into cross-linguistic varia-
tion towards LGBT people portrayals, we draw on
the LGBTBIOCORPUS corpus (Park et al., 2021).
The corpus comprises 1, 350 biographies of LGBT
people, each paired with biographies of non-LGBT
people matched on most social attributes except
sexual orientation using the matching method in-
troduced in Field et al. (2022). Given that INFO-
GAP enables us to directly compare the content
between different language versions of a biography,
we contend that our analysis can provide a more
direct characterization of differences in LGBT bios.
Specifically, we look at En, Fr, and Ru Wikipedias.
We consider the following research questions:
RQ;: To what extent does factual knowledge differ
across language versions of the same bio (Sec 3.2)?
RQs: Does a person’s affiliation with the LGBT
community have an effect on the information gap
in their bios (Sec 3.3)?

RQ3: Can we use INFOGAP to identify sections to
remediate (Sec 3.4)?

These questions are intentionally ordered from
high-level (language-level) to low-level (individual-
and fact-level) to demonstrate that INFOGAP en-
ables both high-level quantitative analyses and ef-

*The baseline is available on HuggingFace as
cross-encoder/nli-roberta-base.
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Figure 3: Distribution of information overlaps for
LGBTBioCorpus. Top: Distribution over the percent-
age of facts in En biographies also found in their Fr
and Ru counterparts. Bottom: Distribution over the per-
centage of facts in Fr and Ru biographies also found
in their English counterparts. N = 2, 700 biographies.
In general, En biographies contain more facts that are
exclusive to En.

ficient low-level descriptive analyses. We start by
providing the implementation details in Section 3.1
before answering each of the research questions.

3.1 Implementation Details

The LGBTBIOCORPUS is significantly larger than
the small set of 22 biographies from Section 2,
leading to high cost and runtime when applying
INFOGAP. Parsing Alan Turing’s biography with
INFOGAP alone, for example, can require more
than 100K GPT-4 tokens.” We thus use the GPT-4
predictions to finetune smaller models that are more
efficient. Specifically, we use flan-t5-large
(Chung et al., 2024) for both directions of the En/Fr
pair and mt5-1arge (Xue et al., 2020) for both di-
rections of the En/Ru pair. We find that the T5
variants perform well at modeling the annotations
from §2, obtaining macro-averaged F1 scores of
0.90(En — Ru,Ru — En)and 0.87 (En — Fr, Fr
— En). We provide fine-tuning hyperparameters
and validation set performances in Appendix D.

3.2 RQ;: Information Gaps in Bios

Previous smaller-scale manual qualitative analyses
showed that people portrayals differ systematically
across language versions (Callahan and Herring,
2011). However, this was challenging to quantify
as it would be unreasonably laborious to manu-
ally count the number of overlapping facts between
language versions of an article. Equipped with IN-
FOGAP, we can for the first-time quantify variance

SWe used gpt-4-1106-preview. At the time of writing,
this API cost $30.00 USD/1M tokens.

in information overlap between language versions
of Wikipedia biographies at scale. Specifically, we
consider the INFOGAP predictions for the entire
corpus (LGBT and non-LGBT bios).

Fig. 3 visualizes the distribution of the number
of facts that can be found in both language versions
of the same bio. In the top-left subfigure, we show
a histogram of the amount of information in the
En article that can also be found in the Fr article
(En — Fr). The median of the distribution is 0.35,
indicating that for half of the biographies, only 35%
of the information in the En article can be found in
the Fr article. By comparison, the median of the Fr
— En distribution is 0.55, much higher than the
median of the En — Fr distribution, indicating that
En biographies contain more unique information
than their Fr counterparts.

Considering En/Ru, we find that En articles con-
tain significantly more unique information than Ru
counterparts, with the median En — Ru overlap
being 0.23. Much of the information in the Ru ar-
ticles meanwhile can be found in the En articles,
with a median overlap of 0.66 for Ru — En.

We also note that the INFOGAP ratios reflect the
well known “local heros” effect, where biographies
of individuals whose nationality matches the lan-
guage of the article tend to have greater coverage,
length, and visibility (Callahan and Herring, 2011;
Field et al., 2022; Hecht and Gergle, 2010; Oeberst
and Ridderbecks, 2024). When the nationality of
the person is Russian (66 people), the median En
— Ru overlap increases to 0.29 (+5%) while the
Ru — En overlap decreases to 0.44 (—22%). Simi-
larly for French (148 people), the median En — Fr
overlap increases to 0.52 (+17%), while the Fr —
En overlap decreases to 0.29 (—26%). Overall, this
result indicates that there are large scale disparities
in information overlap ratios across language ver-
sions, building on Callahan and Herring’s (2011)
early analysis.

3.3 RQ: Effect of LGBT Affiliation on
Information Gaps

Given the large scale differences in content be-
tween language versions, we turn to the question
of whether LGBT people biographies exhibit dif-
ferent patterns of information overlap compared to
non-LGBT people. For example, do Russian bi-
ographies tend to include or exclude certain types
of information depending on whether the biogra-
phy is about an LGBT person? To investigate this
question, we fit a binomial regression model to de-

6751



Language pair  Factor Coefficient
En — Ru conn_pos** -0.16
conn_neg** -0.18

is_lgbt** 0.10
conn_pos:is_lgbt 0.04
conn_neg:is_lgbt 0.03

En — Fr conn_pos** -0.07
conn_neg 0.01

is_lgbt** -0.05
conn_pos:is_lgbt 0.01
conn_neg:is_lgbt** 0.06

Ru — En conn_pos** -0.14
conn_neg** -0.51

is_lgbt** 0.26
conn_pos:is_lgbt 0.04
conn_neg:is_lgbt** 0.25

Fr — En conn_pos** -0.07
conn_neg** -0.14

is_lgbt 0.00
conn_pos:is_lgbt 0.03
conn_neg:is_lgbt** 0.09

Table 3: Mean of posterior distribution of regression
coefficients. ** indicates that 95% posterior credible
interval for the coefficient does not contain zero.

termine which factors contribute to the inclusion
of En facts in the corresponding Fr or Ru bios, and
vice versa.

Features. Table 3 displays the features we use,
along with their coeffcient estimates.® Naturally,
we include a binary feature is_lgbt indicating
whether the bio is of an LGBT person. Crucially,
we also need to consider the connotation of facts in
the English article. Park et al. (2021) found that En-
glish LGBT bios were portrayed with greater senti-
ment, power, and agency than Russian bios. How-
ever, this prior work cannot shed light on whether
the difference in sentiment is due to Russian bios
including negative sentiment facts that are not in
the English bios, excluding positive sentiment facts
from the English bios, or both. We directly address
this question using INFOGAP.

To determine the connotation of a fact e;, we
have to consider the context in its original sen-
tence, which requires mapping between a fact and
a sentence. To map facts to their original sentences
(e.g., “Cook is on the board of directors of Nike”
— “Cook is also on the boards of directors of Nike,
Inc. and the National Football Foundation™), we
use forced alignment; see Appendix E.

We obtain connotation predictions at the sen-

®We also fit models with the covariates of gender,
nationality, and ethnicity. Including these covariates
did not change the estimates for the features in Table 3, so we
omit them for clarity.

Language Positive Neutral Negative
English 0.434 0.488 0.077
French 0.442 0.455 0.102
Russian 0.327 0.658 0.014

Table 4: Distribution of implied sentiment about biog-
raphy subjects for En, Fr, and Ru articles.

tence level by prompting a language model to de-
termine whether a given sentence (in the context of
the two prior sentences) portrays the subject of the
biography in a positive, negative, or neutral light.
Similar to the distillation of the INFOGAP process
to a smaller model (§3.1), we first obtain connota-
tion labels using GPT-4 for a smaller set of bios,
and use those labels to finetune a smaller model
for scaling to the full LGBTBIOCORPUS (see Ap-
pendix E for details, including human annotation of
the connotation labels). We use the sentence-level
connotation label as the label for its constituent
facts. Table 4 presents this label distribution.

Regression Model. Without loss of generality,
consider modeling the amount of information in
the En bios that is also present in the Fr bios, i.e.,
the En — Fr direction. To perform our binomial
regression, we first partition each bio into three
sets — positive, negative, and neutral facts. Each
partition represents one datapoint for fitting the
regression model, so each bio contributes three
datapoints. Within each of these three partitions,
some facts will also be present in F', while others
will be exclusive to 2. We model this using a
bayesian binomial regression model (McElreath,
2018):

overlap | Np ~ 1+ conn + is_lgbt + is_lgbt:conn

where conn gets the value of either conn_pos,
conn_neg, or conn_neutral, depending on the in-
put partition, IV, is the number of facts in the cur-
rent partition of E, and overlap is the number of
facts that are also in F' (at most N;)). is_lgbt:conn
is an interaction between the two categorical vari-
ables. See Appendix F for model-fitting details.

Connotation is a predictive factor. Listed in
Table 3, our results indicate that connotation is a
predictive factor in nearly all language pairs and di-
rections considered, except conn_neg in En —
Fr. Further, the polarity of the conn_pos and
conn_neg factors is always negative, suggesting
that polarized facts tend to be included in lower
rates than neutral facts, which are more agreeable
across language versions. To ground the effect
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size of the coefficients, we can simulate predictions
from the regression model. For example, a value
of -0.07 for conn_pos in the En — Fr model in-
dicates that 34.4% of the positive facts in En are
included in the Fr bios, compared to 36.6% of the
neutral facts.

Negative connotation facts are disproportion-
ately included in Russian LGBT bios. Consid-
ering Russian biographies, we draw from the large
coefficient value of the is_lgbt feature that facts
from the English article are more likely to be ref-
erenced when the article is about an LGBT public
figure. Moreover, from the is_lgbt:conn_neg in-
teraction, we find that negative facts are more likely
to be referenced than positive ones. To quantify the
size of this effect, we simulate posterior predictions
from the binomial regression model. We find an av-
erage 50.87% of negative Russian facts are shared
with the English biographies when they describe
an LGBT public figure, whereas only 38.53% of
negative facts are shared with English bios when
they are non-LGBT.

3.4 RQj3: Identifying Sections to Remediate

Our analysis in Sec 3.3 revealed that facts carry-
ing a more polarizing (non-neutral) connotations
are less likely to be shared across language ver-
sions. This suggests that many biographies may
carry a significantly different overall connotation,
depending on the language version in which they
are read. Unlike the manual analysis performed
in prior works (e.g., Park et al., 2021; Callahan
and Herring, 2011, among others) to identify such
language-version imbalanced content, INFOGAP
can automatically locate imbalanced content. Park
et al. (2021) in particular focused on bios where
the subject was portrayed with a more negative
implied sentiment. Here, we focus on a different
aspect of sentiment differences: the omission of
content with positive implied sentiment from one
language version.

Specifically, we follow these steps to identify im-
balanced content: First, we identify bios from the
LGBTBIOCORPUS where a high rate of positive
facts are excluded from one language version com-
pared to another.” Next, we introduce a method to
identify positive life events that are missing in that
language version. We provide a formal argument

"It is also effective at identifying individual facts present
in one language version but absent in another (see §2), but for
this analysis we consider collections of multiple facts.

demonstrating that our INFOGAP based method
for identifying missing events is highly accurate.
Finally, we conclude with examples of findings.

Step 1. Identifying biographies with imbalanced
implied sentiment. Consider a pair of articles &
and F' written in different languages, and suppose
we wanted to find bios where F' omitted positive
content at a high rate. We conduct a hypothesis test
to determine whether the number of positive facts
included in both languages is significantly lower
than expected based on the overlap rate of neutral
facts. Concretely, we perform a bayesian hypoth-
esis test based on the BetaBinomial distribution;
we provide complete details in Appendix G.

Our test identifies 274 imbalanced LGBT biogra-
phies when considering En — Ru and 236 when
considering En — Fr. We can follow the same pro-
cedure for finding English biographies that compar-
atively lack positive information, when compared
to their French and Russian counterparts. We find
105 and 199 biographies in the Ru — En and Fr
— En direction, respectively.

Step 2. Identifying events that are unique to a
language version. Having identified biographies
that could benefit from remediation, we next fo-
cus on finding the positive-connotation carrying
content that is missing from one language version.
By comparison to Park et al. (2021), who could
only analyze 10 biographies for identifying imbal-
anced content, we can leverage INFOGAP to iden-
tify imbalanced content at scale within the subset
of biographies we identified. We focus on finding
positive connotation events — longer collections of
facts that are thematically related — rather than indi-
vidual isolated facts since the omission of a whole
event is more egregious. Practically speaking, we
search for paragraphs V = ey, ..., en, where all
facts in the paragraph are missing from F":

M={VeElal{FWfe|ic [Ny} (1)

We then select a subset of M : paragraphs contain-
ing at least one positive connotation fact.

INFOGAP is highly effective at identifying miss-
ing events. Consider aneventV = eq,...,en,,
that is described in article E. Suppose that INFO-
GAP predicted that V is not covered by F', that
is that F' does not entail any of the events in V:
F F e;,i € [Ny]. For INFOGAP to be wrong,
i.e., V is actually present in F', there needs to
exist a subset of facts e;q),...,e;x) € V, for
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k=p- Ny (0 < p < 1), that are entailed by F"
F F ¢e;;),j € [k]. We can bound the probability
of this error.

Proposition 1 (Error Bound of Event Identification
through InfoGap). The probability of INFOGAP
making k errors is < exp(—2(1 — €)%k), where €
is the error rate of the classifier when it predicts
F '7! €;.

Proof. Given that the error rate of the classifier is
€, the expected number of errors for £ predictions
is € - k. However, the classifier made k mistakes, so
we have made € - k 4 (1 — €) - k errors, an additive
factor of t = (1—e¢)-k more mistakes than expected.
By Hoeffding’s inequality (Appendix H), where
we supply our expected value p = € - k and the
deviation from the expected value of t = (1 —¢) -k,
we obtain an upper bound of:
<exp (—2(1 — €)*k*/k) = exp(—2(1 — €)*k).
O

The significance of this claim is that it is rare for
the INFOGAP classifier to make a large number (k)
of mistakes when the error rate is ¢ (where ¢ << 1).
Moreover, the probability of mistakes decreases
very quickly in the accuracy of the classifier and
the number of facts in V that were predicted to not
be entailed by F'. As we showed empirically in
Section 2, the INFOGAP classifier is reliable (low
€) and thus it has a strong capacity to find events
that are only described in one language version.®

Findings. In Table 5, we demonstrate positive
events that are unique to one language version
when compared to another. We find that Chelsea
Manning’s Fr page describes praise for her whistle-
blowing during the Afghanistan war. The Fr
page also discusses her whistleblowing on the Abu
Ghraib prison conditions (Hersh, 2004). Conspic-
uously, both events are omitted from the En page,
despite the En page being otherwise longer. Amer-
ican perception of this instance of whistleblow-
ing skewed negative (Pew Research Center, 2010),
which may have played a role in the disparities
between the En and Fr pages.

We also find Tim Cook’s Ru page — but not his En
page — makes note of his fundraising initiative to
defend Ukraine in the current Russo-Ukranian war.
It is unsurprising that it appears in the Ru page, as it

80ne shortcoming of this argument is if F discusses a com-
pletely different aspect of the event V than E. We conjecture
that this is unlikely since both articles should at least contain
the central propositions about the event.

directly pertains to Russia. However, the omission
of this fact from the En page is remarkable, since it
had received some media attention from American
outlets (Clark and Schiffer, 2022). One reason for
this omission may be that there is a partisan divide
on US involvement in the war (Pew Research Cen-
ter, 2024). This fact may not have been included in
En to maintain a veneer of neutrality.

It is important to note however that Wikipedia’s
Neutral Point of View policy advocates for a bal-
anced representation of views (Matei and Dobrescu,
2011), rather than outright filtering or censorship.
Our findings raise questions about the degree to
which a cross-linguistically consistent “Neutral
Point of View” is realizable. INFOGAP enables
studying these cross-linguistic differences in por-
trayals of public figures at scale.

4 Related Work

Automated comparison of multilingual
Wikipedia articles. We contribute to a large
body of work on understanding differences
between language versions of Wikipedia. Hecht
and Gergle (2010) also compare Wikipedia
language versions and consider their information
gaps, and later develop a web tool to bridge these
multilingual gaps (Bao et al., 2012). However,
their evaluation is at a higher level of abstraction:
they look at whether or not two language versions
have on a topic. By comparison, we compare
content differences between two language versions
on the same topic. Duh et al. (2013) considered
a pipeline similar to INFOGAP for the task of
keeping multilingual Wikipedia documents con-
sistent. However, their pipeline used embedding
similarity; in early experiments, we found that
using embedding similarity for identifying poten-
tial entailments performed very poorly (relative
to X-FACTMATCH). Massa and Scrinzi (2012)
created a web tool that permits visual comparison
of Wikipedia articles in two different languages.
Rodriguez et al. (2023) also perform comparative
analyses across language versions in Wikipedia.
However, they consider more fine-grained content
differences between pairs of the most closely
related paragraphs between different language
versions’ article on a topic. Their method was
not designed for computing the overall article
level overlaps and differences of the form we
demonstrate in Fig. 3.
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Pair

Person

Events

En X,Ru v

Tim Cook

In 2022, following Russia’s invasion of Ukraine, Tim Cook called on the company’s
employees to donate to help Ukraine. Apple’s CEO announced the decision to suspend
sales of equipment in Russia and also said that the company would triple the amount of
donations made by employees to support Ukraine, and this would be retroactive to February
25, 2022.

En X, Fr v

Chelsea Manning

“Ron Paul, a leader of the libertarian movement within the Republican Party, endorsed
Manning on April 12, 2013, stating that Manning had done more for peace than
Obama—referring to Obama’s 2009 Nobel Peace Prize win: “While President Obama
was initiating and expanding unconstitutional wars abroad, Manning, whose actions caused
exactly zero deaths, was shining a light on the truth behind those wars. Which of the two
has done more for peace is clear.”

Env,FrX

Caster Semenya

In 2010, the British magazine New Statesman included Semenya in its annual list of
“50 People That Matter” for unintentionally instigating “an international and often ill-
tempered debate on gender politics, feminism, and race, becoming an inspiration to gender
campaigners around the world”

Env,RuX

Ada Colau

During her period as mayor of Barcelona, Colau has maintained a political stance against
activities that are susceptible of contributing to greenhouse gas emissions and air pollution.
She has repeatedly opposed the expansion of El Prat airport and the use of private cars in
the city, and has pushed regional authorities to restrict the number of cruise ships arrivals
in Barcelona. In 2020 she declared a “climate emergency”, advocating limiting the con-
sumption of meat at schools and forbidding councillors from using the Barcelona-Madrid
air shuttle.

Table 5: Examples of events from biographies that contain a large number of positive facts that are only contained
in one language version of the article relative to another. We provide translations (Google Translate) for the first two
rows, rather than the original French and Russian content.

Case studies on cultural differences in multilin-
gual Wikipedia. We highlight two studies that
were not mentioned elsewhere in this work. Hick-
man et al. (2021) analyze how a boundary dispute
over Kashmir between India and Pakistan is rep-
resented in English, Hindi, and Urdu Wikipedia,
analyzing how the Neutral Point of View principle
is upheld. They find there is a sizeable number of
cross-language editors between Urdu and English,
as well as Hindi and English, but not Urdu and
Hindi, attributing this to the popularity of English
Wikipedia. Kharazian et al. (2024) studied how
the Croatian language version of Wikipedia was
usurped by a small group of editors who aimed to
promote far-right bias and disinformation about var-
ious Croatian political figures, groups, and events.
This bias was apparent when comparing the Croat-
ian articles to Serbian and English ones.

5 Conclusion

We presented INFOGAP, a reliable method for ef-
ficient comparative analysis between two narra-
tives on the same topic written in different lan-
guages. We deployed the method to discover dif-
ferences in LGBT people’s portrayals, locating
shared facts, as well as information gaps and in-
consistencies across 2.7K English, Russian, and
French Wikipedia biography pages. INFOGAP can

be directly applied beyond analyzing differences
in multilingual Wikipedia biographies. Analyzing
variation in topic coverage is at the heart of much
research in the social sciences, from understanding
media manipulation strategies (Field et al., 2018),
to analyzing differences in argumentation from dif-
ferent stances in a contentious debate (Luo et al.,
2020), to analyzing quotation patterns in partisan
media (Niculae et al., 2015). Overall, our research
lays the foundation for enabling targeted, nuanced
textual comparative analyses at scale.

6 Limitations

Applicability to specialized domains. Our
method relies on the language understanding abil-
ities of the underlying language model (GPT-4 in
our case). While we were able to achieve high
accuracy on the LGBTBIOCORPUS, it is not guar-
anteed that similarly high-accuracy can be achieved
if we were to apply INFOGAP to more specialized
domains, where domain expertise may be required
to assess the equivalence of two facts in different
languages, such as comparing Wikipedia articles
concerning scientific topics.

Connotation is subjective. In Section 3 we in-
vestigated the effect of connotation on the inclu-
sion of facts in different language versions. We
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acknowledge that connotation is fairly subjective,
and may depend on a reader’s stance towards the
topic and their cultural background. To ensure a
high degree of replicability of our results, we have
released our all of the finetuned models we applied
in §3, including the connotation models.

Ablations of INFOGAP components. We did
not perform ablations of the components of the X-
FACTALIGN step in the INFOGAP pipeline (§2).
Our aim was to demonstrate that high-quality auto-
matic cross-lingual comparative analysis is not only
possible (§2.3) but provides considerable benefits
in downstream analyses (§3). We will perform thor-
ough ablations with a larger number of annotated
samples in future work.

7 Ethical Considerations

Data. The dataset used in this study, LGBTBI0O-
CORPUS, is publicly available.

Models. We used language models to make clas-
sification predictions, limiting their ability to gen-
erate offensive content. We used a closed-source
model, GPT-4, which entails high costs, and may
not be suitable for applying our method to different
datasets, especially those containing private infor-
mation. The distilled version of INFOGAP, which
uses open-source models, addresses both concerns.
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into a list of independent facts. All of
the facts should be placed in a stringified
python list.\n {paragraph?}

Fr  Veuillez décomposer le paragraphe suiv-
ant en une liste de faits indépendants.
Tous les faits doivent &tre placés dans
une liste python sous forme de chaine de
caracteres.\n {paragraph}

Ru TloxkasyiicTa, pasbeiite ciemyroruii ab-
3all, Ha CIIUCOK HE3aBUCHUMBIX (DAKTOB.
Bce daxTbl HO/RKHBI OBITH ITOMEIIe-
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["Tum BBIPOC B roposie Majibopke, mrar
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B 1982 romy.’,’Kyk mosydus JuiioMm
MBA B mkose Pykya yHUBEpCHUTETA
Jproka B 1988 rozy.’|).\n {paragraph}"

Table 6: Fact decomposition prompts for each of the
languages we consider (§2).
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A Fact Decomposition Prompt

We provide the fact-decomposition prompts in Ta-
ble 6. For Ru, we found that an example was re-
quired in order for the GPT-4 response to be con-
sistently structured in the form of a python list of
strings, while the other languages (En, Fr) were
able to successfully follow this instruction without
an example.

B Fact Equivalence Prompt

We provide the prompts for X-FACTMATCH in
Table 7. Concretely, the first row contains the
prompt for En — Ru and En — Fr; the sec-
ond for Fr — En; and the third for Ru — En. In
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En Consider these English facts about
{person_name}:\n {src_facts}. Is
the last fact in the list inferrerable
from the following {tgt_lang}
facts?\n  {tgt_facts}. Return ei-
ther yes or no.

Fr Considérez ces francais sur
{person_name}:\n {src_facts}.
Est le dernier fait de la liste in-
férable de 1'une des listes de faits
suivantes?\n {tgt_facts}. Retournez
oui or non.

Ru Paccmorpum st daxThl Ha pyc-
cKkoM s3blke O {person name}:\n
{src_facts}. MoxHO s BbIBeCTH II0-
ciegHuit (pakT U3 OTHOIO U3 CJIEIYIO-
mux cnuckoB dakros?\n {tgt facts}
Bosspaiaer cimcok, cogepKanuii | na’
Wi 'HeT’| — OJIMH OTBET JIIsi KasKJIO0r0
crncka dakros {tgt lang}. Bee orse-
ThI «JIa/HET» JIOJIKHBI OBITH [TOMeEIIIe-
HBI B CIIUCOK ¢TPOK Python. (Hanpumep,

Her’, 'na’|)

faits

) )

['ma’,

Table 7: Prompts for X-FACTMATCH (§2).

each prompt, the src_facts variable is equivalent
toe;_o,€;,_1,¢e; from §2.2, while tgt_facts con-
tains fj_o, fj—1, f;, for j € [k]. That is, we use
these prompts to determine whether e; is contained
in the other language (e.g., Fr for the En — Fr
direction).

C Seed biographies

In Table 8 and Table 9, we list the seed set of bi-
ographies, that were used for obtaining INFOGAP
labels. We performed our human annotation ex-
periment §2.3 for INFOGAP on these labels. We
then used these labels to distill flan-t5-1arge
and mt5-1arge for our analyses in §3.

We also used these seed biographies for obtain-
ing connotation labels from GPT-4 for our anal-
ysis in §3, which we then also used to distill
into flan-t5-large and mt5-large for predict-
ing connotation labels at a larger scale.

D InfoGap Distillation Hyper-Parameters

We report fine-tuning hyperparameters for the Hug-
gingFace Trainer in Table 10. Unspecified values
use the default setting of the Trainer (python ver-
sion: 4.34.1). For all tasks, we used a train/test

En — Fr;Fr — En

Gabriel Attal

Ellen DeGeneres
Tim Cook

Kim Petras

Alan Turing
Caroline Mécary
Abdellah Taia
Sophie Labelle
Frédéric Mitterrand
Philippe Besson

Table 8: Initial seed set of people for obtaining INFO-
GAP labels with GPT-4 for the En — Fr and Fr — En
directions; see §2.3. We used the INFOGAP labels on
this seed set to finetune a flan-t5-1large model; see
§3.1.

En — Ru;Ru — En

Pyotr Ilyich Tchaikovsky
Tim Cook

Dmitry Kuzmin

Masha Gessen

Nikolay Alexeyev
James Baldwin

Ali Feruz

Elena Kostyuchenko
Mikhail Zygar

Pyotr Verzilov

Sergey Sosedov
Yekaterina Samutsevich

Table 9: Initial seed set of people for obtaining INFO-
GAP labels with GPT-4 for the Ru — Enand En — Ru
directions; see §2.3. We used the INFOGAP labels on
this seed set to finetune a mt5-1arge model; see §3.1.
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Model Task hyperparameter value

flan-t5 Fact decomp. auto_find_batch_size True
Learning rate Se-5
Num. epochs )
X-FACTMATCH | auto_find_batch_size True
Learning rate 5e-5
Num epochs 5
Conn. prediction | auto_find_batch_size True
Learning rate 5e-5
Num. epochs 5
mT5 Fact decomp. Batch size 2
Learning rate 9.5e-4
Weight decay 0.0
Gradient accumulation steps 4
Num. epochs 5
X-FACTMATCH | Batch size 2
Learning rate 8.5e-5
Weight decay 0.4
Gradient accumulation steps 4
Num. epochs 5
Conn. prediction | auto_find_batch_size True
Learning rate Se-5
Num. epochs 5

Table 10: Parameters provided to the HugggingFace trainer for the flan-t5-1arge and mt5-1arge models.
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split of 0.9/0.1. As for evaluation metrics, we
used Rouge-1 for fact decomposition (§2.1), and
Micro-F1 for X-FACTMATCH (§2.2) and connota-
tion prediction (§3.3). For the En — Frand En —
Fr directions, we apply the flan-t5 models. We
obtained strong validation set performance (0.85
Rouge-1; 0.85 and 0.88 F1s for the connotation
prediction and X-FACTMATCH tasks, respectively)
using the same hyperparameter settings across all
three tasks.

We found that flan-t5-1arge did not general-
ize well to Ru, obtaining poor performance in fact
decomposition and often predicting nonsensical
Russian strings. We thus resorted to mt5-1arge in-
stead (Xue et al., 2020), since Russian is one of the
largest languages in terms of its pre-training data
sizes. After a hyperparameter sweep over learn-
ing rates, gradient accumulation sizes, and weight
decay values, we found much better performance
with mT$5, obtaining validation set performances of
0.89, 0.79, and 0.86 for fact decomposition, con-
notation prediction, and X-FACTMATCH tasks, re-
spectively.

All finetuning was completed on a single
NVIDIA L40 GPU.

E Connotation modeling

Forced alignment procedure. As mentioned in
§3.3, we applied forced alignment to assign de-
composed facts back into their original full sen-
tences. Forced alignment is a constrained version
of Dynamic Time Warping, where the alignment is
monotonic. Forced alignment requires a distance
function, we used hubness-corrected distance (Sec-
tion 2.1).

Connotation prompts . We provide the prompts
used for obtaining connotation labels in Table 11.
The content variable contains up to 3 sentences,
Si—2,8i—1, S;. While we’re interested in the conno-
tation towards person_name conveyed in the last
sentence s;, we provide the prior two sentences for
more context. We prompted for both connotation
labels and rationales for the labels, after finding
that prompting for a rationale prevented the mod-
els from vastly overextending the neutral label.
This aligns with prior research on text classifica-
tion, where generating rationales improved accu-
racy (Wiegreffe et al., 2021).

En The pronoun for {person_name} is
{pronoun}. Does the following text
about {person_name} imply a positive,
neutral, or negative sentiment towards
{person_name}? Explain why in one sen-
tence. Write your response in JSON for-
mat with two keys: label and explanation).
\n {content} (pos/neutral/neg)

Fr Le pronom du {person_name} est
{pronoun}. Est-ce que le texte suivant
au sujet de {person_name} implique un
sentiment positif, neutre ou négatif envers
{person_name}? Expliquez pourquoi
en une phrase. Ecrivez votre réponse
en format JSON avec deux clés: éti-
quette et explication). \n {content}
(pos/neutral/neg)

Ru Mecroumenue
- {pronoun}.
caeqytonmumii Teker o {person name}
HOJIOXKUTEJIbHOE,
WA OTPHUIATEJbHOE OTHOIIEHHE K
{person_name}? OGbsicHuTE HOYEMY
B OXHOM upemoxkenun. Hamwmmre
pamm oreer B dopmare JSON ¢
JIBYMsI KJIIOYaMHU: MeTKa M OObsiC-
Henne). \n {content} (mosokuresn-
HBI1 /Hel TpasIbHBII /OTpUIATE IHbHBIH )

st {person name}
TlonpasymeBaer Jjn

HellTpajibHOE

Table 11: Prompts for obtaining connotation predictions
for sentences (§3.3).

Language Macro-averaged F1
En 0.77
Fr 0.77
Ru 0.86

Table 12: Macro-averaged F1 scores for predicting the
connotation towards the subject of a biography from a
snippet of text in the biography.
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E.1 Validation of connotation label
predictions

To validate the connotation labels predicted in §3.3,
we sampled 10 positive, 10 negative, and 10 neu-
tral connotation label predictions from Appendix C
for each of the 3 languages, thus obtaining 90 data-
points in total. One co-author then annotated each
datapoint manually, and compared the annotations
against the labels predicted by GPT-4 from the con-
notation prompt in Appendix E.

We provide the results of this classification in
Table 12. We find that the connotation predictions
are generally reliable, with all errors stemming
from confusion between neutral and positive,
or neutral and positive, rather than the more
severe error of confusing positive and negative
labels. This aligns with observations in previous
research on computational modeling of connotation
(Park et al., 2021; Rashkin et al., 2015; Sap et al.,
2017, among others).

Distillation. Having validated the quality of the
GPT-4 connotation predictions, we use the pre-
dicted labels to finetune more scalable, lightweight
models for predicting the connotation labels. We
provide hyperparameter details in Appendix D.

F Regression model fitting

We fit the regression model using the brms package
(Biirkner, 2017), with 2500 steps (500 warmup) of
the NUTS sampler (Hoffman et al., 2014). We used
a regularizing \V(0, 10) prior on all the coefficients
for the factors.

G Identifying biographies with a positive
connotation imbalance across language
versions

Plan. We consider the En — Fr direction for
an arbitrary bio, without loss of generality. We
will use the amount of neutral facts shared by both
articles to parameterize a BetaBinomial distribu-
tion. After fitting this distribution, we will simulate
draws from it to predict how much positive infor-
mation should be shared by both articles. When the
actual amount of shared positive connotation facts
is much lower than the amount predicted by the
fitted BetaBinomial distribution, we can consider
this an imbalanced biography for the En — Fr
direction.

Implementation. We first set the prior for
the neutral fact distribution to uniform (prior

to observing the actual neutral overlap ratio):
Beta(1, 1). We leverage the useful fact that the pos-
terior distribution after observing x neutral facts
€i(1)s - - - €i(z) 10 both En and Fr out of n total
facts in En is Beta(1l 4+ z,1 + n — x) (MacKay,
2003). We can then simulate draws from the
BetaBinomial distribution, first drawing a sample
from Beta(1+x, 1+n—x), followed by predicting
amount of En facts that should also be found in Fr.
The number of trials is fixed to the total number of
positive facts in the En article.

Thus, this binomial distribution tells us the num-
ber of positive facts we would expect to see in
both articles, if positive facts were not omitted at
a higher rate than neutral facts. We can then draw
S = 1000 samples, counting the number of times
K the expected amount of shared positive connota-
tion facts is higher than the acrual amount. When
K/S is close to 1.0, there is a large amount of
positive information being omitted the Fr article,
compared to the En one. We use 1 — K/S as a
p-value, with an a = 0.05.

We emphasize further that this method can be
applied in either direction (e.g., En — Fr, or
Fr — En), as well as for finding negatively im-
balanced biographies, where one language version
includes negative content at a rate much higher than
expected under the neutral rate.

H Hoeffding’s inequality

We provide the full statement of Hoeffding’s in-
equality for easy reference (Mitzenmacher and Up-
fal, 2017; Harvey, 2022):

Theorem 1 (Hoeffding’s inequality). Let

X1,...,X, be independent random vari-
ables such that X; always lies in the inter-
val [0,1]. Define X = ", X;. Then

Pr{|X — B[X]| > t] < 2exp(—t%/2n).
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