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Abstract

Step Chemical Reaction Networks (step CRNs) are an augmentation of the Chemical Reaction Net-
work (CRN) model where additional species may be introduced to the system in a sequence of “steps.”
We study step CRN systems using a weak subset of reaction rules, void rules, in which molecular species
can only be deleted. We demonstrate that step CRNs with only void rules of size (2,0) can simulate
threshold formulas (TFs) under linear resources. These limited systems can also simulate threshold
circuits (TCs) by modifying the volume of the system to be exponential. We then prove a matching
exponential lower bound on the required volume for simulating threshold circuits in a step CRN with
(2,0)-size rules under a restricted gate-wise simulation, thus showing our construction is optimal for
simulating circuits in this way.

1. Introduction

Chemical Reaction Networks (CRNs) are a well-established model of chemistry. In this model, chemical
interactions are modeled as molecular species that react to create products according to a set of reaction
rules. CRNs have been extensively studied since their standard formulation in the 1960s [6, 7]. Several
equivalent models were also introduced around the same time with Vector Addition Systems (VASs) [20]
and Petri-nets [24]. Further, Population Protocols [3] are a restricted form of the model focused on
bimolecular reactions.

Step CRNs. These models all assume a discrete starting number of species or elements and reaction rules
that dictate how they can interact. Thus, any change in species numbers is only through these interactions.
Motivated by standard laboratory procedures where additional chemical species may be added to an initial
container of species after a set of reactions has passed, we utilize an extension to the CRN model known
as the Step Chemical Reaction Network model (step CRN) first introduced in [2]. The step CRN model
adds a sequence of discrete steps where additional species can be added to the existing CRN configuration
after waiting for all possible reaction rules to occur in the system.

Bimolecular Void Rules. In this paper, we use the terms reaction and rule interchangeably to denote
a reaction rule. We focus on step CRN systems that include only bimolecular void rules ((2, 0) rules)
which are CRN rules that have two reactants and no products, and thus can only delete existing species.
Void rules of size (2, 0) and (3, 0) were first studied within the standard CRN model in the context of the
reachability problem [1]. While standard CRN rules are powerful thanks to their ability to replace, delete or
create new species, (2,0) rules have extremely limited power to compute even simple functions in a standard
CRN [2]. In contrast, we show (2, 0) void rules become capable of computing Threshold Formulas (TF)
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Function Computation

Rules Species Steps Volume Simulation Family Ref

(2, 0) O(G) O(D) O(G) Gate-Wise TF Formulas Theorem 1

(2, 0) O(G) O(D) O(GFout
D) Gate-Wise TC Circuits Theorem 2

(2, 0) - - 2Ω(D) Gate-Wise TC Circuits Theorem 3

Table 1: Results in the paper related to computing circuits with (2, 0) void rules in step CRN systems. D
is the circuit’s depth, G is the number of gates in a circuit, and Fout is the maximum fan-out of a gate in
the circuit.

and Threshold Circuits (TC) in the step CRN model. Threshold circuits are a computationally universal
class of Boolean circuits that have practical application in deep learning, and consist of any Boolean circuit
made of AND, OR, NOT, and MAJORITY gates.

Computation in Chemical Reaction Networks. Computation within Chemical Reaction Networks is a well-
studied topic. Within stochastic Chemical Reaction Networks with some possibility for error, the systems
are Turing-complete [27]. In contrast, error-free stochastic CRNs are capable of computing semilinear
functions [5, 12]. Further, molecules themselves have long been studied as a method of information storage
and Boolean logic computation. In particular, CRNs and similar models have been extensively studied
in these areas [8, 9, 11, 13, 15, 19, 21, 25, 26]. Logic gates such as AND [11, 14, 22, 26, 28, 30], OR
[11, 14, 26, 28], NOT [11], XOR [11, 30], NAND [11, 13, 15, 29], NOR [11], Parity [16, 17, 18] and Majority
[4, 10, 23] have also been explored.

Our Contributions. Table 1 gives an overview of our results, and the paper is formatted to introduce
the general techniques and then expand into the necessary details to prove these results. Section 3.2 shows
how a step CRN, using (2,0) void rules, computes individual logic gates. We then show how these gates
can be combined to build a general construction of threshold formulas in Section 3.4. Theorem 1 shows
how a step CRN with only (2, 0) rules is capable of computing threshold formulas with O(G) species, O(D)
steps, and O(G) volume, where G is the number of gates in a circuit and D is the depth of a circuit.

In Section 4, we modify this construction to compute threshold circuits with O(G) species, O(D) steps,
and O(GFout

D) volume, where Fout is the maximum fan-out of the circuit. Finally, in Section 5 we show
that the volume lower bound for simulating a circuit using gate-wise simulation in a step CRN with (2,0)
rules is 2Ω(D). This lower bound is of note in that it shows the exponential volume utilized by the positive
result is needed for this style of computation, and it shows a provable change in power from the polynomial
volume achievable with (3, 0) void rules [2].

2. Preliminaries

2.1. Chemical Reaction Networks

Basics. Let Λ = {λ1, λ2, . . . , λ|Λ|} denote some ordered alphabet of species. A configuration over Λ is a
length-|Λ| vector of non-negative integers that denotes the number of copies of each present species. A
rule or reaction has two multisets, the first containing one or more reactant (species), used for creating
resulting product (species) contained in the second multiset. Each rule is represented as an ordered pair
of configuration vectors R = (Rr, Rp). Rr contains the minimum counts of each reactant species necessary
for reaction R to occur, where reactant species are either consumed by the rule in some count or leveraged
as catalysts (not consumed); in some cases a combination of the two. The product vector Rp has the
count of each species produced by the application of rule R, effectively replacing vector Rr. The species
corresponding to the non-zero elements of Rr and Rp are termed reactants and products of R, respectively.
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((Λ,Γ), (s0, s1, s2, . . . sk−1)), where the first element of the pair is a normal CRN (Λ,Γ), and the sec-
ond is a sequence of length-|Λ| vectors of non-negative integers denoting how many copies of each species
type to add after each step.

Given a step CRN, we define the set of reachable configurations after each sequential step. To start off,
let REACH1 be the set of reachable configurations of (Λ,Γ) with initial configuration s0, which we refer to
as the set of configurations reachable after step 1. Let TERM1 be the subset of configurations in REACH1

that are terminal. Note that after just a single step we have a normal CRN, i.e., 1-step CRNs are just
normal CRNs with initial configuration s0. For the second step, we consider any configuration in TERM1

combined with s1 as a possible starting configuration and define REACH2 to be the union of all reachable
configurations from each possible starting configuration attained by adding s1 to a configuration in TERM1.
We then define TERM2 as the subset of configurations in REACH2 that are terminal. Similarly, define
REACHi to be the union of all reachable sets attained by using initial configuration ci−1 at step si−1 plus
any element of TERMi−1, and let TERMi denote the subset of these configurations that are terminal.

The set of reachable configurations for a k-step CRN is the set REACHk, and the set of terminal
configurations is TERMk. A classical CRN can be represented as a step CRN with k = 1 steps and an
initial configuration of I = s0.

2.4. Computing Functions in Step CRNs

Here, we define what it means for a step CRN to compute a function f(x1, . . . , xn) = (y1, . . . , ym) that maps
n-bit strings to m-bit strings. For each input bit, we denote two separate species types, one representing
bit 0, and the other bit 1. An input configuration to represent a desired n-bit input string is constructed
by selecting to add copies of either the 0 species or the 1 species for each bit in the target bit-string.
Similarly, each output bit has two species representatives (for 0 and 1), and we say the step CRN computes
function f if for any given n-bit input x1, . . . , xn, the system obtained by adding the species for the string
x1, . . . , xn to the initial configuration of this system in step 1 results in a final configuration whose output
species encode the string f(x1, . . . , xn). Note that for a fixed function f , the species si added at each step
are fixed to disallow outside computation. We now provide a more detailed formalization of this concept.

Input-Strict Step CRN Computing. Given a Boolean function f(x1, . . . , xn) = (y1, . . . , ym) that maps a
string of n bits to a string of m bits, we define the computation of f with a step CRN. An input-strict
step CRN computer is a tuple Cs = (S,X, Y ) where S = ((Λ,Γ), (s0, s1, . . . , sk−1)) is a step CRN, and
X = ((xF1 , x

T
1 ), . . . , (x

F
n , x

T
n )) and Y = ((yF1 , y

T
1 ), . . . , (y

F
m, yTm)) are sequences of ordered-pairs with each

xFi , x
T
i , y

F
j , y

T
j ∈ Λ. Given an n-input bit string b = b1, . . . , bn, configuration X(b) is defined as the

configuration over Λ obtained by including one copy of xFi only if bi = 0 and one copy of xTi only if bi = 1
for each bit bi. We consider this representation of the input to be strict, as opposed to allowing multiple
copies of each input bit species. The corresponding step CRN (Λ,Γ, (s0 +X(b), . . . , sk−1)) is obtained by
adding X(b) to s0 in the first step, which conceptually represents the system programmed with input b.

An input-strict step CRN computer computes function f if, for all n-bit strings b and for all terminal
configurations of (Λ,Γ, (s0+X(b), . . . , sk−1)), the terminal configuration contains at least 1 copy of yFj and

0 copies of yTj if the jth bit of f(b) is 0, and at least 1 copy of yTj and 0 copies of yFj if the jth bit of f(b)
is 1, for all j from 1 to m.

We use the term strict to denote requiring exactly one copy of each bit species. While previous work
has focused on strict computation [2], the focus here is a relaxation of this requirement in which multiple
copies of each input species are permitted.

Multiple Input Relaxation. In this paper, we focus on a relaxation to strict computing that allows for
multiple copies of each input bit species, i.e., we modify the strict definition by allowing some number
greater or equal to 1 of each xFi or xTi species in the initial configuration (but still requiring 0 copies of the
alternate choice species). A system that computes a function under this relaxation is said to be multiple
input relaxed.
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Gate Type Step Relevant Rules Description

AND Add
yTi

∀j ∈ f in
i : yFj→i

xTj + yFj→i → ∅

xFj + yTi → ∅

An input species with a certain
truth value deletes the

complement output species.

OR Add
yFi

∀j ∈ f in
i : yTj→i

xTj + yFi → ∅

xFj + yTj→i → ∅

An input species with a certain
truth value deletes the

complement output species.

NOT Add
yTi
yFi

xTj + yTi → ∅

xFj + yFi → ∅

The input and output species that
share the same truth value delete

each other.

Table 2: (2, 0) rules and steps for computing AND, OR, and NOT gates.

Steps Relevant Rules Description

1 Add
|f in

i | · aTi
|f in

i | · aFi

∀j ∈ f in
i :

xTj + aFi → ∅

xFj + aTi → ∅

∀j ∈ f in
i , convert xbj input

species into abi species.

2 Add
⌊|f in

i |/2⌋ · bTi
⌊|f in

i |/2⌋ · bFi

aTi + bFi → ∅
aFi + bTi → ∅

Adding ⌊|f in
i |/2⌋ amounts of bTi and

bFi species will delete all of the
minority species, leaving some amount
of the majority species remaining.

3 Add
yTi
yFi

aTi + yFi → ∅
aFi + yTi → ∅

Convert abi into the proper output
species (ybi ).

Table 3: (2, 0) rules and steps for computing majority gates.

AND Gate Example. Consider an AND gate with index 4 and a fan-in of three; the first two inputs are true
and the last is false. For computing this gate with our model, the system’s initial configuration consists
of xT1 , x

T
2 , and xF3 . We then add yT4 , representing a true output and yF1→4, y

F
2→4, and yF3→4, representing

false outputs. The rules xT1 + yF1→4 → ∅, xT2 + yF2→4 → ∅, and xF3 + xT1 → ∅ are then applied to the system,
removing all reactant species in these rules. The remaining species is yF3→4, indicating a false output.

OR Gate. To compute an OR gate, a single false output species yFi and |f in
i | copies of the true output species

yTj→i are added in. In one step, the false input and true output species delete each other. Additionally, if
at least one true input species exists, it deletes the lone false output species along with itself, guaranteeing
a true output. The only output species remaining after the step are those whose truth value matches the
intended output.

NOT Gate. To compute a NOT gate, a single copy of the true and false output species are added in. In a
single step, the input and output species that share the same truth value b delete each other, leaving the
complement of the input species as the remaining output species.

Majority Gate. To compute a majority gate, all input species are first converted into a new species abi
(Step 1). These species retain the same index and truth value of their original inputs. If the number
of bits inputted into a majority gate is even, then an extra false input species should be added in. The
species bbi is then added (Step 2). This species performs the majority operation across all abi species. Any
species that represents the minority inputs are deleted. The remaining species are then converted into the
matching output species (Step 3).
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Initial Configuration: yT1 , y
F
2 , y

F
3 , y

T
4

Step Relevant Rules

1 Add
xT1 , x

T
2 , x

T
3 , x

T
4

xF1 , x
F
2 , x

F
3 , x

F
4

yT1 + xF1 → ∅
yF2 + xT2 → ∅
yF3 + xT3 → ∅
yT4 + xF4 → ∅

2 Add
yT5 , y

F
1→5, y

F
2→5

yT6 , y
F
3→6, y

F
4→6

xT1 + yF1→5 → ∅
xF2 + yT5 → ∅
xF3 + yT6 → ∅
xT4 + yF4→6 → ∅

3 Add
xT5 , x

T
6

xF5 , x
F
6

yF2→5 + xT5 → ∅
yF3→6 + xT6 → ∅

4 Add yT5→7, y
T
6→7, y

F
7

yF5→7 + xT5 → ∅
yF6→7 + xT6 → ∅

5 Add xT7 , x
F
7 yF7 + xT7 → ∅

(a)

Step Relevant Rules

Add
xTi
xFi

yTi + xFi → ∅
yFi + xTi → ∅
yTj→i + xFi → ∅

yFj→i + xTi → ∅

(b)

Table 4: (a) (2, 0) rules and steps for computing the formula in Figure 2b. (b) (2, 0) rules and step for
converting outputs to inputs per depth level. Add species for that represent true and false inputs. Delete
the species that are the complement of the output. Only the correct input species remains.

3.3. Formula Computation Example

We demonstrate a simple example of computing a threshold formula under our constructions. The formula
is the same as in Figure 2b. It has four inputs: x1, x2, x3, and x4. At the first depth level, x1 and x2 fan
into an AND gate, as does x3 and x4. Both gate outputs are then fanned into an OR gate, whose output
represents the final value of the formula.

The initial configuration consists of bit species that correlate to the input values for the formula. Step
1 converts the species into input species for the first depth level. Step 2 then performs all gate operations
at the first depth level. Step 3 converts the output species of the gates into input species for the next and
final depth level. Step 4 computes the only gate at this level. Finally, Step 5 coverts that gate’s output into
an input species that represents the final output of the formula. A more detailed explanation of computing
the formula is in Table 4a.

3.4. Threshold Formula Computation

We now introduce another step with rules that convert the output species of one depth level into input
species for the next level, enabling the complete computation of a TF. We then prove the computational
complexity of computing TFs within our system.

Depth Traversal. To enable the traversal of every gates’ bits at a specific depth level to the next level,
every output species is converted into an input species in one step. The same truth value and index is
retained between the output and input species. Table 4b shows how to compute depth level traversal for
an output bit with index i.

Theorem 1. Threshold formulas (TF) can be computed with multiple-input relaxation by a step CRN with
only (2, 0) rules with upper bounds of O(G) species, O(D) steps, and O(G) volume.

Proof. Each gate of a TF is represented by a constant number of species, resulting in O(G) unique species.
All gates at a given depth level are computed simultaneously in constant steps. Computing a TF therefore
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To prove the lower bound, we design a circuit that is able to be simulated by any step CRN using
only (2, 0) rules as follows. The circuit has D stages such that each stage of the circuit has O(1) layers.
We establish a recursive inequality for the CRN volume over three consecutive stages which implies an
exponential lower bound for species in the input stage. We show a proof that the lower bound of volume
in a step CRN that uses gate-wise simulation to simulate a boolean circuit with only (2, 0) rules is 2Ω(D).

Definition 5. A step CRN uses gate-wise simulation to simulate a circuit V (·) if each gate g is assigned
c1,g copies of species 1g, which represents output 1, and c0,g copies of 0g, which represents output 0. When
gate g computes an output, it will be either c1,g copies of species 1g for the case 1, or c0,g copies of species
0g for the case 0. We define C(g) = c1,g + c0,g to be the number of species used for gate g. There is a
special case that g is one of the input bits (source gates with fan-in 0) that satisfies c1,g = 0 or c0,g = 0,
as each input bit is either 0 or 1. Let a step CRN have k steps 0, 1, · · · , k− 1 as defined in Section 2.4. It
also satisfies the conditions:

• Every gate g enters its complete state at exactly one step i, which is denoted by complete(g) = i.
After step i, the system releases ca,g copies of species ag and removes all copies of species (1 − a)g
to represent gate g having the output a. After step complete(g), the system does not generate any
additional copy of 1g or 0g (it may keep some existing copies of ag). The output of gate g determines
the simulation according to the logic of circuit.

• For two different gates g1 and g2, if there is a directed path from g1 to g2 (g1’s output may affect g2’s
output) in the circuit V (·), then complete(g1) < complete(g2).

If a circuit V (·) computes a function f(x1, · · · , xn) = y1, · · · , ym ({0, 1}n → {0, 1}m) and V (·) is
simulated using gate-wise simulation in a step CRN, define 1f(·),i to represent the case yi to be 1 and 0f(·),i
to represent the case yi to be 0.

By Definition 5, when gate g outputs 1, all the c0,g copies of 0g are removed and it has c1,g copies of 1g
to enter the next layer of a circuit. The step CRN given in Section 4 uses gate-wise simulation to simulate
threshold circuits. Our lower bound result in this section shows that the exponential volume is required.

Lemma 1. Assume that a step CRN with (2, 0) rules simulates a circuit V (·). Let b ∈ {1g, 0g} be the
output species. If one copy of a species is removed or added, it results in at most one difference in the
number of copies of species b.

Proof. We prove via induction over the total start volume. If the start volume is zero, it is trivial. Adding
one copy of species u results in no additional changes since there is only one copy of a species and every
rule requires two copies. This is why it affects at most one copy of a species in the output side.

Consider the case that the start volume is one. We only have one copy of a species v. If one copy of u
is added, there are two possible cases: 1) u and v do not react (no rule u+ v → ∅ exists), and 2) u and v
react (u+ v → ∅). In case 1), the output of the CRN increases by at most one copy. In case 2), the output
of the CRN removes at most one copy.

Assume it is true when the start volume is at most n. Consider the start volume to be n + 1. Let
species u lose one copy. Let u+ v → ∅ be applied (otherwise, it is trivial). We transform the problem into
adding one copy of v into a step CRN with volume n − 1. This case is proved by inductive hypothesis.
The case of adding one copy of u is similar.

Lemma 2. Let f(x1, · · · , xn) = y1, · · · , ym be a function {0, 1}n → {0, 1}m such that each variable xi and
yj has a value in {0, 1}. If a step CRN with (2, 0) rules computes f(·), and changing variable xj to 1− xj
will change yi1 , · · · , yit to 1− yi1 , · · · , 1− yit , respectively, then C(xj) ≥

∑t
k=1C(yik).

Proof. Assume that there is a step CRN to simulate f(·). Assume C(xj) <
∑t

k=1C(yik). For each Boolean
variable x, we also use x to represent the gate that outputs the value of x.
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When one copy is removed from (or added to) the input side, it may add or decrease at most one copy
on the output side by Lemma 1. If the output side needs to change its value from a ∈ {0, 1} to 1− a, then
it must remove all the copies that represent the current a and add the new copies that represent the value
1− a. Assume that the current xj has value a ∈ {0, 1}. Consider the transitions of two phases:

• Phase 1: Remove ca,xj
copies of xj . After xj is removed, it affects at most ca,xj

copies of species
yi1 , · · · , yit by Lemma 1.

• Phase 2: Add c1−a,xj
copies of xj with value 1− a over the input side. After adding c1−a,xj

copies of
xj (with flipped value), it affects at most c1−a,xj

copies of species yi1 , · · · , yyt by Lemma 1.

The output side destroys the old copies of the species for yi1 , · · · , yit , and adds new copies for yi1 , · · · , yit .
However, the 2 phases affect at most C(xj) = ca,xj

+ c1−a,xj
<

∑t
k=1C(yik) copies on the output side.

Thus, a contradiction.

Definition 6. A list of Boolean circuits {Hn(·)} is uniform if there is a Turing machine M(·) such that
each Hn(·) can be generated by M(1n) in a polynomial p(n) steps.

Theorem 3. There exist uniform Boolean circuits {VD(x1, x2, x3)}
+∞
D=1 with each VD(x1, x2, x3) : {0, 1}

3 →
{0, 1}3 s.t. each VD(x1, x2, x3) has depth O(D), size O(D), 3 output bits, and requires C(g) = 2Ω(D) for at
least one input gate g in a step CRN using gate-wise simulation to simulate VD(·) with (2, 0) rules.

Proof. We construct a circuit that has O(D) layers. It is built in D stages. Each stage has a circuit of
depth O(1) to compute function s(x1, x2, x3) = y1y2y3. The function s(·) has the properties:

s(1, 1, 1) = 111, (1)

s(0, 1, 1) = 000, (2)

s(1, 0, 1) = 011, (3)

s(1, 1, 0) = 101, (4)

s(0, 0, 0) = 110. (5)

Define function s(1)(x1, x2, x3) = s(x1, x2, x3) and s(k+1)(x1, x2, x3) = s(s(k)(x1, x2, x3)) for all integers
k > 1. The circuit V (x1, x2, x3) = s(D)(x1, x2, x3). We can also represent the circuit V (x1, x2, x3) =
s(D)(x1, x2, x3) = sD−1 ◦ sD−2 ◦ · · · ◦ s0(x1, x2, x3), where si(·) represent the function s(·) at stage i. The
circuit V (x1, x2, x3), which computes s(D)(x1, x2, x3) links the D circuits Vs(x1, x2, x3) that compute the
function s(x1, x2, x3). The three output bits for sk(·) at stage k become three input bits of sk−1(·) at stage
k − 1.

Let the output of the circuit be stage 0. The input stage has the largest stage index. Consider the
general case. Let Ck(u) be the number of copies of species u in stage k. If u is computed by a gate g, we
let Ck(u) = C(g). Let vi,k be the variable vi at stage k. As we have three output bits y1,0, y2,0, y3,0 in the
last layer (layer D), each bit yi,0 must have a copy of species to represent its 0, 1-value (see Definition 5).
Thus,

CD(y1,0) ≥ 1, CD(y2,0) ≥ 1, CD(y3,0) ≥ 1. (6)

When x1x2x3 is changed from 111 to 011 (by flipping x1), the output y1y2y3 is changed from 111 to
000. By Equations (1) and (2) and Lemma 2, we have

Ck(x1,k) ≥ Ck(y1,k) + Ck(y2,k) + Ck(y3,k). (7)

When x1x2x3 is changed from 111 to 101 (by flipping x2), the output y1y2y3 is changed from 111 to
011. By Equations (1) and (3) and Lemma 2, we have Equation 8 below. When x1x2x3 is changed from
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111 to 110 (by flipping x3), the output y1y2y3 is changed from 111 to 101. By Equations (1) and (4) and
Lemma 2, we have Equation 9 below.

Ck(x2,k) ≥ Ck(y1,k). (8)

Ck(x3,k) ≥ Ck(y2,k), (9)

When yi,k is equal to xi,k−1 as the output of sk(·) becomes the input of sk−1(·). We have

Ck(yi,k) ≥ Ck−1(xi,k−1) for i = 1, 2, 3. (10)

In each stage, the input to the function s(·) can reach all cases 000, 011, 101, 110,111 by adjusting the 3
input bits of the circuit. When the input is 111, the function s(·) gives the same output 111 at all phases.
Through a simple repetition of the above inequalities, we derive a 2Ω(D) volume lower bound.

Ck(x1,k) ≥ Ck−1(x1,k−1) + Ck−1(x2,k−1) + Ck−1(x3,k−1)(by (7), (10)) (11)

≥ Ck−1(x1,k−1) + Ck−1(y1,k−1) (by inequality (8)) (12)

≥ Ck−1(x1,k−1) + Ck−2(x1,k−2). (by inequality (10)) (13)

Let a0, a1, · · · be the Fibonacci series with a0 = a1 = 1 and recursion ak = ak−1+ak−2 for all k > 1. By
inequalities (6), (7), and the fact that every input bit affects the output bit in s(·), we have C0(x1,0) ≥ 1
and C1(x1,1) ≥ 1. This is because when the three input bits are 111, we need bit x1 to make the output
bits 111. By inequality (13), we have Ck(x1,k) ≥ ak for all k ≥ 0.

6. Conclusions and Open Problems

In this paper we show how bimolecular void rules, a subset of reaction rules with low power compared to
traditional CRNs, become capable of computing threshold formulas and circuits in the step CRN model
under gate-wise simulation. We also prove that simulating circuits under this technique requires an expo-
nential lower bound volume that matches the upper bound of our construction methods.

These results naturally lead to some promising future research directions. One approach is construct-
ing another method for simulating threshold circuits under only (2,0) rules. A more general simulation
technique could have the benefit of computing circuits without the exponential-sized volume gate-wise
simulation requires. Furthermore, our step CRN definition requires the system to reach a terminal config-
uration before moving to the next step. Relaxing this definition so that a system may reach a step without
entering a terminal configuration can make the model more valuable to general CRNs, where reachability
to a terminal configuration is not guaranteed.
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