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Large language models (LLMs) are increasingly integrated into a variety of writing tasks. While these tools
can help people by generating ideas or producing higher quality work, like many other AI tools they may
risk causing a variety of harms, disproportionately burdening historically marginalized groups. In this work,
we introduce and evaluate perceptual harm, a term for the harm caused to users when others perceive or
suspect them of using AI. We examined perceptual harms in three online experiments, each of which entailed
human participants evaluating the profiles for fictional freelance writers. We asked participants whether they
suspected the freelancers of using AI, the quality of their writing, and whether they should be hired. We found
some support for perceptual harms against for certain demographic groups, but that perceptions of AI use
negatively impacted writing evaluations and hiring outcomes across the board.

CCS Concepts: • General and reference → Empirical studies; • Human-centered computing;

1 INTRODUCTION
The public release of generative artificial intelligence (AI) technologies like ChatGPT, Claude,
Stable Diffusion, and Midjourney has lead to widespread adoption. The general public is using
generative AI for a variety of tasks from inspiring ideas [28, 85, 95] and revising text [16] to creating
images [20, 96] and popular music [13, 17, 24]. Recent scholarship in a variety of domains has
shown several benefits to using generative AI tools. For example, in the workplace, generative AI
can increase worker’s productivity and reduce the skill gap between between employees [35, 74].
In education, generative AI can support engaging, personalized learning [3, 11].

Despite the possible benefits, generative AI technologies also have the potential to cause harm.
Researchers have identified several types of harms in generative AI systems, many of which
disproportionately burden historically marginalized groups [83, 91]. Many of the identified harms
stem from biases that arise during the model development, when decisions about training data
have downstream impacts on the models outputs [47, 68]. Furthermore, the majority of these
harms directly impact the people interfacing with AI systems. For example, users may encounter
stereotypical text in language models [1] or stereotypical images in text-to-image models [27, 29, 87]
when prompting the model due to biases in the training data. However, there are some harms that
are not caused by model outputs.

In this work, we define a new type of potential implicit harm: perceptual harm. Perceptual harms,
we argue, occur when the appearance (or perception) of AI use—regardless of whether AI was
actually used—results in differential treatment between social groups. Because perceptual harms
are not caused by the models outputs, they can be categorized as a type of societal harm [83] which
reflects the adverse macro-level effects of algorithmic systems that exacerbate inequality.

Perceptual harms are likely to occur as AI-generated content continues to proliferate in various
domains, given the fact that AI disclosure statements are not enforced and that people cannot reliably
identify AI-generated content [19, 46]. Previous research in AI-Mediated Communication [33] has
demonstrated, in multiple settings, that the suspicion that a communication partner used AI to
create content results in reduced evaluations of that partner [45, 71]. Furthermore, when people
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use AI, they are seen as less intentional [38], and their work is seen as less enjoyable and having
lower quality [23]. We categorize these results from prior work as examples of perceptual harms,
but these papers did not reflect on any differential treatment. In this context, we offer a framework
to understand the various aspects of perceptual harms and how to study the impacts they may
have on different groups.
We measure perceptual harms across three axes: suspicion of AI use; evaluation of content;

and outcomes. These axes were chosen based on literature highlighting people’s inability to
distinguish between AI-generated and human-generated content, which can influence how they
assess quality [46, 53]. Additionally, we want to understand the potential real world impact of these
perceptions on outcomes for the people being evaluated. We propose that perceptual harms may
function independently across these three axes. For example, men might be more readily suspected
of using AI than women, but women’s writing could still be judged more negatively than men’s
when AI use is suspected. Investigating perceptual harms across these three dimensions, this paper
asks the following questions:

RQ1 Are different groups of people suspected of using AI at different rates?
RQ2 How does the suspicion impact the evaluation of the work across different groups?
RQ3 How does the suspicion impact the outcomes for people of different groups?

We present three studies, each of which addresses all of the research questions, with each study
focusing on a different identity category: Study 1 focuses on gender, Study 2 on race, and Study 3 on
nationality. We chose these three identity categories because they are legally protected categories
along the lines of which individuals in the U.S. context experience marginalization, and thus are
likely to display perceptual harms.
Specifically, we investigate perceptual harms in the context of online freelance marketplaces,

which both provide a plausible environment and context for an online experiment of perceptual
harms in LLMs, and serve as important context of study. Online freelance marketplaces are popular
platforms where customers can hire workers for a variety of tasks [34]. Online marketplaces have a
significant economic impact by providing additional income for many workers, with some relying
on them as their primary source of income [34]. While LLMs could help freelancers complete
tasks more efficiently (and potentially increase earnings), they have also increased competition
within the marketplace as traditional customers are opting to use the LLM as opposed to human
services [41, 62]. In an already competitive marketplace, where prior work has shown women
and Black workers face discrimination in online platforms [34], perceptual harms could further
disenfranchise these groups.

This paper addresses the research questions above using a carefully designed online experiment
to test the differences in outcomes for various demographic groups in settings that are as realistic
as possible. In the experiments, participants evaluated the profiles of freelance professionals for a
purported hiring decision. We used a within-subjects experimental design, so participants saw the
(fictional) profiles from all demographic groups (e.g., women and men in Study 1) in a randomized
order. After reading the writing content on each freelancer’s profile, we asked participants whether
they thought the freelancer had used AI assistance in their writing sample, and also asked them to
evaluate the quality, content, and structure of the writing. We also asked participants about the
likelihood of hiring the freelancer for a task similar to the writing sample.
The results are mixed. There is some evidence that different social groups may be suspected

of using AI more than others. We found that socially dominant groups (men in Study 1) and
non-dominant groups (foreign nationals in Study 3) may be impacted differentially on the basis of
AI suspicion. However, we do not see evidence of differential evaluations or differential outcomes
between groups. As expected, we find evidence that people associate AI writing with lower quality,
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and that lower quality work negatively impacts future job opportunities. Aside from these empirical
results, this work also offers a framework of how to consider and evaluate perceptual harms in
Generative AI and LLM applications having outlined a new way to think about the adverse impacts
of these technologies.

2 RELATED WORK
We situate this study in two main areas of related literature: biases in sociotechnical systems
broadly, and research specifically about AI-mediated communication. Having described this prior
work, we also explain our hypothesized findings.

2.1 Harms in Sociotechnical Systems
Sociotechnical systems—systems that are a combination of technical and social components—
have been extensively studied for biases, especially with the integration of machine learning and
AI [82, 83]. In the context of computing, many potential harms caused by these systems are seen as
byproducts of the models’ construction, and in particular the training data used [47, 68, 83, 91]. For
example, language models can produce stereotypical text or demeaning language which is often
directed at historically marginalized groups like women [54, 66] and racial and ethnic minorities [1,
72]. Similarly in image generation, text-to-image models can produce stereotypical images or fail
to recognize particular identities [27, 29, 87].
Aside from the technical components of these systems, social aspects that impact users’ expe-

riences can also cause harms. For example, users of marginalized backgrounds may require an
increased effort for the tool to work as well for them, a type of harm known as quality-of-service
harms [83]. When these tools do not perform as well for users of marginalized backgrounds,
it can cause deep feelings of frustration, self-consciousness, and shame, which users from non-
marginalized backgrounds may not experience [69, 92]. Additionally, users of marginalized back-
grounds may also not feel included by the tool, which can undermine their sense of agency [50].
Prior work has even found that visual cues in UIs can signal belongingness (or lack thereof) to
users of different gender groups [70].
In this paper, we propose a new genre of potential harm, one that is situated neither in these

technologies themselves, nor user interactions with them. Unlike model and user interaction-related
biases, we propose that public opinion about these tools, combined with existing social stereotypes
about groups or individuals, can lead to negative judgments and perceptual harms when someone
is perceived or assumed to have used an AI system (whether or not they actually did so).

2.2 AI-Mediated Communication
The broader relationship between AI technologies and people—including those using it to generate
content, and those consuming that content—has received some attention in fields outside computing,
like Communication. A growing body of work names this entire sphere of interaction AI-mediated
communication (AI-MC) [33].
Some AI-MC work has specifically focused on AI tools and trust (not to be confused with

computing research on trustworthy AI, a term describing the development of transparent and
data-privacy-respecting technologies [58, 59]). In AI-MC, researchers have empirically shown
that the perception a self-presentation profiles was written AI can negatively impact the writer’s
trustworthiness [45]. Similarly, in the context of emailing, recipients’ trust decreased when they
were told AI was involved in the writing process [63].

Notably, this decrease in trust is true despite extensive literature showing that most people
cannot reliably differentiate between human-written text and AI-generated text [14, 18, 43, 46].

, Vol. 1, No. 1, Article . Publication date: December 2024.



4 Kadoma et al.

However, when people perceive content to be AI-generated, it is seen as grammatically flawed with
verbose language [25, 46].

Although prior work has not conceptualized these trends under a single umbrella, we propose
that the differential impacts on those perceived as using AI, especially at the current moment when
the use of AI in settings like the workplace is frowned upon, can be described as a new kind of
harm: perceptual harm. Moreover, expanding on prior work that has focused on individual-level
impacts, we see the potential for stereotypes about different social groups to result in harms against
entire identity groups and not just individuals.

2.3 Hypotheses
While most harms impact historically marginalized groups, in the context of AI suspicion, we
hypothesize the dominant group will be suspected. While counterintuitive, there is evidence
to suggest that white men will be suspected of using AI since they are overrepresented in the
technology sector [15, 39, 56]. However, in Study 3 (nationality), we hypothesize the non-dominant
group will be suspected. While nationality is a political construct, it is deeply intertwined with
culture and language [94]. In the United States, although there is no official language, English
remains the dominant medium of communication [31]. Prior work has shown that non-native
English speakers are less likely to produce English without mistakes and greatly benefit from AI
assistance [8, 30, 42]. In this case, then, we believe the assumptions about nationality and language
will overpower the effect we expect in Study 1 and 2.

For the content evaluation and outcomes measurements, we hypothesize the non-dominant group
will receive lower evaluations and will be less likely to be recommended for hiring, controlling
for whether they were suspected of using AI. This hypothesis aligns with prior work that shows
discrimination in writing evaluation [49] and hiring [5].

Our hypotheses across all studies are thus:
• H1: In race and gender contexts, the dominant group will be more suspected of using AI;
however, in the context of nationality, the non-dominant group will be more suspected of
using AI

• H2: When both groups are suspected of using AI, the non-dominant group will receive lower
evaluation scores

• H3: When both groups are suspected of using AI, the non-dominant group is less likely to be
hired compared to the dominant group

3 METHODS
We addressed our research questions using a realistic within-subjects online experiment where
we asked crowdworkers to help review the profiles of freelance marketing contributors, including
whether these freelancers used generative AI to create their content. We first describe how we
created the profiles (Section 3.1) and their content (Section 3.2), before describing our measurements
(Section 3.3) and experimental procedure (Section 3.4) in more detail. We then describe participant
recruitment in Section 3.5. The research design was approved by [University Redacted] IRB, and
pre-registered on OSF1.

3.1 Profile Creation
We manipulated the demographic information of the "freelancers" in our profile presentations to
participants by using specific names and photos. Our presentation parallels the design of popular
freelancing sites like Fiverr or TaskRabbit, which do not explicitly state workers’ gender, race, or

1https://osf.io/69dn8/?view_only=561dcd19f6a94d22984fa52be4eafcf6
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nationality but feature names and photos on each profile. The selected names in Study 1 (gender) and
Study 2 (race) came from a list compiled by Gaddis [26]. The list provides a set of first names from
the New York State birth record data categorized by gender, race, and socioeconomic status (SES).
The surnames come from the US Census Bureau, which provides data on the racial composition
of the last names. For Study 1, we randomly selected two distinctly masculine first names and
distinctly feminine first names that are of the same race (White) and SES (high) from the initial
list from Gaddis [26]. The first names were then paired with common surnames that have a high
population-level occurrence for whites in the US Census. We repeated the same procedure, with
masculine names and a high SES, to select the first and last names for the Black profiles in Study 2.
In Study 3 (nationality) we used a list of names compiled by Hogan [36]. While the list does

not have nationality metadata, the names were chosen to reflect the demographics of Toronto,
Canada—a large, multi-ethnic city with many foreign born, non-native English speakers. In our
study, we randomly chose two distinctly East and Southeast Asian male names from this list. The
final set of names used in each study is shown in Table 1.

Table 1. Profile Names. Each column contains the profile names used in each study.

Study 1 Study 2 Study 3
Meredith Walsh
Emily Becker
Brett Larsen

Graham Meyer

Andre Booker
Darius Washington

Brett Larsen
Graham Meyer

Jun Liu
Fai Zhang
Brett Larsen

Graham Meyer

To create the visual representations of our freelancers, we used the AI-based image generator
ThisPersonDoesNotExist [80]. We created a distinct set of eight images in a professional headshot
style for each demographic group in our studies. The photos featured (fake) individuals in their
mid- to late-30s, which is the age of most workers on freelance platforms [81]. To create the profiles
shown in our experiment interface, we randomly matched, within each demographic group, one of
the two names to one of the eight photos.
The interface screen shown to participants was modeled after the profile pages of workers on

Guru, a popular freelance site. Figure 2 shows an example profile as it was shown in the experiment
interface, where each page features the name, photo, and location in the top banner, with the
content below.

3.2 Content Creation
We asked participants to evaluate our freelancers based on the provided writing sample within the
marketing and digital advertising domain. We selected this domain for our writing sample since
marketing and digital advertising services are highly requested on freelance marketplaces [81, 88].
Within marketing, we chose press releases for our evaluation content, rather than other writing
tasks, because they are indented to be read by a general audience. Additionally, press releases have
elements of creativity in self-promotion while also being informative [10] which ensures content
variety.

We created a set of sixteen press releases for our freelancer profiles. To expand the generalizability
of the experiment, we created four types of press releases—product launch, event announcement,
acquisition or partnership, and new hire. We started with press release templates from the public
relations websites Prowly and PR Lab so that our writing samples would mirror the visual and
written structure of various, real-life press releases. We then simplified the structure of the existing
templates by removing datelines, subject lines, logos, and company contact information. The
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(a) Study 1 Profile Photos (b) Study 2 Profile Photos (c) Study 3 Profile Photos

Fig. 1. Profile Photos. The two image sets, one per demographic group, used in each study.

Fig. 2. Screenshot of the Profile Interface. The top panel contains the profile photo, name, and location of
the (fake) freelancing marketing professional. The sample press release, supposedly written by this freelancer,
is below.

resulting set of templates for each press release type can be found in Table 2. After creating our
templates, we identified existing press releases on Prowly, PR Lab, and Business Wire websites and
modified them to match our template designs by replacing all people, products, and companies
with fictional counterparts. All of our press releases were between 300-400 words long.

The content in all of the press releases was human-written; however, in order to arouse partici-
pants’ suspicion of AI use, we manually modified half of the press releases across all press release
types to sound more AI-like. We do this modification manually for several reasons. First, LLMs are
known to “hallucinate”, producing plausible but inaccurate or unfaithful information [40, 83, 91].
Using fully AI-generated press releases could have introduced confounding variables, such as
factual inaccuracies or unintended deviations from the structure of existing press release content,
complicating our experimental analysis. Second, prior work has shown that people cannot distin-
guish between human-written content and AI-generated content, often relying on false heuristics
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to identify AI-generated content [46]. We used these heuristics, namely, verbose language and rare
or long words [25, 46], to modify half of the press releases to sound more AI-like. Given the fact that
in most human-AI co-writing situations, people typically write the majority of the text themselves
and selectively incorporate AI suggestions [6], we opted to partially modify the human-written
press releases (as opposed to modifying the whole press release), ensuring content that this faithful
to the original while still mimicking AI-like characteristics.
To arouse AI suspicion, we modified one sentence in the beginning, middle, and end of half of

the press releases to include verbose language or vivid descriptions. We used a thesaurus to replace
common words with less common synonyms. For example, in a product launch press release for
a mobile game, we modified the sentence “Meet friendly villagers along the way and help them
rebuild their homes and workshops” to become “Encounter affable villagers and assist them in
reconstructing their homes and workshops.” We call these profiles AI-inducing profiles and evaluate
whether they had a different effect than the control set of profiles (controlling for any changes in
quality evaluation that results from these edits).

Table 2. Press Release Templates. The structure of each press release per column.

Product Launch Event Acquisition or Partnership New Hire

- Title
- Product overview
- Uniqueness of the product

- Title
- Event challenges
- Future projection

- Title
- Company overview
- Message from CEO

- Title
- Overview of previous leader-
ship
- Announcement of new lead-
ership

3.3 Measures
We designed the experiment to examine the perceptual harms caused by generative AI. To do that,
our direct measures included AI suspicion, variables related to content evaluation, and a measure
of potential job (hiring) outcome.
AI Suspicion. Prior work on trustworthiness and AI-mediated communication uses the term ‘AI
Score’ to describe whether an evaluator thought the content had been AI-generated [45]. In our
work, we asked participants to review the profiles of online freelancers and stated the ‘freelancers
may have used generative AI’. By adding the statement about the freelancer’s potential AI use,
we primed participants to be suspicious of the extent to which the freelancer created the content.
We therefore refer to ‘AI Score’ as ‘AI suspicion’ as we believe this term captures our intended
measure. The response options for this measure range from definitely human-written (1) to definitely
AI-generated (5) on a 5-point Likert. We also captured participants motivation for their AI suspicion
scores through a free response.
Overall Quality. Participants were asked to provide a rating for the overall quality of the evaluation
content. Response options ranged from 1, indicating a poor piece of writing, to 5, indicating an
excellent piece of writing. We did not provide examples for what constitutes each score, allowing
participants to interpret these ratings based on their own judgment.
Content. We draw from education literature, specifically writing evaluations for English as a
Second Language (ESL) learners, to develop ourmore concrete writing evaluationmeasures. Content
captures ideas or information conveyed in the message [78, 79]. To develop our content measures,
we omitted statements that focused on details in the writing [78, 79]. Instead, we focus on first
impressions and idea clarity with the following statements: the ideas and details expressed in the
press release create an impression on the reader and all ideas are clear and fully developed. The
response options ranged from strongly disagree (1) to strongly agree (5). We simplify our analysis
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by performing a row-wise average across the responses to the two statements to create the content
index measure.
Structure. While content captures what ideas are conveyed in the writing, structure captures how
the idea is expressed [78]. We modified the statements from Rothschild [78] to omit unnecessary
details about sentence mechanics (e.g., explaining a run-on sentence or a fragment). We measure
structure with the following statements: each sentence is complete, sentences are joined in the most
effective/meaningful way, and there are almost no grammatical errors. The response options were
the same as those for the content questions. Similarly, we create a structure index by performing a
row-wise average across the three statements to simplify our analysis.
Hiring. We wanted to understand the potential outcomes due to perceptual harms, namely, if the
perceived use of generative AI would impact hiring decisions. We asked participants how likely
they would hire the freelancer to complete a similar task on a scale from 0 (very unlikely) to 100
(very likely).

3.4 Experiment Procedure
In each experiment, participants saw a demographically balanced set of four (2 demographic group
x 2 writing style) (fictional) freelance profiles in a randomized order. After reading the content
on each profile, participants were asked to evaluate if the writing sample was generated by AI
(RQ1—AI suspicion), as well as evaluate the writing’s overall quality and its quality in terms of
content and structure (RQ2—content evaluation). Participants were then asked the likelihood they
would hire the freelancer for a similar task (RQ3—outcomes). At the conclusion of the study,
we asked participants about their demographic background and familiarity and attitudes toward
artificial intelligence.

3.5 Participant Recruitment
We recruited our participants from a US-representative sample of English-speaking adults on the
crowdsourcing service Prolific. The sample size for each study was calculated based on linear mixed
model (LMM) with 80% power. Each study had its own unique set of participants. We recruited 350
participants for Study 1 and Study 2 and 300 participants in Study 3. In all studies, we excluded
participants who failed attention checks or correctly guessed the purpose of the study to ensure
high quality responses in our analysis. We had usable data from 334 participants in both Study 1 and
Study 2 and 272 participants in Study 3. Across all three studies, approximately 25% of participants
were between 55-64 years old, 64% identified as White, 37% received a bachelor’s degree, and 40%
reported being somewhat familiar with coding. More details on participant’s demographics can be
found in Section A.2 of the Appendix.

4 RESULTS
Our results provide some evidence of perceptual harms. Our three studies confirmed that different
groups are suspected of AI use at varying rates (H1), but we did not find conclusive evidence that
perceptual harms impacted evaluations of writing content (H2), or resulted in different hiring
outcomes for different groups (H3). The experiments do, however, provide strong evidence that
people associate AI-stylized writing with lower quality regardless of the author’s race or nationality,
which in turn negatively impacts job opportunities. The one notable exception to this pattern was
when AI-stylized writing was attributed to women, in which case AI suspicion did not increase
much; participants seemed willing to believe a woman had produced the poorly-received writing
herself.
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4.1 Study 1: Gender
Study 1 examined how perceptual harms may affect different gender groups. We found that men
were suspected of using AI more than women, and this difference between genders was exacerbated
when the writing style was AI-inducing. However, we did not observe gender to have a significant
impact on participants’ evaluations of writing quality or their hiring recommendations.
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(b) AI-stylized writing led participants to suspect the
freelancer had used AI when the freelancer was a man,
but not when the freelancer was a woman.

Fig. 3. Participant’s AI Suspicion. Figure 3a depicts the distribution of the responses. Figure 3b depicts the
interaction between writing style and gender.

AI Suspicion. Figure 3a shows the frequency (y-axis) of different survey responses to the AI
Suspicion question (x-axis) for each gender. Although participants’ responses were recorded on a
5-point scale, we grouped the “definitely” and “probably” responses on each side (Section 3.3) to
create a 3-point scale reflecting the participants’ leaning in their rating: human-written, unsure,
or AI-generated. For example, when the evaluated freelancer was presented as a man, 42.2% of
participants thought the writing was AI-generated (as indicated by the right most, purple column in
the figure). In contrast, when the freelancer was a woman (in the right most, orange column), just
35.3% of participants thought the writing was AI generated. Evaluating this difference statistically,
we used a linear mixed model with gender as fixed effect and included participant as a random effect
to account for the repeated measures design and individual variability. This model confirmed that
men freelancers were statistically significantly more likely to be suspected of using AI compared to
women (𝑝 = 0.037).

We next examined how inducing AI suspicion via the language used in the writing samples
affected AI suspicion. Figure 3b illustrates the interaction of gender (men and women) and writing
style (AI-inducing or control) affected AI suspicion. On the left of the figure, when the writing
sample was written in a normal style (control), women (dashed, orange) and men (solid, purple)
freelancers were suspected of using AI at about the same rate. However, when we manipulated the
writing style to sound AI-stylized (AI-inducing), men were more suspected of using AI than women.
This effect was confirmed by a linear mixed model analysis with AI suspicion as the dependent
variable and fixed effects of gender, writing style (AI-inducing or control), and their interaction,
and with participant as a random effect. Our results show that gender had a significant main effect
(𝑝 < 0.001) on AI suspicion, and there was also a significant interaction effect between gender and
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writing style (𝑝 < 0.001), as reflected in the figure. The effect of writing style alone on AI suspicion
also trended towards significant (p=0.058).
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Fig. 4. The Effect of AI Suspicion onQuality Evaluations. AI Suspicion negatively impacts evaluations of
writing quality.

Content Evaluations and Hiring.
Figure 4 shows the relationship between AI suspicion (x-axis) and overall quality ratings (y-axis)

when participants evaluated men (solid, purple) and women (dashed, orange). To examine the
effect of the writing style on quality, we present three versions of the data: the full data from
both conditions (Fig 4a, on the left), as well as the results from the two conditions separately, the
AI-inducing style treatment (Fig 4b, in the middle) and the control (Fig 4c, on the right). The figure
shows a strong inverse relationship: higher suspicion is associated with lower quality ratings,
though there is no clear difference between quality evaluations for men versus women. We used a
linear mixed model to statistically analyze the overall quality data of all writing styles (represented
in Fig 4a). In the model, we include AI suspicion, gender, and writing style as fixed effects. We also
include the interaction effects of AI suspicion and gender, writing style and gender, writing style
and AI suspicion, and the three-way interaction between gender, AI suspicion, and writing style
also as fixed effects. Lastly, we add participant as a random effect. The model confirms the visual
trends in the figure. AI suspicion had a significant main effect on quality (𝑝 < 0.001); however,
gender did not have a significant main effect (𝑝 = 0.522, n.s.). While writing style was not significant
(𝑝 = 0.060, n.s.), the trend indicates that a larger sample could expose quality differences where the
AI-inducing writing style is lower in quality, controlling for suspicion. There were no significant
interactions in the model.
Similar to the analysis for overall quality, we also consider the effect of AI suspicion on the

content and structure dependent variables (Section 3.3), and the results are largely the same. We use
a linear mixed model for each measure, using the same independent variables as the overall quality
model reported above. For the content dependent variable, the AI suspicion negatively impacted
content evaluation (𝑝 < 0.001), and both genders were evaluated similarly (𝑝 = 0.264, n.s.). Lastly,
the AI-inducing writing style was seen as lower quality content compared to the control (𝑝 = 0.005).
The results for the structure variable are similar.

Lastly, we show a strong inverse relationship between AI suspicion and participants’ hiring
recommendations in Figure 5. The figure shows that when AI use was not suspected, participants
rated their likelihood to hire around 70-80 on a 100-point scale. However, when AI use was heavily
suspected, hiring likelihood dropped by half, to around 40/100, with men and women similarly
impacted. While the hiring likelihood trend looks somewhat different between the genders, our
model did not show significant differences. We used a linear mixed model with AI suspicion, gender,
writing style, and their three-way interaction as a fixed effects, predicting the hiring likelihood
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score2. The model confirmed the relationship, with AI suspicion having a significant effect on
hiring (𝑝 < 0.001). The writing style effect again was trending towards significance, suggesting
that there may be differences between the AI-inducing writing style and the control (𝑝 = 0.071,
n.s.). Gender (𝑝 = 0.411, n.s.) did not have a significant main effect, and there were no significant
interaction effects.
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Fig. 5. The Effect of AI Suspicion on Hiring. Participants are less likely to hire a freelancer whom they
suspect of using AI.

4.2 Study 2: Race
Study 2 examines the impact of perceptual harms on freelancers from two different racial groups,
Black and White. We did not find racial differences in participants’ suspicions of AI use, quality
evaluation, or in their likelihood to hire.
AI Suspicion. We did not find racial differences in AI suspicion. Figure 6a shows that White
freelancers were only suspected of using AI 40.2% of the time (rightmost, blue column) Black
freelancers were suspected 37.2% of the time (rightmost, gold). Analyzing this data statistically as
we did in Study 1, with race as a fixed effect and participant as a random effect, confirmed race did
not have a significant effect on AI suspicion (𝑝 = 0.405, n.s.). We also examined the relationship
between writing style and AI suspicion between racial groups, as seen in Figure 6b. The figure
reflects that there may be slightly less suspicion towards Black freelancers (dashed, gold) in the
control condition, but the most dramatic trend is that AI suspicion increases substantially for both
groups in the AI-inducing writing style condition. A linear mixed model predicting AI suspicion
from race, writing style, and their interaction (fixed effects) as well as participant (random effect)
confirmed that only writing style had a significant main effect on AI suspicion (𝑝 < 0.001).
Content Evaluations and Hiring. Next we move on to evaluations of content and hiring judg-
ments, as we did in Study 1. Figure 7 illustrates a strong inverse relationship between AI suspicion
and overall quality (quality evaluations drop sharply at higher levels of AI suspicion), without
2Quality was highly correlated with the hiring measure and was not included in the model; we were interested to see if the
variables that predict these two measures are different.
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Fig. 6. Participant’s AI Suspicion. Figure 6a depicts the distribution of the responses. Figure 6b depicts the
interaction between writing style and race.
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Fig. 7. The Effect of AI Suspicion onQuality Evaluations. AI Suspicion negatively impacts writing quality.

notable differences by race. We confirm this result with a linear mixed model that predicts overall
quality for all writing styles (Fig 7a) from AI suspicion, race, writing style, and all interaction
effects with participant as a random effect. We observe that AI suspicion had a significant main
effect (𝑝 < 0.001), and there were no significant racial differences (𝑝 = 0.215, n.s.). Writing style
had a significant effect (𝑝 = 0.018), with the control receiving higher overall quality evaluations
compared to the AI-inducing style when controlling for AI suspicion.

We did not see racial differences in overall quality evaluations, nor did we see evidence of racial
differences in the other quality measures, content and structure. Similar to Study 1, we analyze our
measures with a linear mixed model that includes a three-way interaction between race, writing
style, and AI suspicion. As expected, in both content and structure evaluations, AI suspicion had
a significant main effect (𝑝 < 0.001). Writing style did not have a significant main effect on the
content measure (𝑝 = 0.535, n.s.). However, writing style had a significant main effect on structure
evaluations (𝑝 = 0.015) with the control evaluated as better in terms of structure compared to the
AI-inducing style (controlling for suspicion).

Next, looking at potential impacts on participants’ willingness to hire these freelancers, Figure 8
shows that participants are less likely to want to hire a freelancer they suspect of using AI. This
trend consistent across both racial categories. We confirmed the trend with a linear mixed model
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Fig. 8. The Effect of AI Suspicion on Hiring. Participants are less likely to hire a freelancer they suspect of
using AI.

like in Study 1. We found that AI suspicion (𝑝 < 0.001) and writing style (𝑝 = 0.024) had a significant
main effect on hiring. There were no significant racial differences (𝑝 = 0.330, n.s.), nor were there
significant interaction effects.

4.3 Study 3: Nationality
Our third and final study examines the potential for perceptual harms against individuals of foreign
nationalities in the U.S. In particular, we compare freelance profiles suggestive of East Asian identity
with White Americans. We find that East Asian freelancers are suspected of using AI more than
White Americans. However, we did not observe differences in quality evaluations or job outcomes.
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Fig. 9. Participant’s AI Suspicion. Figure 9a depicts the distribution of the responses. Figure 9b depicts the
interaction between writing style and nationality.
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AI Suspicion. East Asian freelancer profiles were somewhat more likely to be suspected of using
AI, as shown in Figure 9a. The figure shows, for example, that 42.0% (the rightmost turquoise
were suspected of using AI, compared to 35.1% for U.S. nationals (rightmost tan column). We
confirmed this difference as significant (𝑝 < 0.001) with a linear mixed model (nationality as a
fixed effect and participant as a random effect). However, we do not see differences in AI suspicion
due nationality when accounting for the writing style treatment. Figure 9b shows that writing in
an AI-inducing writing style increases AI suspicion, with both U.S. and foreign nationals’ profiles
being affected similarly. A linear mixed model (fixed effects: nationality, writing style, and their
interaction; random effect: participant) confirmed that writing style has a significant main effect
(𝑝 < 0.001) on AI suspicion. Neither nationality (𝑝 = 0.216, n.s.) nor the interaction between AI
suspicion and writing style (𝑝 = 0.807, n.s.) had an effect.
Content Evaluations and Hiring. Like in Study 1 and Study 2, we see an inverse relationship
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Fig. 10. The Effect of AI Suspicion onQuality Evaluations. AI suspicion negatively impacts quality.

between quality and AI suspicion; Figure 10 shows quality evaluations as a function of AI suspicion.
Both sets of freelancer profiles perform similarly and show the same steep drop in quality as
AI suspicion increases. A linear mixed model predicting overall quality for all writing styles
(Figure 10a) that included a three-way interaction between nationality, AI suspicion, and writing
style with participant as a random effect confirmed the statistically significant impact of AI suspicion
(𝑝 < 0.001) and writing style (𝑝 = 0.031) on quality. There were no significant differences between
nationalities (𝑝 = 0.943, n.s.), and there were no significant interaction effects.

Considering the effect of AI suspicion on our other quality evaluation measures, we find similar
results to studies 1 and 2: AI-suspicion negatively impacts the content and structure evaluations.
This difference is statistically significant for content (𝑝 < 0.001) and structure (𝑝 = 0.004) according
to linear mixed models that take into account the three-way interaction between nationality, AI
suspicion, and writing style. For both content and structure evaluations, nationality and writing
style do not have a main effect, and there were no significant interaction effects.
Turning a final time to participants’ reported likelihood to hire, results are again similar to the

two previous studies. As AI suspicion increases, hiring likelihood decreases, as seen in Figure 11.
The figure shows that between the lowest and highest levels of AI suspicion, hiring ratings drop
from around 75 out of 100 to about 40, for both East Asian and White American freelance profiles.
We confirm these results with a final linear mixed model (AI suspicion, nationality, writing style
and their three-way interaction as fixed effects; participant as random effect). The model shows that
AI suspicion had a statistically significant effect on hiring ratings (𝑝 < 0.001). The effect of writing
style was close to significant (𝑝 = 0.054, n.s.). There were no effects of nationality (𝑝 = 0.982, n.s.),
and there were no significant interaction effects.
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Fig. 11. The Effect of AI Suspicion on Hiring. Participants are less likely to hire a freelancer they suspect
of using AI.

5 DISCUSSION
Our study is the first to characterize an emergent potential harm in generative AI systems—
perceptual harms. By introducing perceptual harms, our work extends the previous research in
computing harms, which has focused on harms as a result of AI’s development and deployment [83,
91]. Perceptual harm, by our definition, can negatively impact individuals and groups independently
of whether they are actually using AI. Rather, it is the appearance or perception of AI use that results
in negative judgment against the perceived AI user. In this study, we examine perceptual harms in
the context of textual content; however, perceptual harms could also occur in different mediums
such as images, videos, and audio. Similar to writing tasks, creators may use text-to-image or
text-to-audio [32] models to enhance their creative productivity or produce novel content [96]. For
example, although research has demonstrated that knowing whether a piece of art was created
by a human or AI-generated influences how people perceive the same piece of art [38], it remains
unclear how merely suspecting that AI was involved impacts people’s judgments about both the
artwork and the creator, and how this evaluation may be different for people of different groups.
Although most work on harms indicates burdens against historically marginalized groups, our

work demonstrates that in this case perceptual harms can also affect socially dominant groups.
The findings across our three studies are somewhat mixed, but taken together they provide some
context about the conditions under which perceptual harms may occur. In this discussion we try to
address the question of why there were differential impacts in AI suspicion in our experiment and
propose potential solutions.
One possible explanation for the disparate impact of perceptual harms we observed may stem

from real or stereotypical expected differences in terms of technology use. In Study 1, where
participants evaluated profiles of different genders, men were suspected of using AI more than
women. This result is consistent with gender attitudes toward technology. Previous studies have
shown that men have a positive view toward computer-related technologies whereas women
generally have a more critical view [44, 52]; it is possible (and should be confirmed in future work)
that men were more suspected of AI use due to real gendered differences in technology uptake.
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This effect may also be driven by stereotypes, with participants viewing male freelancers as more
technologically savvy, and therefore more likely to be using this relatively new technology. This
possible impact of technology-related stereotypes may also be consistent with the results of Study 3.
This last study showed that freelancers with East Asian names were suspected of using AI more
than White Americans. Asians and Asian Americans are often seen as so-called “model minorities”
and are overrepresented in STEM [12, 67, 89]. In fact, early work has shown that Asians adopted
generative AI more than White folks [9]. However, in addition to technology-related stereotypes,
it is possible the East Asian names were suspected of using AI due to language assumptions.
Participants may have assumed the East Asian profiles were non-native English speakers who had
AI-assistance due to limited language proficiency.

While AI suspicion was different between most of the groups in our studies (supporting Hy-
pothesis 1), the hypotheses about the impact of the group on quality evaluations (Hypothesis 2)
and outcomes (Hypothesis 3) were not confirmed. Taken together, the results of the three studies
show that the perceived use of AI is the main factor impacting the writing evaluation and hiring
outcomes. Regardless of the group, when people thought the freelancer had AI-assistance, the
quality, content, and structure evaluations were negatively impacted. This could be due to the
negative associations with AI-writing [46, 53]. Furthermore, it is possible that people who use AI
may be seen as having undesirable traits in an employee (e.g., “lazy” or “incapable”). These results
suggest that stereotypes about technological savviness may cause perceptual harms, in the form of
AI suspicion, against groups seen as likely to uptake these new technologies, including groups like
White men who usually stand to benefit from social biases.

While the current results suggest that stereotypes may cause perceptual harms, the evolving
societal norms surrounding AI and the the context of its use will likely influence perceptual harms
in the future. Since the inception of artificial intelligence, there have been many ideas of what
AI is and what it can or cannot do [21]. In the 1990s, many people associated AI with chess
supercomputers and IBM’s Deep Blue, and by the 2010s, people thought of AI as autonomous
vehicles [21]. While public sentiment toward AI was and still is largely positive [21], there are
growing concerns about issues such as loss of control, ethical challenges, and the impact of AI on
employment [21, 51, 73]. The release of ChatGPT in 2022 marked a technological turning point,
making generative AI mainstream as many other companies developed similar models. Shortly
after ChatGPT’s release, many Americans believed that AI would reduce job opportunities with
just 10% of the US adults believing AI does more good than harm [77]. While fewer Americans now
perceive AI as harmful compared to a year ago [77], many remain cautious about its applications,
especially in workplace settings [77]. Notably, people who are more knowledgeable about AI are
less likely to express concerns about its effects [77]. As AI becomes increasingly normalized and
people are more informed of its capabilities, the negative consequences of perceptual harms, in
terms of content evaluation and loss of opportunities, may diminish, or shift.

The impact of perceptual harms will depend not only on the normalization of AI but also on the
specific contexts in which generative AI is suspected. The outcomes of perceptual harms can differ
based on the context. In artist communities, AI suspicion could lead to worse content evaluation and
loss of income and opportunities [48]. Whereas, in interpersonal work communication tasks—like
confirming times with high-profile professionals or expressing sympathy in a distressing scenario—
AI suspicion could lead to the loss of trust between the sender and the recipient [37, 45, 63]. The
magnitude of the outcomes of perceptual harms also varies by context. For example, in mass
communication like journalism, AI suspicion could further erode the public’s trust of not only
individual journalists but journalistic institutions as a whole [22, 65]. In contrast, in interpersonal
work communication, AI suspicion might result in a more localized loss of trust. In the future, as
AI use becomes normalized, the outcomes in these three scenarios may shift. In art and journalism,
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for example, generative AI tools could come to be seen as helpful aids that enhance artists and
journalists rather than undermine their credibility. In workplace settings, using AI assistance may
come to be expected —like the use of spellchecking today—and avoiding its use may reflect badly
on the contributor.
As AI norms evolve and the outcomes of perceptual harms become more prominent, we are

already seeing different forms of actions taken that may further shift social dynamics between
individuals. Individuals respond to others’ perceived use of AI-generated content in various ways.
Increasingly, people will also react, likely preemptively, to being perceived themselves as using
AI. With the prevalence of AI-generated content, content evaluators may turn to a new set of
tools to validate the legitimacy of work; whereas content creators may find other ways to signal
ownership and authenticity. These kinds of responses will likely be also subject to direct or indirect
biases. For instance, in education, where concerns about generative AI and academic integrity are
prevalent [75, 86, 93], teachers may adopt varying approaches to addressing AI-related suspicion.
Some teachers may be critical of all writing assignments and apply AI detection software to
every assignment, while others may take a more targeted approach, using the software only for
assignments they suspect are AI-generated [60]. In turn, to signal effort and authenticity, students
may emphasize the time they spent completing an assignment or deliberately alter their writing
style to differ from AI-generated text.

Based on our findings, we encourage HCI researchers and designers to explore potential strategies
to mitigate perceptual harms. We note that perceptual harms are fundamentally a social problem
caused by stereotypes and societal views of AI; therefore, previous solutions to AI’s sociotechnical
harms [84, 90, 91] may not fully address the problem. Perceptual harms are deeply rooted in social,
cultural, and systemic dynamics that often transcend the scope of technological solutions. We
recognize that while design recommendations can often be helpful, they risk oversimplifying
the nuanced and multifaceted nature of social harms. To address this, we critically examine the
trade-offs involved in potential mitigation strategies, aiming to balance practicality with a deeper
understanding of these complexities. One potential solution to mitigate AI suspicion could be to
introduce AI disclosure labels to AI-generated content. A disclosure statement could eliminate
differences in AI suspicion; however, there is evidence to suggest disclosure would not reduce the
negative perceptions around AI use [4, 38, 45, 61] and may not reduce the negative effects people
could receive for using AI. A potential design intervention could go beyond an AI-disclosure label
(i.e., stating that AI was involved) to signal the extent to which AI was involved in the creative
process. For example, there could be a future system similar to InkSync [55] to demonstrate AI’s
involvement by providing a log of AI suggestions and tracked AI-generated content in the document.
However, such detailed reports may still result in perceptual harms, and may also be rejected by
users whose agency may be challenged and may feel monitored [57].
Increasing tech awareness and literacy of the capabilities of AI tools could reduce perceptual

harms in terms of content evaluation and outcomes as people have a better understanding of what
AI is, how it works, and what it can do [7, 64, 77]. Many people are still unsure of what AI can or
cannot do [21, 51, 64]. Our data, while intended to create ambiguity, was consistent with previous
work showing people’s inconsistent heuristics for detecting AI text [46]. When reviewing the
justification for the AI suspicion responses in our studies, we found that one person’s rationale for
why the content was AI-generated was another person’s rationale for why the content was human-
written. For example, like previous work [46], some of our participants associated punctuation
errors or grammar mistakes with AI, while others associated these with human writing. If people
had a more accurate understanding of AI’s abilities, it might shift how they perceive others’ use
of AI tools [77]. Rather than falling into extremes of either algorithmic aversion—dismissing AI’s
potential benefits—or algorithmic over-appreciation, a nuanced perspective of AI’s abilities would
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allow people to more accurately assess human capabilities without unfairly attributing success or
failure solely to AI [64, 76].
Our work has some limitations that should be considered. First, while we recruited a US-

representative sample for our experiment, it still relied on crowdworkers who are Western, In-
dustrialized, Educated, Rich, and Democratic (WEIRD) and whose views may differ from the US
general public. This US-centric study’s results may not directly extend to other cultural contexts;
however, we have no reason to believe that some of our findings would not extend more broadly as
research from the Global South demonstrates perceptions of generative AI that influence how it
is used and could shape how individuals view others’ use of the technology [2]. Since our experi-
ment highlighted AI use, it may have primed the participants to think about and to consider it as
negative. We attempted to phrase the question as neutrally as possible when describing the task
to participants as a “profile evaluation task” and stating “some of the profiles may or may not be
AI generated” to avoid priming participants. In addition, our work’s generalizeability is limited
by the fact it is based on online experiments performed in one context (freelance marketplaces).
The results may not generalize to other contexts, mediums (e.g., AI generated images or audio),
or demographic groups. Finally, while we attempted to assess potential outcomes (e.g., hiring or
not), the hiring measure remained a hypothetical and not a behavioral measure. Of course, there
are several factors not examined in this study that influence hiring decisions. A future audit study
(e.g., [5]) can help provide more robust data on the impact of perceptual harms of AI, but creating
the experimental manipulation would be difficult for such an experiment.

6 CONCLUSION
This paper extends the responsible computing literature by proposing the concept of perceptual
harms: when the appearance (or perception) of AI use, regardless of whether it was used, results in
differential treatment between social groups. We propose that perceptual harms occur along three
axes: suspected AI use, which can lead differences in content evaluation, and outcomes. Through a
series of online experiments, we show, somewhat surprisingly, that dominant social groups are
often more likely to be suspected of using AI. Consistent with prior work, we see that perceptions
of AI use negatively impacted content evaluations and hiring outcomes, but these metrics were not
different between groups after controlling for AI suspicion. We encourage the research community
to further explore perceptual harms and how they may change technology’s perception changes. As
AI technologies become mainstream and all types of people are seen as equally likely to use it, who
might perceptual harms impact? Conversely, if there is broad public uptake and AI technologies
are seen as virtuous, will there be harms, or will the norms of its use and evaluation change? These
are important questions for future work.
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A APPENDIX
A.1 Treatment Validation
We manually manipulated half of the press releases in an AI-inducing style to raise participants’
suspicion of AI use. Table 3 presents an example of AI-inducing sentences, which were created by
replacing words with less common synonyms and employing verbose language. We validated the
effect of writing style post hoc, as shown in Figure 12. In all three studies, the AI-inducing writing
style was more likely to be seen as AI-generated compared to the control. A linear mixed model to
predict AI suspicion with writing style as fixed effect and participant as a random effect confirmed
the visual finding. The result is statistically significant across all three studies (𝑝 < 0.001).

A.2 Participant Demographics
We recruited a US representative sample from Prolific and present the demographic data of the
participants in all three studies in Table 4. We also conduct an exploratory analysis to determine if
age had a significant effect on AI suspicion and hiring. Since our largest age group was participants
aged 55-64 years old, for each study in our experiment, we removed this group and re-ran our AI
suspicion analysis and hiring analysis. The exploratory analysis shows the same trends for all three
studies.
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Table 3. AI-inducing sentences. We manipulated half of the press releases to be AI-inducing by modifying
a three sentences in the sample. We provide a sample of AI-Inducing sentences below. Noticeable differences
in the sentences are highlighted in red.

Original Sentence Modified Sentence
Klarna, a leading global retail bank, payments, and shop-
ping service is excited to announce its new collaboration
with OpenAI, which will level up the shopping experience.

Trade the bustling city for the peaceful countryside and
a world of mystery with the release of InnoGames’ new
exploration and farming simulation game Sunrise Village.

RainFocus is the next-generation event marketing plat-
form built to capture and analyze unprecedented amounts
of first-party data for exceptional events and optimized
engagement throughout the customer journey.

ReBank, a preeminent entity in the global retail banking,
payments, and shopping services sector, is excited to
announce its novel integration of generative AI, which
will enhance the shopping paradigm.

Inugamis is elated to unveil Sunset Village, an enchanting
mobile game that invites players to exchange the frenetic
city life for the serene countryside and a realm brimming
with mystery.

Focus is the vanguard of next-generation event marketing
platforms, meticulously engineered to capture and analyze
unparalleled amounts of first-party data, thereby facilitat-
ing exceptional events and optimized engagement through-
out the customer journey.

(a) Study 1–Gender (b) Study 2–Race (c) Study 3–Nationality

Fig. 12. Participants Assessment of Writing Styles. The AI-inducing writing style was more suspected of
being AI-generated compared to the control.

In Study 1, we conducted a linear mixed model analysis to predict AI suspicion based on gender
and a separate model incorporating both gender and writing style as predictors. Our findings
indicate a trend where men are more likely to be suspected of using generative AI (𝑝 = 0.116, n.s.);
however, this trend is not statistically significant, likely due to reduced statistical power. Similarly,
in the model including both gender and writing style, the same pattern emerges: men are more often
suspected (𝑝 < 0.001), with suspicion being notably higher when the writing style is perceived as
AI-generated (𝑝 < 0.001). Lastly, we conducted a linear mixed model to predict hiring likelihood
based on gender, AI suspicion, and writing style. AI suspicion negatively impacted hiring likelihood
(𝑝 < 0.001).

We performed the same analysis in Study 2 with race as our demographic variable. Like the
findings in our main results section, while White freelancers were suspected of using AI more
than Black freelancers, we do not see any significant racial differences (𝑝 = 0.155, n.s.). When we
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include race and writing style in the AI suspicion model, we still do not see any significant racial
differences (𝑝 = 0.594, n.s.). We do, however, see the effect of writing style (𝑝 < 0.001), where the
AI-inducing style is much more likely to be suspected of being AI-generated. As expected, in our
hiring prediction model, we see that AI suspicion negatively impacts hiring likelihood (𝑝 < 0.001).

In Study 3, we see that Foreign Nationals are more likely to be suspected of using generative AI
(𝑝 = 0.017). When we include writing style in the AI suspicion model, we still observe the same
trend (𝑝 = 0.011). Furthermore, we see that the AI-inducing style is more likely to be suspected of
being AI-generated (𝑝 = 0.008). Similar to previous studies, we see that AI suspicion reduces hiring
likelihood (𝑝 < 0.001).

Table 4. Participant Demographics. An overview of the participants’ demographic backgrounds in all three
studies.

Study 1 Study 2 Study 3
Age
18-24 years old 10.18 12.28 12.87
25-34 years old 19.76 17.96 18.38
35-44 years old 18.56 16.77 15.81
45-54 years old 15.57 16.47 17.28
55-64 years old 25.75 24.25 24.26
65+ years old 10.18 12.28 11.40
Sex
Female 49.40 49.70 48.90
Male 48.50 47.60 48.53
Non-binary / third gender 1.80 2.10 2.21
Prefer to self-describe 0.30 0.60 0.368
Race
Asian 6.29 6.59 6.62
Black/African American 13.17 16.17 12.5
Hispanic 9.28 10.48 8.09
Native American 3.29 1.50 0.74
Pacific Islander 0 0.30 0
Prefer to self-describe 4.49 3.29 5.15
White/Caucasian 63.47 61.68 66.91
Sexuality
Heterosexual or straight 80.54 83.23 79.04
Bisexual 12.87 9.28 13.98
Gay or Lesbian 4.50 4.50 5.15
Prefer to self-describe 2.10 3.00 1.84
Education
Less than high school 0 0.30 0
Some college but no degree 22.46 20.36 18.01
Associate degree in college (2-year) 14.07 11.38 9.19
Bachelor’s degree in college (4-year) 35.03 35.33 42.65
Master’s degree 17.07 18.86 15.44
Professional degree (JD, MD) 2.40 1.80 1.100
Doctoral degree 0.60 2.40 1.10
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